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NETWORK REACHABILITY IMPACT
ANALYSIS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This U.S. patent application is a continuation of,
and claims priority under 35 U.S.C. § 120 from, U.S. patent
application Ser. No. 17/117,376, filed on Dec. 10, 2020. The
disclosure of this prior application is considered part of the
disclosure of this application and is hereby incorporated by
reference in its entirety.

TECHNICAL FIELD

[0002] This disclosure relates to reachability impact
analysis of a cloud network.

BACKGROUND

[0003] A virtual private cloud (VPC) is an on-demand
configurable pool of shared computing resources allocated
within a public cloud environment. The VPC provides
isolation for a user from other cloud users. The VPC may
execute one or more virtual machines (VMs) which may
communication with the user’s on-premises network or
other remote resources via a virtual private network (VPN).
Due to the potential scale and complexity of the VPC, which
may include any number of VMs, network gateways, load
balancers, etc., significant network configuration is often
necessary to operate and maintain the VPC.

SUMMARY

[0004] One aspect of the disclosure provides a method of
network reachability impact analysis. The method includes
receiving, at data processing hardware, a plurality of net-
work configuration snapshots for a network. The method
also includes selecting, by the data processing hardware, a
first network configuration snapshot of the network and a
second network configuration snapshot of the network. The
method further includes generating, by the data processing
hardware, a first reachability graph representing packet
reachability of the network for the first network configura-
tion snapshot. The method also includes generating, by the
data processing hardware, a second reachability graph rep-
resenting packet reachability of the network for the second
network configuration snapshot. The method also includes
computing, by the data processing hardware, a reachability
differentiation graph identifying a net change to reachability
from the first reachability graph to the second reachability
graph. The method further includes generating, by the data
processing hardware, a reachability differentiation report
including a human-interpretable output of the net change to
reachability.

[0005] Implementations of the disclosure may include one
or more of the following optional features. In some imple-
mentations, generating the reachability differentiation report
further includes translating, by the data processing hardware
the reachability differentiation graph from a computer-inter-
pretable format to the human-interpretable output. In some
examples, each of the plurality of network configuration
snapshots includes a data plane model protocol taken at a
respective time instance. Here, selecting the first network
configuration snapshot and the second network configura-
tion snapshot may include comparing, by the data process-
ing hardware, the data plane model protocols of consecutive
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network configuration snapshots Optionally, selecting the
first network configuration snapshot and the second network
configuration snapshot includes, when a first data plane
model protocol of a first one of the consecutive network
configuration snapshots is different than a second data plane
model protocol of a second one of the consecutive network
configuration snapshots, selecting, by the data processing
hardware, the first one of one of the consecutive network
configuration snapshots as the first network configuration
snapshot and the second one of the consecutive network
configuration snapshots as the second network configuration
snapshot.

[0006] In some implementations, the method further
includes computing, by the data processing hardware, one or
more packet equivalence classes for the first network con-
figuration snapshot and the second network configuration
snapshot, each of the one or more packet equivalence classes
including a set of packets having the same forwarding
behavior. Optionally, the method further includes assigning,
by the data processing hardware, the one or more packet
equivalence classes to the first reachability graph, and
assigning, by the data processing hardware, the one or more
packet equivalence classes to the second reachability graph.
In some examples, computing the reachability differentia-
tion graph includes identifying a net change to network
equivalence classes from the first reachability graph to the
second reachability graph.

[0007] In some configurations, the method includes gen-
erating the first reachability graph and the second reachabil-
ity graph includes generating, by the data processing hard-
ware, a directed graph including two or more nodes and one
or more edges connecting each of the two or more nodes.
Here, generating the directed graph may include associating,
by the data processing hardware, each of the two or more
nodes to a network endpoint and associating each of the one
or more edges to a network forwarding route from one
network endpoint to another network endpoint.

[0008] Another aspect of the disclosure provides a system.
The system includes data processing hardware and memory
hardware in communication with the data processing hard-
ware. The memory hardware stores instructions that when
executed on the data processing hardware cause the data
processing hardware to perform operations. One operation
includes receiving a plurality of network configuration snap-
shots for a network. Another operation includes selecting a
first network configuration snapshot of the network and a
second network configuration snapshot of the network. The
operations further include generating a first reachability
graph representing packet reachability of the network for the
first network configuration snapshot. Another operation
includes generating a second reachability graph representing
packet reachability of the network for the second network
configuration snapshot. The operations further include com-
puting a reachability differentiation graph identifying a net
change to reachability from the first reachability graph to the
second reachability graph, and generating a reachability
differentiation report including a human-interpretable output
of the net change to reachability.

[0009] This aspect of the disclosure may include one or
more of the following optional features. In some examples,
generating the reachability differentiation report further
includes translating the reachability differentiation graph
from a computer-interpretable format to the human-inter-
pretable output. In some examples, each of the plurality of
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network configuration snapshots includes a data plane model
protocol taken at a respective time instance. Here, selecting
the first network configuration snapshot and the second
network configuration snapshot may further include com-
paring the data plane model protocols of consecutive net-
work configuration snapshots. Optionally, selecting the first
network configuration snapshot and the second network
configuration snapshot includes, when a first data plane
model protocol of a first one of the consecutive network
configuration snapshots is different than a second data plane
model protocol of a second one of the consecutive network
configuration snapshots, selecting the first one of one of the
consecutive network configuration snapshots as the first
network configuration snapshot and the second one of the
consecutive network configuration snapshots as the second
network configuration snapshot.

[0010] In some examples, the operations further include
computing one or more packet equivalence classes for the
first network configuration snapshot and the second network
configuration snapshot, each of the one or more packet
equivalence classes including a set of packets having the
same forwarding behavior. Here, the operations further
include assigning the one or more packet equivalence
classes to the first reachability graph and assigning the one
or more packet equivalence classes to the second reachabil-
ity graph. Optionally, computing the reachability differen-
tiation graph includes identifying a net change to network
equivalence classes from the first reachability graph to the
second reachability graph.

[0011] In some implementations, generating the first
reachability graph and the second reachability graph
includes generating a directed graph including two or more
nodes and one or more edges connecting each of the two or
more nodes. Here, generating the directed graph includes
associating each of the two or more nodes to a network
endpoint and associating each of the one or more edges to a
network forwarding route from one network endpoint to
another network endpoint.

[0012] The details of one or more implementations of the
disclosure are set forth in the accompanying drawings and
the description below. Other aspects, features, and advan-
tages will be apparent from the description and drawings,
and from the claims.

DESCRIPTION OF DRAWINGS

[0013] FIG. 1 is a schematic view of an example system
for performing network reachability impact analysis.

[0014] FIG. 2 is a schematic view of exemplary compo-
nents of a virtual machine of the system of FIG. 1.

[0015] FIG. 3 is a schematic view of an example system
for performing network reachability impact analysis.

[0016] FIG. 4 is a schematic view of an example system
for performing network reachability impact analysis.

[0017] FIG. 5is a flowchart of an example arrangement of
operations for a method of performing cloud network reach-
ability analysis.

[0018] FIG. 6 is a schematic view of an example comput-
ing device that may be used to implement the systems and
methods described herein.

[0019] Like reference symbols in the various drawings
indicate like elements.
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DETAILED DESCRIPTION

[0020] A virtual private cloud (VPC) is an on-demand
configurable pool of shared computing resources allocated
within a public cloud environment to provide isolation for a
user from other cloud users. This isolation may occur
through allocation of private Internet Protocol (IP) subnets
and/or virtual communication constructs. The VPC may
execute one or more virtual machines (VMs) which may
communication with the user’s on-premises network or
other remote resources via a virtual private network (VPN)
to ensure secure access to the VPC environment. Because
some VPC environments are very complex with a very large
scale (i.e., include a number of VMs, network gateways,
load balancers, etc.), significant network configuration is
often necessary to operate and maintain the VPC.

[0021] Implementations herein are directed toward a cloud
reachability impact analyzer that allows a user understand
the impact that changes to the configuration of the network
will have on packet reachability within the network. The
cloud reachability impact analyzer generates directed graphs
representing network reachability for two network configu-
ration snapshots. The cloud reachability impact analyzer
then performs a reachability analysis on the graphs to
identify changes to reachability caused by the network
configuration changes between the two network configura-
tion snapshots. Thus, the cloud reachability impact analyzer
allows the user to verify how a network configuration
change will affect packet reachability relative to a previous
network configuration.

[0022] Referring to FIG. 1, in some implementations, an
example system 10 includes a user device 20 associated with
a respective user 12 and in communication with a cloud
network 200 via a network 30 (e.g., the Internet) and an
on-premises network 40 (i.e., the local network that the user
device 20 uses to connect to the network 30). The on-
premises network 40 includes a network gateway 42 (e.g., a
router) that serves as the forwarding host for the on-premises
network 40. The user device 20 may correspond to any
computing device, such as a desktop workstation, a laptop
workstation, or a mobile device (e.g., a smart phone or
tablet). The user device 20 includes computing resources 22
(e.g., data processing hardware) and/or storage resources 24
(e.g., memory hardware).

[0023] The cloud network 200 may be a single computer,
multiple computers, or a distributed system (e.g., a cloud
environment) having scalable/elastic resources 202 includ-
ing computing resources 204 (e.g., data processing hard-
ware) and/or storage resources 206 (e.g., memory hard-
ware). A data store (i.e., a remote storage device) may be
overlain on the storage resources 206 to allow scalable use
of the storage resources 206 by one or more of the client or
computing resources 204. The cloud network 200 is con-
figured to implement and execute one or more virtual
machines (VMs) 250, 250a—n. One or more of the VMs
execute securely in a virtual private cloud (VPC) environ-
ment or VPC 208 associated with or operated by the user 12.
The VPC 208 may include a variety of other network
elements, such as load balancers, gateways, front ends, and
back ends.

[0024] In the example shown in FIG. 2, the distributed
system 200 includes a collection 210 of resources 110 (e.g.,
hardware resources 110/), a virtual machine monitor
(VMM) 220, a VM layer 240 executing one or more of the
VMs 250, and an application layer 260. Fach hardware
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resource 110/ may include one or more physical central
processing units (pCPU) 204 (“physical processor 204”) and
memory hardware 206. While each hardware resource 110/
is shown having a single physical processor 204, any hard-
ware resource 110/ may include multiple physical proces-
sors 204. An operating system 212 may execute on the
collection 210 of resources 110.

[0025] In some examples, the VMM 220 corresponds to a
hypervisor 220 (e.g., a Compute Engine) that includes at
least one of software, firmware, or hardware configured to
create and execute the VMs 250. A computer (i.e., data
processing hardware 204) associated with the VMM 220
that executes the one or more VMs 250 may be referred to
as a host machine, while each VM 250 may be referred to as
a guest machine. Here, the VMM 220 or hypervisor is
configured to provide each VM 250 a corresponding guest
operating system (OS) 212g having a virtual operating
platform and manage execution of the corresponding guest
OS 212g on the VM 250. As used herein, each VM 250 may
be referred to as an “instance” or a “VM instance”. In some
examples, multiple instances of a variety of operating sys-
tems may share virtualized resources. For instance, a first
VM 250 of the Linux® operating system, a second VM 250
of the Windows® operating system, and a third VM 250 of
the OS X® operating system may all run on a single physical
x86 machine.

[0026] The VM layer 240 includes one or more virtual
machines 250. The distributed system 200 enables the user
12 to launch VMs 250 on demand. A VM 250 emulates a real
computer system and operates based on the computer archi-
tecture and functions of the real computer system or a
hypothetical computer system, which may involve special-
ized hardware, software, or a combination thereof. In some
examples, the distributed system 200 authorizes and authen-
ticates the user 12 before launching the one or more VMs
250. An instance of software, or simply an instance, refers
to a VM 250 hosted on (executing on) the data processing
hardware 204 of the distributed system 200.

[0027] Each VM 250 may include one or more virtual
central processing units (vCPUs) 252 (“virtual processor”™).
In the example shown, a first virtual machine 250a includes
a first set 252a of one or more virtual processors 252 and a
second virtual machine 2505 includes a second set 2525 of
one or more virtual processors 252. While the second set
252b is shown as only including one virtual processor 252,
any number of virtual processors 252 is possible. Each
virtual processor 252 emulates one or more physical pro-
cessors 204. For example, the first set 252a of the one or
more virtual processors 252 emulates a first set 204a of one
or more physical processors 204, and the second set 2525 of
the one or more virtual processors 252 emulates a second set
2045 of one or more physical processors 204. The applica-
tion layer 260 includes software resources 110s, 110sa,
11055 (software applications) that may execute on the virtual
machine(s) 250.

[0028] Typically, each instance of software (e.g., a virtual
machine 250) includes at least one virtual storage device 254
that provides volatile and non-volatile storage capacity for
the service on the physical memory hardware 206. For
instance, the storage capacity on the physical memory
hardware 206 can include persistent disks (PD) that store
data for the user 12 across several physical disks (e.g.,
memory regions 620 (FIG. 6) of the memory hardware 206
or random access memory (RAM) to provide volatile
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memory. More specifically, each virtual storage device 254
of a corresponding VM 250 moves data in sequences of
bytes or bits (blocks) to an associated physical block storage
volume V on the memory hardware 206 to provide non-
volatile storage. Accordingly, a virtual storage device 254 of
a corresponding VM instance 250 provides a storage capac-
ity that maps to corresponding physical block storage vol-
umes V on the memory hardware 206. In some examples,
the virtual storage devices 254 support random access to the
data on the memory hardware 206 and generally use buft-
ered 1/O. Examples include hard disks, CD-ROM drives,
and flash drives. Similarly, portions of volatile memory (e.g.,
RAM) of physical memory hardware 206 may be divided
across the virtual storage devices 254.

[0029] Within the guest operating system 212g resides a
guest kernel 214g. A kernel is a computer program that is the
core of the operating system with full access and control
over the OS. That is, the kernel is an intermediary between
applications 110s and the hardware resources 110/ of the
host machine. Most modern computing systems segregate
virtual memory into protected kernel space and user space
216g. The kernel typically remains in volatile memory
within the protected kernel space and is isolated from user
space 216g. To increase safety and reliability, applications
1105 and other software services typically execute in the
guest user space 216g and lack the privileges necessary to
interact with the protected kernel space.

[0030] Referring to FIGS. 1 and 3, the cloud network 200
executes a cloud reachability impact analyzer 300 for ana-
lyzing network configuration snapshots 304, 304a-304» of
the cloud network 200 to determine differences in packet
reachability between two consecutive network configuration
snapshots 304, 304a-3047z. The cloud reachability impact
analyzer 300 then generates a human-interpretable differen-
tiation report 352 identifying the differences in packet
reachability between the analyzed configuration snapshots
304 and presents the differentiation report 352 to the user 12
via the user device 20. In some examples, the analyzer 300
determines whether changes to the network 208 result in a
policy violation that affects reachability, and localize a
configuration stanza responsible for the policy violation.
[0031] The cloud reachability impact analyzer 300 con-
tinuously receives or obtains the network configuration
snapshots 304, 304a-304» from the cloud network 200. The
network configuration snapshots 304 are provided by the
cloud network 200 in a format of a data plane model
protocol 306 including network configuration information.
Optionally, the cloud network 200 may execute a data plane
modeler 302 that obtains the network configuration infor-
mation from network components of the VPC 208 and
includes, for example, routes between network resources
(e.g., VMs, load balances, network gateways, etc.) of the
VPC 208, subnets, firewall rules, and/or ports or interfaces
for directing a data packet within the VPC 208 and/or
between the VPC 208 and other networks (e.g., other VPCs
and/or the on-premises network 40).

[0032] InFIG. 1, the network configuration snapshots 304
include a first network configuration snapshot 304a includ-
ing a first data plane model protocol 306a of the VPC 208
at a first time instance, a second network configuration
snapshot 3045 including the first data plane model protocol
306a of the VPC 208 at a second time instance immediately
subsequent to the first time instance, a third network con-
figuration snapshot 304¢ including a second data plane
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model protocol 3065 of the VPC 208 at a third time instance
immediately subsequent to the second time instance, and a
plurality of subsequent configuration snapshots 3047 includ-
ing data plane model protocols 306x taken at time instances
following the third time instance.

[0033] Consecutive ones of the network configuration
snapshots 304 may include the same data plane model
protocol 306 when the network configuration is not changed
from one time instance to the next. For example, in the
illustrated example, the first network configuration snapshot
304a and the second network configuration snapshot 3045
include the same first data plane model protocol 306a
associated with an unchanged network configuration at the
first and second time instances. Alternatively, subsequent
ones of the network configuration snapshots 304 may
include different data plane model protocols 306 when the
network configuration is changed between time instances.
For example, in FIG. 1, a change 26a, 265 to a configuration
or state of the VPC 208 is incorporated between the second
network configuration snapshot 3045 associated with the
second time instance and the third network configuration
snapshot 304¢ associated with the third time instance. Thus,
the third network configuration snapshot 304¢ has a different
data plane model protocol 3065 than the data plane model
protocol 306a of the immediately preceding network con-
figuration snapshot 3045.

[0034] Examples of network changes 264, 265 include a
user change 26a implemented by the user 12 via the user
device 20 or a system change 265 caused by the cloud
network 200. User changes 26a may include pending
changes proposed by the user 12 or changes that have
already been deployed. System changes 265 may include
automated configuration changes incorporated by network
monitoring applications and/or network state changes asso-
ciated with involuntary changes in the VPC 208 (e.g.,
operation states down). For clarity, the changes 26a, 265 are
shown as being incorporated between the illustrated second
and third network configuration snapshots 30456, 304¢ in
FIG. 1. However, the actual changes 26a, 265 are imple-
mented within the network 208, upstream up the data plane
modeler 302. Thus, the second network configuration snap-
shot 3045 includes the pre-change first data plane model
protocol 306a and the third network configuration snapshot
304c includes the post-change second data plane model
protocol 3065.

[0035] As generally illustrated in FIG. 3, the cloud reach-
ability impact analyzer receives the network configuration
snapshots 3045, 304c¢ including the pre-change first data
plane model protocol 3064 and the post-change second data
plane model protocol 3065 and generates the human-inter-
pretable differentiation report 352 identifying changes to
forwarding behavior between the two network configuration
snapshots 3045, 304¢. Human-interpretable format includes
providing descriptions of the changes to the forwarding
behavior using written representations of the differences in
network topologies. For example, the differentiation report
352 may include text describing that one of the VMs 250 has
become unreachable in the third network configuration
snapshot 304c¢, or that prefix 10.0.0.0/24 goes to a VPN
tunnel in the second network configuration snapshot 3045
and to a subnet in the third network configuration snapshot
304c.

[0036] With continued reference to FIG. 1, the cloud
reachability impact analyzer 300 includes an optional snap-
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shot selector 310 configured to extract consecutive network
configuration snapshots 304 from the data plane modeler
302. The cloud reachability impact analyzer 300 also
includes a packet equivalence classifier 320 that computes
packet equivalences for each of the selected consecutive
network configuration snapshots 304. The cloud reachability
impact analyzer 300 further includes a graph generator 330
that creates a reachability graph 332a, 3325 corresponding
to each of the selected network configuration snapshots 304.
A graph analyzer 340 receives and compares the reachability
graphs 332a, 3325 to generate a differentiation graph 342.
The cloud reachability impact analyzer 300 further includes
a graph interpreter 350 that evaluates the differentiation
graph 342 and generates the human-interpretable differen-
tiation report 352.

[0037] FIG. 4 shows a more detailed schematic illustrating
the configuration and operation of the cloud reachability
impact analyzer 300. As previously discussed, the cloud
reachability impact analyzer 300 receives or obtains a con-
tinuous feed of the network configuration snapshots 304
from the cloud network 200. More specifically, when
included, the snapshot selector 310 continuously receives
and compares the network configuration snapshots 304 to
determine when one or more changes 26a, 265 have been
implemented in the VPC 208. Thus, in the example shown,
the snapshot selector 310 executes a first comparison
between the first network configuration snapshot 304a and
the second network configuration snapshot 3045 and does
not determine that any changes 26a, 265 have been imple-
mented, as both snapshots 304a, 3045 include the same data
plane model protocol 306a. Subsequently, the snapshot
selector 310 executes a second comparison between the
second network configuration snapshot 3045 and the third
network configuration snapshot 304¢ and identifies that the
one or more changes 26a, 265 have been implemented in the
third network configuration snapshot 304¢ where the second
network configuration snapshot 3045 includes a different
data plane model protocol 306a than the data plan model
protocol 3065 of the third network configuration snapshot
304c¢. The snapshot selector 310 then selects the second
network configuration snapshot 30456 immediately preced-
ing the change 26a, 265 and the third network configuration
snapshot 304¢ including the change 26a, 265.

[0038] While the snapshot selector 310 may automatically
select the network configuration snapshots 304, as described
here, in other examples the snapshot selector 310 may
receive instructions for selecting the network configuration
snapshots 3045, 304¢ from the user device 20 or the cloud
network 200 in conjunction with one of the changes 26a,
265 being implemented. For instance, the user 12 or the
cloud network 200 may provide instructions to the snapshot
selector 310 including information identifying the consecu-
tive network configuration snapshots 3045, 304¢ and/or the
time instances associated with the change 26a, 265.

[0039] The packet equivalence classifier 320 receives the
selected network configuration snapshots 3045, 304¢ from
the snapshot selector 310 and computes packet equivalence
classes for each of the network configuration snapshots
3045, 304c¢. A packet equivalence class EC, EC1-EC6 rep-
resents a set of packets that have the same forwarding
behavior with respect to all configuration rules of both of the
network configuration snapshots 3045, 304¢. For example,
the illustrated examples of the network configuration snap-
shots 3045, 304¢ include a total of six of the equivalence
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classes EC1-EC6. Optionally, the packet equivalence clas-
sifier 320 may compile the computed equivalence classes
EC1-EC6 into a first subgroup 322a associated with the
second network configuration snapshot 3045 and a second
subgroup 3224 associated with the third network configu-
ration snapshot 304c.

[0040] The graph generator 330 receives the equivalence
class subgroups 3224, 3225 including the computed equiva-
lence classes EC1-EC6 and builds reachability graphs 332a,
332b representing routing of the equivalence classes EC1-
EC6 relative to the network topologies associated with each
of the respective network configuration snapshots 3045,
304c. As shown, each of the reachability graphs 332a, 3325
includes a directed graph 332 having a plurality of nodes
334, 3344-334c and edges 336, 336a-336f. Each of the
nodes 334 represents a network endpoint associated with a
network resource, such as a VM 250 or a network gateway
42. Each of the edges 336 represents a forwarding route
from one of the nodes 334 to another one of the nodes 334.
In the illustrated example, the network reachability graphs
332a, 3325 each represent a network topology including a
gateway node 334a, a first VM node 3345, and a second VM
node 334c.

[0041] Each node 334a-334c is connected each other node
334a-334c by an edge 336a-336f representing a forwarding
route from one endpoint to another. A first edge 336a
represents a forwarding route from the gateway node 334a
to the first VM node 334b, a second edge 3365 represents a
forwarding route from the gateway node 334a to the second
VM node 334c, a third edge 336¢ represents a forwarding
route from the first VM node 33456 to the gateway node
334a, a fourth edge 3364 represents a forwarding route from
the second VM node 334c to the gateway node 334a, a fifth
edge 336¢ represents a forwarding route from the first VM
node 3345 to the second VM node 334¢, and a sixth edge
336/ represents a forwarding route from the second VM
node 334c to the first VM node 334b.

[0042] The graph generator 330 uses the reachability
graphs 332a, 3326 to model which of the equivalence
classes EC1-EC6 are allowed to travel through each edge for
each reachability graph 332a, 332b. Thus, as shown, the
graph generator 330 assigns each of the equivalence classes
EC1-EC6 to respective ones of the edges 336a-336f that the
equivalence class EC1-EC6 is allowed to travel along. Here,
assignments are illustrated by labeling each edge 336a-336¢
with the corresponding equivalence classes EC1-EC6 that
are allowed to travel along the edge 336a-336c¢.

[0043] The reachability graphs 332a, 33254 created by the
graph generator 330 are forwarded to the graph analyzer
340, which evaluates the reachability graphs 3324, 3326 to
determine an impact to reachability between the two reach-
ability graphs 3324, 3325. In other words, the graph analyzer
340 compares the reachability graphs 332a, 33254 to identify
differences in reachability between each of the nodes 334a-
334c caused by implementing the changes 26a, 265. The
graph analyzer 340 models the reachability impact as a
differentiation graph 342 including the same nodes 334a-
334c and edges 336a-336f as the reachability graphs 332a,
332b. The reachability impact analyzer 340 then computes a
net change (e.g., addition/removal of equivalence classes)
for each edge 3364-336/to determine the impact to reach-
ability from the second network configuration snapshot 3045
to the third network configuration snapshot 304c.
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[0044] In the illustrated example, the differentiation graph
342 shows that reachability along the first and second edges
336a, 3365 corresponding to the forwarding paths from the
gateway node 334a to each of the VM nodes 3345, 334c is
unchanged between the first reachability graph 3324 and the
second reachability graph 3326. However, the differentiation
graph 342 shows that the remaining edges 336c-336f each
include changes corresponding to added or removed allow-
ances of equivalence classes EC1-EC6. Particularly, the
fourth equivalence class EC4 is added +EC4 to the third
edge 336¢ and removed -EC4 from the fifth edge 336e,
representing that the fourth equivalence class EC4 can now
travel to (i.e., reach) the gateway node 334a from the first
VM node 33454, but cannot travel to (i.e., reach) the second
VM node 336¢ from the first VM node 3345. Additionally,
the second equivalence class EC2 is added +EC2 to the sixth
edge 336/ and deleted from the fourth edge 3364, represent-
ing that the second equivalence class EC2 is allowed to
travel to (i.e., reach) the first VM node 3345 from the second
VM node 334c¢ and cannot traveling to (i.e., reach) the
gateway node 334a from the second VM node 334c.

[0045] In some examples, the graph interpreter 350
receives the differentiation graph 342 from the graph ana-
lyzer 340 and translates the graphical representation of the
reachability changes +/-EC2, +/-EC4 into the human-inter-
pretable differentiation report 352. For example, the graph
interpreter 350 translates the reachability changes +/-EC2,
+/-EC4 of the directed graph into a text-based differentia-
tion report 352 identifying the impact of the changes 26a,
264 on reachability. In some examples, the graph interpreter
350 analyzes the reachability changes +/-EC2, +/-EC4
relative to one or more network intentions identified by the
user 12. Here, the graph interpreter 350 may highlight or
identify specific ones of the reachability changes +/-EC2,
+/-EC4 that will impact the user intention for the network.

[0046] Using the differentiation report 352, a network user
12 can determine whether changes 26a, 265 to a network
topology of a VPC 208 should be implemented. Where the
impact on reachability is unintended and/or unacceptable,
the user 12 may decline the changes 26a, 265 or revert the
network configuration to a state prior to the change 26a, 265.
In some instances, the reachability impact analyzer 300 may
be implemented in conjunction with a network change
simulator to model and analyze reachability impact prior to
the change 26a, 265 being implemented on the production
VPC 208.

[0047] FIG. 5 is a flowchart of an exemplary arrangement
of operations for a method 500 of performing cloud network
reachability impact analysis. The method 500 includes, at
operation 502, receiving, at data processing hardware 202, a
plurality of network configuration snapshots 304, 304a-304»
for a network 208. Optionally, the network configuration
snapshots 304, 3044-3047 include data plane model proto-
cols 306, 306a-306n. At operation 504, the method 500
includes selecting a first network configuration snapshot
3045 and a second network configuration snapshot 304¢ of
the network 208. The method 500 may also include com-
puting, at operation 506, packet equivalence classes for each
of the first network snapshot and the second network snap-
shot. The method 500 also includes, at operation 508,
generating a first reachability graph 332a representing
packet reachability of the network 208 for the first network
configuration snapshot 3045. At operation 510, the method
500 includes generating a second reachability graph 3325
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representing packet reachability of the network 208 for the
second network configuration snapshot 304c¢. The method
500 also includes, at operation 512, computing a reachability
differentiation graph 342 that identifies net change to reach-
ability from the first reachability graph 332a to the second
reachability graph 33254. At operation 514, the method 500
includes generating a differentiation report 352 including
human-interpretable output representing a net change to
reachability.

[0048] FIG. 6 is schematic view of an example computing
device 600 that may be used to implement the systems and
methods described in this document. The computing device
600 is intended to represent various forms of digital com-
puters, such as laptops, desktops, workstations, personal
digital assistants, servers, blade servers, mainframes, and
other appropriate computers. The components shown here,
their connections and relationships, and their functions, are
meant to be exemplary only, and are not meant to limit
implementations of the inventions described and/or claimed
in this document.

[0049] The computing device 600 includes a processor
610, memory 620, a storage device 630, a high-speed
interface/controller 640 connecting to the memory 620 and
high-speed expansion ports 650, and a low speed interface/
controller 660 connecting to a low speed bus 670 and a
storage device 630. Each of the components 610, 620, 630,
640, 650, and 660, are interconnected using various busses,
and may be mounted on a common motherboard or in other
manners as appropriate. The processor 610 can process
instructions for execution within the computing device 600,
including instructions stored in the memory 620 or on the
storage device 630 to display graphical information for a
graphical user interface (GUI) on an external input/output
device, such as display 680 coupled to high speed interface
640. In other implementations, multiple processors and/or
multiple buses may be used, as appropriate, along with
multiple memories and types of memory. Also, multiple
computing devices 600 may be connected, with each device
providing portions of the necessary operations (e.g., as a
server bank, a group of blade servers, or a multi-processor
system).

[0050] The memory 620 stores information non-transito-
rily within the computing device 600. The memory 620 may
be a computer-readable medium, a volatile memory unit(s),
or non-volatile memory unit(s). The non-transitory memory
620 may be physical devices used to store programs (e.g.,
sequences of instructions) or data (e.g., program state infor-
mation) on a temporary or permanent basis for use by the
computing device 600. Examples of non-volatile memory
include, but are not limited to, flash memory and read-only
memory (ROM)/programmable read-only  memory
(PROM)/erasable  programmable read-only memory
(EPROM)/electronically erasable programmable read-only
memory (EEPROM) (e.g., typically used for firmware, such
as boot programs). Examples of volatile memory include,
but are not limited to, random access memory (RAM),
dynamic random access memory (DRAM), static random
access memory (SRAM), phase change memory (PCM) as
well as disks or tapes.

[0051] The storage device 630 is capable of providing
mass storage for the computing device 600. In some imple-
mentations, the storage device 630 is a computer-readable
medium. In various different implementations, the storage
device 630 may be a floppy disk device, a hard disk device,
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an optical disk device, or a tape device, a flash memory or
other similar solid state memory device, or an array of
devices, including devices in a storage area network or other
configurations. In additional implementations, a computer
program product is tangibly embodied in an information
carrier. The computer program product contains instructions
that, when executed, perform one or more methods, such as
those described above. The information carrier is a com-
puter- or machine-readable medium, such as the memory
620, the storage device 630, or memory on processor 610.
[0052] The high speed controller 640 manages bandwidth-
intensive operations for the computing device 600, while the
low speed controller 660 manages lower bandwidth-inten-
sive operations. Such allocation of duties is exemplary only.
In some implementations, the high-speed controller 640 is
coupled to the memory 620, the display 680 (e.g., through a
graphics processor or accelerator), and to the high-speed
expansion ports 650, which may accept various expansion
cards (not shown). In some implementations, the low-speed
controller 660 is coupled to the storage device 630 and a
low-speed expansion port 690. The low-speed expansion
port 690, which may include various communication ports
(e.g., USB, Bluetooth, Ethernet, wireless Ethernet), may be
coupled to one or more input/output devices, such as a
keyboard, a pointing device, a scanner, or a networking
device such as a switch or router, e.g., through a network
adapter.

[0053] The computing device 600 may be implemented in
a number of different forms, as shown in the figure. For
example, it may be implemented as a standard server 600a
or multiple times in a group of such servers 6004, as a laptop
computer 6005, or as part of a rack server system 600c.
[0054] Various implementations of the systems and tech-
niques described herein can be realized in digital electronic
and/or optical circuitry, integrated circuitry, specially
designed ASICs (application specific integrated circuits),
computer hardware, firmware, software, and/or combina-
tions thereof. These various implementations can include
implementation in one or more computer programs that are
executable and/or interpretable on a programmable system
including at least one programmable processor, which may
be special or general purpose, coupled to receive data and
instructions from, and to transmit data and instructions to, a
storage system, at least one input device, and at least one
output device.

[0055] A software application (i.e., a software resource)
may refer to computer software that causes a computing
device to perform a task. In some examples, a software
application may be referred to as an “application,” an “app,”
or a “program.” Example applications include, but are not
limited to, system diagnostic applications, system manage-
ment applications, system maintenance applications, word
processing applications, spreadsheet applications, messag-
ing applications, media streaming applications, social net-
working applications, and gaming applications.

[0056] These computer programs (also known as pro-
grams, software, software applications or code) include
machine instructions for a programmable processor, and can
be implemented in a high-level procedural and/or object-
oriented programming language, and/or in assembly/ma-
chine language. As used herein, the terms “machine-read-
able medium” and “computer-readable medium” refer to any
computer program product, non-transitory computer read-
able medium, apparatus and/or device (e.g., magnetic discs,
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optical disks, memory, Programmable Logic Devices
(PLDs)) used to provide machine instructions and/or data to
a programmable processor, including a machine-readable
medium that receives machine instructions as a machine-
readable signal. The term “machine-readable signal” refers
to any signal used to provide machine instructions and/or
data to a programmable processor.

[0057] The processes and logic flows described in this
specification can be performed by one or more program-
mable processors, also referred to as data processing hard-
ware, executing one or more computer programs to perform
functions by operating on input data and generating output.
The processes and logic flows can also be performed by
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit). Processors suitable for the execution of a
computer program include, by way of example, both general
and special purpose microprocessors, and any one or more
processors of any kind of digital computer. Generally, a
processor will receive instructions and data from a read only
memory or a random access memory or both. The essential
elements of a computer are a processor for performing
instructions and one or more memory devices for storing
instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer need not have such
devices. Computer readable media suitable for storing com-
puter program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto
optical disks; and CD ROM and DVD-ROM disks. The
processor and the memory can be supplemented by, or
incorporated in, special purpose logic circuitry.

[0058] To provide for interaction with a user, one or more
aspects of the disclosure can be implemented on a computer
having a display device, e.g., a CRT (cathode ray tube), LCD
(liquid crystal display) monitor, or touch screen for display-
ing information to the user and optionally a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the
user can provide input to the computer. Other kinds of
devices can be used to provide interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that is used by the user; for example, by sending web
pages to a web browser on a user’s client device in response
to requests received from the web browser.

[0059] A number of implementations have been described.
Nevertheless, it will be understood that various modifica-
tions may be made without departing from the spirit and
scope of the disclosure. Accordingly, other implementations
are within the scope of the following claims.

What is claimed is:

1. A computer-implemented method executed by data
processing hardware that causes the data processing hard-
ware to perform operations comprising:
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obtaining a stream of consecutive network configuration
snapshots for a network, each network configuration
snapshot of the stream of consecutive network configu-
ration snapshots comprising network configuration
information;

determining that first network configuration information
of a first network configuration snapshot of the network
from the stream of consecutive network configuration
snapshots for the network is not the same as second
network configuration information of a second network
configuration snapshot of the network from the stream
of consecutive network configuration snapshots for the
network, the second network configuration snapshot of
the network consecutive with the first network configu-
ration snapshot in the stream of consecutive network
configuration snapshots for the network;

determining, based on a difference in packet reachability
of the network during the first network configuration
snapshot and packet reachability of the network during
the second network configuration snapshot, a net
change in reachability for the network;

determining, based on the net change in reachability for
the network, a policy violation affecting reachability of
the network present in the second network configura-
tion snapshot; and

generating a reachability differentiation report including
the policy violation.

2. The method of claim 1, wherein generating the reach-
ability differentiation report comprises translating the policy
violation from a computer-interpretable format to a human-
interpretable output.

3. The method of claim 1, wherein each network configu-
ration snapshot of the stream of consecutive network con-
figuration snapshots comprises a data plane model protocol
taken at a respective time instance.

4. The method of claim 3, wherein determining that first
network configuration information of the first network con-
figuration snapshot of the network is not the same as second
network configuration information of the second network
configuration snapshot of the network comprises determin-
ing that the data plane model protocol of the first network
configuration snapshot of the network is not the same as the
data plane model protocol of the second network configu-
ration snapshot of the network.

5. The method of claim 1, wherein the operations further
comprise:

determining that third network configuration information
of a third network configuration snapshot of the net-
work from the stream of consecutive network configu-
ration snapshots for the network is the same as fourth
network configuration information of a fourth network
configuration snapshot of the network from the stream
of consecutive network configuration snapshots for the
network, the fourth network configuration snapshot of
the network consecutive with the third network con-
figuration snapshot in the stream of consecutive net-
work configuration snapshots for the network; and

determining, based on determining that the third network
configuration information of the third network configu-
ration snapshot of the network is the same as the fourth
network configuration information of the fourth net-
work configuration snapshot of the network, that the
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network is unchanged between the third network con-
figuration snapshot and the fourth network configura-
tion snapshot.

6. The method of claim 1, wherein the operations further
comprise determining a first one or more packet equivalence
classes for the first network configuration snapshot and a
second one or more packet equivalence classes for the
second network configuration snapshot, each packet equiva-
lence class comprising a set of packets having the same
forwarding behavior.

7. The method of claim 6, wherein the operations further
comprise:

assigning the first one or more packet equivalence classes

for the first network configuration snapshot to the first
network configuration information; and

assigning the second one or more packet equivalence

classes for the second network configuration snapshot
to the second network configuration information.

8. The method of claim 7, wherein determining the net
change in reachability for the network includes identifying
a net change to network equivalence classes between the
first network configuration information and the second net-
work configuration information.

9. The method of claim 1, wherein the operations further
comprise localizing a configuration stanza responsible for
the policy violation.

10. The method of claim 9, wherein the reachability
differentiation report includes the localized configuration
stanza responsible for the policy violation.

11. A system comprising:

data processing hardware; and

memory hardware in communication with the data pro-

cessing hardware, the memory hardware storing

instructions that are executed on the data processing

hardware and cause the data processing hardware to

perform operations comprising:

obtaining a stream of consecutive network configura-
tion snapshots for a network, each network configu-
ration snapshot of the stream of consecutive network
configuration snapshots comprising network con-
figuration information;

determining that first network configuration informa-
tion of a first network configuration snapshot of the
network from the stream of consecutive network
configuration snapshots for the network is not the
same as second network configuration information
of a second network configuration snapshot of the
network from the stream of consecutive network
configuration snapshots for the network, the second
network configuration snapshot of the network con-
secutive with the first network configuration snap-
shot in the stream of consecutive network configu-
ration snapshots for the network;

determining, based on a difference in packet reachabil-
ity of the network during the first network configu-
ration snapshot and packet reachability of the net-
work during the second network configuration
snapshot, a net change in reachability for the net-
work;

determining, based on the net change in reachability for
the network, a policy violation affecting reachability
of the network present in the second network con-
figuration snapshot; and
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generating a reachability differentiation report includ-
ing the policy violation.
12. The system of claim 11, wherein generating the
reachability differentiation report comprises translating the
policy violation from a computer-interpretable format to a
human-interpretable output.
13. The system of claim 11, wherein each network con-
figuration snapshot of the stream of consecutive network
configuration snapshots comprises a data plane model pro-
tocol taken at a respective time instance.
14. The system of claim 13, wherein determining that first
network configuration information of the first network con-
figuration snapshot of the network is not the same as second
network configuration information of the second network
configuration snapshot of the network comprises determin-
ing that the data plane model protocol of the first network
configuration snapshot of the network is not the same as the
data plane model protocol of the second network configu-
ration snapshot of the network.
15. The system of claim 11, wherein the operations further
comprise:
determining that third network configuration information
of a third network configuration snapshot of the net-
work from the stream of consecutive network configu-
ration snapshots for the network is the same as fourth
network configuration information of a fourth network
configuration snapshot of the network from the stream
of consecutive network configuration snapshots for the
network, the fourth network configuration snapshot of
the network consecutive with the third network con-
figuration snapshot in the stream of consecutive net-
work configuration snapshots for the network; and

determining, based on determining that the third network
configuration information of the third network configu-
ration snapshot of the network is the same as the fourth
network configuration information of the fourth net-
work configuration snapshot of the network, that the
network is unchanged between the third network con-
figuration snapshot and the fourth network configura-
tion snapshot.

16. The system of claim 11, wherein the operations further
comprise determining a first one or more packet equivalence
classes for the first network configuration snapshot and a
second one or more packet equivalence classes for the
second network configuration snapshot, each packet equiva-
lence class comprising a set of packets having the same
forwarding behavior.

17. The system of claim 16, wherein the operations further
comprise:

assigning the first one or more packet equivalence classes

for the first network configuration snapshot to the first
network configuration information; and

assigning the second one or more packet equivalence

classes for the second network configuration snapshot
to the second network configuration information.

18. The system of claim 17, wherein determining the net
change in reachability for the network includes identifying
a net change to network equivalence classes between the
first network configuration information and the second net-
work configuration information.

19. The system of claim 11, wherein the operations further
comprise localizing a configuration stanza responsible for
the policy violation.
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20. The system of claim 19, wherein the reachability
differentiation report includes the localized configuration
stanza responsible for the policy violation.
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