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SYSTEM AND METHOD FOR SPEAKER 
RECOGNITION ON MOBILE DEVICES 

RELATED APPLICATIONS 
[ 0001 ] This application is a continuation of U . S . applica 
tion Ser . No . 13 / 712 , 711 titled “ SYSTEM AND METHOD 
FOR SPEAKER RECOGNITION ON MOBILE 
DEVICES ” , filed on Dec . 12 , 2012 , which claims priority 
U . S . Provisional Patent Application No . 61 / 603 , 227 , filed 
Feb . 24 , 2012 , also entitled “ SYSTEM AND METHOD 
FOR SPEAKER RECOGNITION ON MOBILE 
DEVICES ” , the entire specifications of each of which are 
hereby incorporated by reference in their entirety . 

BACKGROUND OF THE INVENTION 

Field of the Invention 
10002 ] The invention relates to the field of speaker recog 
nition , and more particularly to the field of using voice 
biometrics to identify or authenticate speakers using a 
mobile device . 

Discussion of the State of the Art 
[ 0003 ] Identification and authentication of mobile phone 
users is an issue of significant importance , particularly 
because of the dramatic variety and rapid rate of adoption of 
mobile applications . As just one example , as new types of 
location - based services proliferate that allow users and 
business to connect and transact while one or both of them 
are mobile , it becomes more and more difficult to ensure the 
safety of such transactions . Simple authentication tech 
niques , for example use of basic passwords , while possibly 
adequate in a time when web usage was primarily carried out 
by users on personal computers generally associated with 
fixed locations , are clearly inadequate today , when web 
usage mostly is occurring from a wide and expanding 
variety of mobile devices . For example , most mobile devices 
connect to the Internet in myriad different ways , many of 
which are far less secure than connecting via a dedicated 
home broadband connection , such as connecting via an 
unsecured WiFi at a coffee shop . 
[ 0004 ] In the art , three main approaches have been used in 
securing interactions between users of computing devices 
and the various web - based services and content repositories 
they wish to access or use . These are shown , along with 
some examples , in FIG . 4 . The first method can be referred 
to as authentication based on " something the user knows ” , 
or more formally as a first factor 403 based on a user ' s 
knowledge , such as a static password 404 . The second 
approach can be referred to as authentication based on 
" something the user has ” , or more as a second factor 410 
based on a user ' s possessing something that is his alone , 
such as a one - time password ( OTP ) 410 or a secure identi 
fication token 411 . The third approach can be referred to as 
authentication based on " something the user is ” , or more 
formally as a third factor 420 based on a permanent bio 
metric attribute of the user to be authenticated , such as a 
fingerprint 421 . The axes in FIG . 4 represent increasing level 
of security along x axis 401 ( that is , methods that are further 
to the right are generally more secure than those on their 
left ) , and a number of authentication factors along y axis 
402 . As shown in FIG . 4 , the first factor 403 corresponding 
to what a user knows is the least secure of the three , with the 

second factor 410 corresponding to what a user has being 
more secure and the third factor 420 corresponding to what 
a user is being most secure . It is common in the art to 
combine two or three of these factors in various ways to 
achieve greater security . In general , an overall level of 
security is sought that is consistent with the value of the 
underlying activity and the damage that might occur if 
security measures for a given scenario were defeated by one 
or more malefactors . For example , it is quite common in 
national defense , counterterrorism , and law enforcement 
applications for three - factor authentication systems to be 
used , sometimes even featuring more than one type of 
biometrics ( for example , combining fingerprint and voice 
print identification ) . 
[ 0005 ] FIG . 5 illustrates a typical example , known in the 
art , of knowledge - based authentication , which is a imple 
mented as an extension of existing simple - password authen 
tication . A user 520 initiates some action via interface 532 on 
a computing device such as a laptop computer 510 or a smart 
phone 511 . Accordingly , the computing device sends a 
request via interface 531 to server 500 , which returns an 
authentication request to the computing device , which 
requires user 520 to enter some previously agreed knowl 
edge credential . If the user 520 enters the appropriate 
credential , she is allowed to carry out the requested action . 
Examples of knowledge - based authentication include Bank 
of America ' s “ SiteKey ” function , HSBC ' s virtual keyboard , 
and the like . This approach only improves on basic pass 
word - based authentication slightly , since it still is a single 
factor approach and is carried out “ in - band ” , that is using the 
same interface as is used to carry out the requested action ( a 
usual example is a web browser , and a typical application 
would be online banking using laptop 510 or mobile device 
511 ) . 
10006 ] FIG . 6 illustrates a somewhat improved authenti 
cation approach that uses out - of - band communication , 
known as server - generated one - time password ( OTP ) 
authentication . Again , user 520 requests some action to be 
taken using interface 611 on laptop computer 510 . The 
request is forwarded to a server 500 such as a web server , 
which determines that request is one that requires authenti 
cation of the user . Having previously stored information 
about user 520 ( specifically , the user ' s mobile phone number 
in this example ) , server 500 sends a special code to the 
user ' s mobile device 511 in step 620 . The user receives this 
special code in step 621 ( typically a text - based code is 
displayed on the screen of the mobile device ) , and the user 
520 then enters the special code in step 622 at laptop 
computer 510 , which then sends the code to server 500 for 
authentication . This approach has the advantage of using 
two factors , one of which is carried out using a separate 
device ( that is , out - of - band ) , and thus is stronger than the 
approach illustrated in FIG . 5 . 
[ 0007 ] FIG . 7 illustrates another common authentication 
approach used in the art , known as client - generated OTP . 
These are similar to conventional OTP tokens such as 
RSATM SecurID , VeriSignTM VIP OTP , and the like . In this 
approach the user 520 again requests an action using inter 
face 611 on laptop computer 510 , the request the being sent 
on via interface 610 to server 500 . Server 500 then sends an 
authentication request to the computer 510 , which then 
requests a code from the user 520 . The user 520 gets the 
code from her mobile device 511 via interface 620 ( typically 
a special mobile application provided by the entity that 
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operates server 500 ) , and the user 520 enters the code on 
computer 510 in step 630 and the computer 510 sends the 
code on to the server 500 in step 631 . Once the server 500 
validates the code , the user 520 is authenticated and the 
server 500 performs the requested service . This approach is 
more secure than that shown in FIG . 6 , as it is two - factor and 
does not depend on transmitting a one - time password on any 
public network . But it is still susceptible to man - in - the 
middle attacks . 
[ 0008 ] FIG . 8 shows yet another approach to authentica 
tion known in the art , known as out - of - band authentication . 
In this approach , user 520 requests an action on computer 
510 via interface 811 . The computer 510 then requests the 
action from server 500 , which causes a phone call ( or other 
out - of - band communication ) to be initiated with the user ' s 
mobile device 511 via interface 820 ( typically a mobile 
phone network ) . The user answers the call and using inter 
face 821 is requested to authenticate for example using voice 
authentication . This approach is even more secure , since the 
authentication is separate from the browser on computer 510 
and since a biometric factor is used . However , this approach 
is expensive since it requires phone calls to be made over 
public phone networks , and it is somewhat unwieldy from a 
usability perspective . 
0009 ] . FIG . 9 illustrates an even newer approach to 

mobile authentication , which is refereed to as in - band 
mobile OTP authentication . In this case everything happens 
through mobile device 900 , 910 , using specialized authen 
tication applications provided by an entity desiring to 
engage in secure interaction with its users ( for example , 
AOLTM PayPalTM , and eBayTM provide applications along 
these lines ) . Looking at mobile device 900 , a token appli 
cation 910 is displayed that functions much as secure tokens 
have done for some time , providing a time - based unique 
code to use as an OTP ( it can be made unique because it is 
based on some hidden algorithm that is based on a universal 
time and an identity of the device on which the application 
is running , which device is associated with a single user ) . 
Similarly , mobile device 910 shows a variation in which a 
VIP Access application 920 is provided that displays both a 
credential ID 921 and a security code 922 to a user . These 
applications are useful , but they have two main drawbacks . 
First , they tend to be useful only for the purposes provided 
for by the provider of the application ( for instance , a 
corporate IT department ) , so a user would potentially have 
to have several such applications available on her mobile 
device . Second , the approach is only as secure as the user ' s 
custody of their mobile device is ; if the user misplaces her 
mobile device , security may not be as readily ensured 
( essentially , this is a two - factor approach based on what you 
have and what you know , but not based on what you are ) . 
[ 0010 ] Another approach that has been used in the art is 
out - of - band mobile device - based authentication , which is 
essentially the use of a mobile device as a secure " what you 
have ” authentication token . Several solutions are known in 
the art , such as those using iOS ' s APNS and Android ' s 
C2DM services . These can be used to provide a real - time 
out - of - band challenge and response mechanism on a mobile 
device . Upon performing a sensitive transaction or login , a 
user immediately receives a challenge pushed to her mobile 
device . She is then prompted with the full details of the 
proposed transaction , and is able to respond to approve or 
deny the transaction by simply pressing a button on her 
mobile phone . Smart phone push - oriented two - factor 

authentication is attractive because it is at once both more 
user - friendly and more secure than previous approaches . 
[ 0011 ] . Even though two - factor authentication provides 
significantly better security , organizations are discovering 
that as attacks increase in sophistication , the two - factor 
authentication is simply not enough . There are many chal 
lenges with the various OTP devices out in the market today . 
These challenges include weakness of static passwords , 
difficult to carry form factors , and insecure form factors . 
[ 0012 ] The initial purpose of OTP and USB tokens was to 
strengthen the static password and to add an additional 
one - time password that was harder to obtain . The rationale 
behind the two - factor authentication approach was that user 
needed to have two different data elements , both secure , to 
access a secure region . The user usually chooses their 
individual static passwords . Most users have a tendency to 
choose a memorable combination of numbers and characters 
that is easy for the user to remember . The users may also 
write down their password in case they forget it . The 
combination of these reasons makes static passwords easily 
stolen or easily guessed by fraudsters . Now that the static 
password is no longer a secure data element , the only real 
data element that is preventing unauthorized entrance to 
secure regions is the OTP . This fact makes it easy for 
fraudsters to access unsecure regions simply by stealing 
OTP tokens . 
10013 ] Another challenging issue is that the OTP and USB 
tokens are hardware devices that are not easy to carry . Most 
OTP and USB devices are in from of tokens that are made 
to be a part of the key chain held by the end user . The market 
is leaning towards hardware that can be stored in the wallet 
and therefore this challenge may eventually be addressed . 
However , for now the majority of OTP tokens reside in a 
very clumsy form . 
[ 0014 ] The last challenge that OTP tokens have is the fact 
that the token itself is not secure . All the tokens today are 
either time based the token changes the one time password 
every x min / sec ) or event based ( the token changes the one 
time password every time a button is pressed on the token ) . 
There is no security measure taken when the one time 
password appears . This , theoretically , increases the chance 
that the token and static password could be stolen , compro 
mising the security of the site . 
[ 0015 ] Nevertheless , a better solution for the challenges 
above is to use another strong authentication method that 
addresses the " what you are ” factor in a multi - factor authen 
tication approach . The most common " what you are ” solu 
tion is a biometric solution . The strong authentication mar 
ket is reaching a point of understanding that the two 
elements of a two - factor authentication solution need to be 
“ what you have ” and “ what you are ” rather than " what you 
know ” and “ what you have ” . The reason for this change is 
the understanding that “ what you know ” data elements are 
no longer secure . Static passwords are easily stolen and 
gaining personal information regarding a certain individual 
is not a high barrier for fraudsters and identity thieves . This , 
and the fact that biometric authentication devices have 
become mature enough that it is possible for them to process 
biometric authentication with a very low false positive rate 
and at reasonable cost , make biometric authentication a 
valid and promising solution in the market . 
[ 0016 ] . Evaluating multi - factor authentication solutions 
requires a look at three critical areas — the security and 
scalability of the technology , hurdles to user adoption , and 
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the total cost ( including internal costs ) to deploy and support 
the system . Because of the cost and complexity of most 
biometric systems , use of biometric authentication is gen 
erally limited to ultra high security applications ( e . g . the 
defense industry ) . Historically , biometric systems have been 
a mixed bag when it comes to availability , compatibility , and 
security . Training is a significant issue and logistics are 
perhaps more difficult than with any other two - factor solu 
tion . Deployment involves collecting the biometric data to 
compare against , which can be a daunting task for users and 
IT departments . In addition , most biometric authentication 
solutions rely on fingerprint readers , retinal scanners , or 
other biometric devices , which are attached to the pc or 
laptop . The cost and IT resources required to purchase , 
deploy , and maintain biometric readers often presents an 
impractical challenge to surmount . 
[ 0017 ] One approach to addressing these problems would 
be to use strong authentication such as through biometrics 
( that is , based on " what you are ” ) carried out directly on a 
mobile device . However , in the current art speaker recog 
nition approaches are still too heavy ( resource intensive ) to 
run on even very advanced capability mobile devices , so 
both voice print creation and comparison are typically 
performed on remote servers . This further means that audio 
collected on a mobile device must be transmitted through a 
data channel to a server , which creates a bandwidth problem , 
as well as the risk of a man in the middle attack . In fact , 
successful man - in - the - middle attacks may send recorded 
voice signals to a speaker recognition server , and thus , may 
be able to perform false authentication remotely . In general , 
codecs could be used to reduce the bandwidth required when 
sending voice signals , but in that case accuracy degradation 
would be expected . 
[ 0018 ] What is needed in the art is a cost - effective voice 
biometric capability adapted for easy adoption and use on 
plural mobile devices per user . Such a capability must be 
capable of winning user trust , particularly in terms of being 
practically unbreakable . In addition , privacy concerns sug 
gest an approach where there is no need for the centralized 
storage of large numbers of voice biometric prints , since 
breach of such a database would compromise potentially 
millions of voice biometric prints a clearly undesirable 
situation since users cannot change their voices , and since 
voices can be duplicated ( making voice biometrics poten 
tially more vulnerable than fingerprint or retina biometrics ) . 
Furthermore , what is needed is a voice biometric capability 
that does not require much bandwidth to operate , and that is 
able to operate with acceptable accuracy on a wide range of 
mobile devices ( which often suffer from limited memory or 
processing capacity relative to the demands of robust voice 
biometrics ) 

ent places and times , checking that other people is properly 
rejected etc ) . During the practice process , an original model 
can be also improved by means of different “ learning ” 
stages . According to the invention , different learning or 
improvement methods are provided in order to : ( a ) improve 
calibration , that is , adjust the threshold ( many times there 
are score misalignments among different models / voice 
prints and the threshold must be “ moved ” in order to achieve 
the False Alarm and False Rejection rates required ) ; ( b ) 
improve accuracy ( adapting the model with new utterances , 
etc . ) ; and automatically detect , during a practice stage , when 
an additional learning stage is required . 
[ 0021 ] In another aspect of the invention , once a user is 
confident enough in voice authentication technology as 
realized on his mobile phone ( for example , although any 
user device may be used according to the invention , and 
embodiments focused on mobile devices should be under 
stood to be exemplary in nature , rather than limiting the 
scope of the invention ) , she may decide to use one of the 
voice prints created and exercised by means of the previous 
application in one or more third - party applications for 
authentication ( a good example is mobile banking app ) . In 
the third party app , a user may choose which model / voice 
print wants to use . At the time a user chooses a model , a 
voice authentication will be required in order to ensure that 
the person who selects the model is the same person as the 
one who created it previously . If the authentication is 
positive , the model is activated / validated so it can be used 
for further voice authentication by the third - party mobile 
app . Moreover , the third - party app may either save the 
model locally ( if authentication is going to be done locally ) 
or send it to its own server , where the model is saved in a 
database ( if authentication is going to be done remotely , in 
the server ) . Once the model is available and validated , the 
third - party app will be able to call the authentication solu 
tion of the invention in order to perform voice authentication 
when necessary . 
10022 ] . When this happens , the requesting user will be 
requested to “ speak ” a phrase . The audio collected will be 
processed in order to extract statistics , as is common in the 
art of speaker recognition . If authentication is done locally 
( i . e . , on a mobile or other user device ) , then the whole 
process ( including iVector extraction from statistics and 
matching of voice biometric prints ) may be carried within 
the mobile device . If authentication is done on a server , 
statistics extracted by a system according to the invention 
will be sent to the server to be compared with the previously 
stored model . 
[ 0023 ] According to a preferred embodiment of the inven 
tion , a speaker recognition system operable to recognize or 
authenticate a user of a mobile device is disclosed . Accord 
ing to the embodiment , the system comprises an enrollment 
and learning software module stored and operable on a 
mobile device and adapted to receive speech utterances from 
a user via a microphone on the mobile device , a voice 
biometric authentication software module stored and oper 
able on the mobile device , and a secure software application 
operable on the mobile device . According to the embodi 
ment , upon request by a first user of the mobile device , the 
enrollment and learning software module displays a plurality 
of text prompts to the first user and receives speech utter 
ances from the first user corresponding substantially to at 
least one of the plurality of text prompts and produces a 
voice biometric print therefrom ; the enrollment and training 

SUMMARY OF THE INVENTION 
[ 0019 ] Accordingly , the inventors have conceived and 
reduced to practice , in a preferred embodiment of the 
invention , a system and method for speaker recognition on 
mobile devices . 
[ 0020 ] In general , the system envisioned by the inventor 
addresses the shortcoming in the art addressed above in 
several ways . The inventors envision a mobile application 
that allows users to create and refine voice prints / models 
( voice “ tokens ” ) . According to the invention , users can 
practice , using the application , in order to build confidence 
in voice authentication ( trying to be authenticated in differ - 
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software module determines when a voice biometric print 
has met at least a quality threshold before storing it on the 
mobile device ; and the secure software application , on 
request , receives a list all available voice biometric prints 
from the enrollment and learning software module , displays 
at least a portion of the received list to a second user of the 
mobile device , receives a selection from the second user of 
a particular voice biometric print to be used by the secure 
software application , prompts the second user to repeat an 
utterance based at least on an attribute of the selected voice 
biometric print , receives an utterance from the second user , 
requests the voice biometric authentication software module 
to verify the identity of the second user based on the 
received utterance , and , if the voice biometric authentication 
software module verifies the identity of the second user , 
imports the voice biometric print . 
[ 0024 ] According to another embodiment of the invention , 
the imported voice biometric print is stored on the mobile 
device by the secure software application , and the secure 
software application , when authentication of a third user of 
the secure software application is required , displays a plu 
rality of text prompts to the third user and receives a 
plurality of speech utterances from the third user corre 
sponding substantially to at least one of the plurality of text 
prompts and produces a voice biometric print therefrom , the 
voice biometric authentication software module analyzes the 
plurality of speech utterances to obtain thereby a new voice 
biometric print corresponding to the third user and compares 
the new voice biometric print corresponding to the third user 
to the first biometric voice print and , if an indicia of 
correspondence between the new voice biometric print and 
the first voice biometric print exceeds a threshold , authen 
ticates the third user and provides privileged access to the 
third user . 
[ 0025 ] According to a further embodiment of the inven 
tion , the enrollment and learning software module comprises 
a feature extraction module that extracts statistical data from 
a plurality of speech utterances received from an enrolling 
user using a universal background model , generates a most 
valuable Gaussian based at least on the extracted statistical 
data , prunes a first set of statistics comprising one or more 
of a total variability matrix T , the extracted statistical data , 
or the universal background model in order to reduce data 
storage and processing required for speaker recognition , and 
generates a voice biometric print corresponding to the 
enrolling user , and the voice biometric authentication soft 
ware module comprises a feature extraction module that 
extracts statistical data from a plurality of speech utterances 
received from the third user using a universal background 
model , generates a most - valuable Gaussian based at least on 
the extracted statistical data , prunes a second set of statistics 
comprising one or more of a total variability matrix T , the 
extracted statistical data , or the universal background model 
using the same pruning in order to reduce data storage and 
processing required for speaker recognition , wherein the 
second set of statistics is identical to the first set of statistics 
pruned by the enrollment and learning module , and gener 
ates a voice biometric print corresponding to the third user . 
[ 0026 ] According to yet another embodiment of the inven 
tion , the voice biometric authentication software module 
determines when a voice biometric print has met at least a 
quality threshold before storing it on the mobile device . 
[ 0027 ] According to an embodiment of the invention , the 
imported voice biometric print received by the secure soft 

ware application is transmitted by the secure software appli 
cation over a network to a remote voice authentication 
service associated with and accessible by the secure soft 
ware application ; the enrollment and learning software mod 
ule comprises a feature extraction module that extracts 
statistical data from a plurality of speech utterances received 
from an enrolling user using a universal background model , 
generates a most - valuable Gaussian based at least on the 
extracted statistical data , prunes a first set of statistics 
comprising one or more of a total variability matrix T , the 
extracted statistical data , or the universal background model 
in order to reduce data storage and processing required for 
speaker recognition , and generates a voice biometric print 
corresponding to the enrolling user ; the voice biometric 
authentication software module comprises a feature extrac 
tion module that extracts statistical data from a plurality of 
speech utterances received from the third user using a 
universal background model , generates a most - valuable 
Gaussian based at least on the extracted statistical data , 
prunes a second set of statistics comprising one or more of 
a total variability matrix T , the extracted statistical data , or 
the universal background model using the same pruning in 
order to reduce data storage and processing required for 
speaker recognition , wherein the second set of statistics is 
identical to the first set of statistics pruned by the enrollment 
and learning module , generates a voice biometric print 
corresponding to the third user , and the secure software 
application sends the voice biometric print corresponding to 
the third user to the remote voice authentication service ; and 
the secure software application receives an authentication 
result from the remote voice authentication service that is 
based at least on the voice biometric print corresponding to 
the third user . 
[ 0028 ] According to another embodiment of the invention , 
the imported voice biometric print received by the secure 
software application is transmitted by the secure software 
application over a network to a remote voice authentication 
service associated with and accessible by the secure soft 
ware application ; the secure software application sends the 
plurality of speech utterances received from the third user to 
the remote voice authentication service ; and the secure 
software application receives an authentication result from 
the remote voice authentication service that is based at least 
on the voice biometric print corresponding to the third user . 
[ 0029 ] According to a further embodiment of the inven 
tion , the enrollment and learning software module deter 
mines whether a voice biometric print has met a quality 
threshold by one of : ( a ) determining whether the plurality of 
speech utterances from which the voice biometric print is 
generated comprises at least a specific total speech time , ( b ) 
determining whether the plurality of speech utterances from 
which a voice biometric print is generated displays at least 
a minimum level of either vocal intensity or vocal variabil 
ity , or both , and ( c ) determining whether a noise level 
present in the plurality of speech utterances from which a 
voice biometric print is generated exceeds a maximum peak 
or average value . 
( 0030 ) According to another embodiment of the invention , 
a visual indication is provided to a user of whether more 
speech time is needed to obtain a voice biometric print of 
sufficient quality . 
[ 0031 ] According to a further embodiment of the inven 
tion , the voice biometric authentication software module 
determines whether a voice biometric print has met a quality 
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threshold by one of : ( a ) determining whether the plurality of 
speech utterances from which the voice biometric print is 
generated comprises at least a specific total speech time , ( b ) 
determining whether the plurality of speech utterances from 
which a voice biometric print is generated displays at least 
a minimum level of either vocal intensity or vocal variabil 
ity , or both , ( c ) determining whether a noise level present in 
the plurality of speech utterances from which a voice 
biometric print is generated exceeds a maximum peak or 
average value , and ( d ) determining whether a signal to noise 
ratio present in the plurality of speech utterances exceeds 
some minimum threshold . 
[ 0032 ] In another embodiment of the invention , a visual 
indication is provided to a user of whether more speech time 
is needed to obtain a voice biometric print of sufficient 
quality . 
[ 0033 ] According to a preferred embodiment of the inven 
tion , a method for recognizing or authenticating a user of a 
mobile device is disclosed . The method comprises the steps 
of : ( a ) upon receipt of a request from a first user of a mobile 
device to enroll in a speaker recognition system , the request 
being received at an enrollment and learning software mod 
ule stored and operating on the mobile device , the enroll 
ment and learning module displays a first plurality of text 
prompts to the first user ; ( b ) receiving a first plurality of 
speech utterances from the first user corresponding substan 
tially to at least one of the first plurality of text prompts ; ( c ) 
extracting one or more voice feature data components from 
the first plurality of speech utterances in a feature extraction 
software module operating with or a component of the 
enrollment and learning module ; ( d ) generating a set of 
statistics pertaining to the voice feature data components 
using a universal background model ; ( e ) executing , in the 
enrollment and learning software module , one or more 
pruning operations to reduce the size of intermediate data 
objects to reduce any of processor usage , memory usage , or 
bandwidth usage ; ( f ) extracting a voice biometric print from 
the set of statistics using at least a total variability matrix ; ( g ) 
determining when an extracted voice biometric print has met 
at least a quality threshold ; and ( h ) if the quality threshold 
step ( g ) was met , storing the voice biometric print on the 
mobile device . 
[ 0034 ] According to another embodiment of the invention , 
the method further comprises the steps of : ( i ) receiving , at a 
secure software application stored and operating on the 
mobile device , a list all available voice biometric prints from 
the enrollment and learning software module ; ( j ) displaying 
at least a portion of the received list to a second user of the 
mobile device ; ( k ) receiving from the second user a selection 
of a particular voice biometric print to be used by the secure 
software application ; ( 1 ) prompting the second user to repeat 
an utterance based at least on an attribute of the selected 
voice biometric print ; ( m ) receiving an utterance from the 
second user ; ( n ) requesting a voice biometric authentication 
software module stored and operating on the mobile device 
to verify the identity of the second user based on the 
received utterance ; and ( o ) if the voice biometric authenti 
cation software module verifies the identity of the second 
user , importing the voice biometric print into the secure 
software application . 
[ 0035 ] According to another embodiment of the invention , 
the method further comprises the steps of : ( m ) storing the 
imported voice biometric print on the mobile device by the 
secure software application ; ( n ) when authentication of a 

third user of the secure software application is required , 
displaying a plurality of text prompts to the third user ; ( 0 ) 
receiving a plurality of speech utterances from the third user 
corresponding substantially to at least one of the plurality of 
text prompts ; ( p ) producing a voice biometric print from the 
received plurality of speech utterances ; ( q ) analyzing the 
plurality of speech utterances to obtain thereby a new voice 
biometric print corresponding to the third user ; ( r ) compar 
ing the new voice biometric print corresponding to the third 
user to the first biometric voice print ; and ( s ) if an indicia of 
correspondence between the new voice biometric print and 
the first voice biometric print exceeds a threshold , authen 
ticating the third user and providing privileged access to the 
third user . 
[ 00361 According to yet another embodiment of the inven 
tion , the methods described above are characterized in that 
the enrollment and learning software module comprises a 
feature extraction module that extracts statistical data from 
a plurality of speech utterances received from an enrolling 
user using a universal background model , generates a most 
valuable Gaussian based at least on the extracted statistical 
data , prunes a first set of statistics comprising one or more 
of a total variability matrix T , the extracted statistical data , 
or the universal background model in order to reduce data 
storage and processing required for speaker recognition , and 
generates a voice biometric print corresponding to the 
enrolling user ; and the voice biometric authentication soft 
ware module comprises a feature extraction module that 
extracts statistical data from a plurality of speech utterances 
received from the third user using a universal background 
model , generates a most valuable Gaussian based at least on 
the extracted statistical data , prunes a second set of statistics 
comprising one or more of a total variability matrix T , the 
extracted statistical data , or the universal background model 
using the same pruning in order to reduce data storage and 
processing required for speaker recognition , wherein the 
second set of statistics is identical to the first set of statistics 
pruned by the enrollment and learning module , and gener 
ates a voice biometric print corresponding to the third user . 
[ 0037 ] According to another embodiment of the invention , 
the method further comprises the steps of : ( m ) transmitting 
the imported voice biometric print received by the secure 
software application over a network to a remote voice 
authentication service associated with and accessible by the 
secure software application ; ( n ) sending the plurality of 
speech utterances received by the secure software applica 
tion from the third user to the remote voice authentication 
service ; and ( o ) receiving , at the secure software application , 
an authentication result from the remote voice authentication 
service that is based at least on the voice biometric print 
corresponding to the third user . 
[ 0038 ] According to yet another embodiment of the inven 
tion , the methods described above are characterized in that 
the enrollment and learning software module determines 
whether a voice biometric print has met a quality threshold 
by one of : ( a ) determining whether the plurality of speech 
utterances from which the voice biometric print is generated 
comprises at least a specific total speech time , ( b ) determin 
ing whether the plurality of speech utterances from which a 
voice biometric print is generated displays at least a mini 
mum level of either vocal intensity or vocal variability , or 
both , and ( c ) determining whether a noise level present in 
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software module to verify the identity of the second user 
based on the received utterance , and , if the voice biometric 
authentication software module verifies the identity of the 
second user , imports the voice biometric print . 

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES 

the plurality of speech utterances from which a voice 
biometric print is generated exceeds a maximum peak or 
average value . 
[ 0039 ] According to yet another embodiment of the inven 
tion , the methods described above are characterized in that 
a visual indication is provided to a user of whether more 
speech time is needed to obtain a voice biometric print of 
sufficient quality . 
0040 ] According to yet another embodiment of the inven 
tion , the methods described above are characterized in that 
the voice biometric authentication software module deter 
mines whether a voice biometric print has met a quality 
threshold by one of : ( a ) determining whether the plurality of 
speech utterances from which the voice biometric print is 
generated comprises at least a specific total speech time , ( b ) 
determining whether the plurality of speech utterances from 
which a voice biometric print is generated displays at least 
a minimum level of either vocal intensity or vocal variabil 
ity , or both , ( c ) determining whether a noise level present in 
the plurality of speech utterances from which a voice 
biometric print is generated exceeds a maximum peak or 
average value , and ( d ) determining whether a signal to noise 
ratio present in the plurality of speech utterances exceeds 
some minimum threshold . 
[ 0041 ] According to yet another embodiment of the inven 
tion , the methods described above are characterized in that 
a visual indication is provided to a user of whether more 
speech time is needed to obtain a voice biometric print of 
sufficient quality . 
[ 0042 ] According to a preferred embodiment of the inven 
tion , a mobile computing device comprising a microphone ; 
an enrollment and learning software module adapted to 
receive speech utterances from a user via the microphone ; a 
voice biometric authentication software module ; and a 
secure software application with a multimodal interface is 
disclosed . According to the embodiment , upon request by a 
user of the mobile computing device , the enrollment and 
learning software module displays a plurality of text 
prompts to the user and receives speech utterances from the 
user corresponding substantially to at least one of the 
plurality of text prompts and produces a voice biometric 
print therefrom ; the enrollment and training software mod 
ule determines when a voice biometric print has met at least 
a quality threshold before exporting the voice biometric 
print to the secure software application ; the enrollment and 
learning software module comprises a feature extraction 
module that extracts statistical data from a plurality of 
speech utterances received from an enrolling user using a 
universal background model , generates a most - valuable 
Gaussian based at least on the extracted statistical data , 
prunes one or more of a total variability matrix T , the 
extracted statistical data , or the universal background model 
in order to reduce data storage and processing required for 
speaker recognition , and generates a voice biometric print 
corresponding to the enrolling user ; and the secure software 
application , on request , receives a list all available voice 
biometric prints from the enrollment and learning software 
module , displays at least a portion of the received list to a 
second user of the mobile device , receives a selection from 
the second user of a particular voice biometric print to be 
used by the secure software application , prompts the second 
user to repeat an utterance based at least on an attribute of 
the selected voice biometric print , receives an utterance from 
the second user , requests the voice biometric authentication 

[ 0043 ] The accompanying drawings illustrate several 
embodiments of the invention and , together with the 
description , serve to explain the principles of the invention 
according to the embodiments . One skilled in the art will 
recognize that the particular embodiments illustrated in the 
drawings are merely exemplary , and are not intended to limit 
the scope of the present invention . 
[ 0044 ] FIG . 1 is a block diagram illustrating an exemplary 
hardware architecture of a computing device used in an 
embodiment of the invention . 
[ 0045 ] FIG . 2 is a block diagram illustrating an exemplary 
logical architecture for a client device , according to an 
embodiment of the invention . 
[ 0046 ] FIG . 3 is a block diagram showing an exemplary 
architectural arrangement of clients , servers , and external 
services , according to an embodiment of the invention . 
[ 0047 ] FIG . 4 ( Prior Art ) is a graph illustrating relation 
ships between three leading methods of user identification or 
authentication . 
10048 ] FIG . 5 ( Prior Art ) is a diagram illustrating the prior 
art technique of knowledge - based authentication . 
[ 0049 ] FIG . 6 ( Prior Art ) is a diagram illustrating the prior 
art technique of server - based one - time - password ( OTP ) 
authentication . 
[ 0050 ] FIG . 7 ( Prior Art ) is a diagram illustrating the prior 
art technique of client - generated OTP authentication . 
[ 0051 ] FIG . 8 ( Prior Art ) is a diagram illustrating the prior 
art technique of out - of - band authentication using a mobile 
device . 
[ 0052 ] FIG . 9 ( Prior Art ) is a diagram illustrating the prior 
art technique of in - band mobile OTP authentication . 
[ 0053 ] FIG . 10 is a system diagram showing components 
of a preferred embodiment of the invention . 
[ 0054 ] FIG . 11 is a diagram illustrating an embodiment of 
the invention in which one speaker is associated with a 
device - specific voice biometric print ( VBP ) for each of a 
plurality of mobile devices . 
[ 0055 ] FIG . 12 is a detailed diagram showing relationships 
between enrollment and testing processes , according to an 
embodiment of the invention . 
[ 0056 ] FIG . 13 is a process flow diagram of a method for 
reducing a quantity of most - valuable Gaussians , according 
to an embodiment of the invention . 
[ 0057 ] FIG . 14 is a process flow diagram of a method for 
reducing a quantity of free parameters associated with a 
fully - covariant Gaussian , according to an embodiment of the 
invention . 
[ 0058 ] FIG . 15 is a process flow diagram of a method for 
reducing bandwidth required for server - based speaker 
authentication of a user of a mobile device , according to an 
embodiment of the invention . 
[ 0059 ] FIG . 16 is a process flow diagram of a method for 
reducing bandwidth required for server - based speaker 
authentication of a user of a mobile device , according to an 
embodiment of the invention . 
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[ 0060 ] FIG . 17 is a high - level overview showing relation - 
ships between enrollment and practice processes , according 
to an embodiment of the invention . 
[ 0061 ] FIG . 18 is a process flow diagram of a enrollment 
method , according to a preferred embodiment of the inven 
tion . 
[ 0062 ] FIG . 19 is a process flow diagram of a practice 
method , according to a preferred embodiment of the inven 
tion . 
10063 ) FIG . 20 is a process flow diagram of an improved 
calibration method , according to an embodiment of the 
invention . 
[ 0064 ] FIG . 21 is a process flow diagram of a method for 
determining whether a new learning task is completed , 
according to an embodiment of the invention . 
[ 0065 ] FIG . 22 is a process flow diagram of a method for 
analyzing behavior of a system and proposing a learning 
period to a user , according to an embodiment of the inven 
tion . 
[ 0066 ] FIG . 23 is a system diagram of an embodiment of 
the invention according to which a mobile device user is 
provided positive control of the distribution of the user ' s 
voice biometric prints . 
[ 0067 ] FIG . 24 is a process flow diagram of a method for 
allowing a user to transfer a selected voice biometric print to 
a third party application or device , according to an embodi 
ment of the invention . 

DETAILED DESCRIPTION 
0068 ] . The inventors have conceived , and reduced to 

practice , a system and various methods for speaker recog 
nition , authentication , or identification that addresses the 
shortcomings of the prior art that were discussed in the 
background section . 
[ 0069 ] One or more different inventions may be described 
in the present application . Further , for one or more of the 
invention ( s ) described herein , numerous embodiments may 
be described in this patent application , and are presented for 
illustrative purposes only . The described embodiments are 
not intended to be limiting in any sense . One or more of the 
invention ( s ) may be widely applicable to numerous embodi 
ments , as is readily apparent from the disclosure . These 
embodiments are described in sufficient detail to enable 
those skilled in the art to practice one or more of the 
invention ( s ) , and it is to be understood that other embodi 
ments may be utilized and that structural , logical , software , 
electrical and other changes may be made without departing 
from the scope of the one or more of the invention ( s ) . 
Accordingly , those skilled in the art will recognize that the 
one or more of the invention ( s ) may be practiced with 
various modifications and alterations . Particular features of 
one or more of the invention ( s ) may be described with 
reference to one or more particular embodiments or figures 
that form a part of the present disclosure , and in which are 
shown , by way of illustration , specific embodiments of one 
or more of the invention ( s ) . It should be understood , how 
ever , that such features are not limited to usage in the one or 
more particular embodiments or figures with reference to 
which they are described . The present disclosure is neither 
a literal description of all embodiments of one or more of the 
invention ( s ) nor a listing of features of one or more of the 
invention ( s ) that must be present in all embodiments . 

[ 0070 ] Headings of sections provided in this patent appli 
cation and the title of this patent application are for conve 
nience only , and are not to be taken as limiting the disclosure 
in any way . 
[ 0071 ] Devices that are in communication with each other 
need not be in continuous communication with each other , 
unless expressly specified other wise . In addition , devices 
that are in communication with each other may communi 
cate directly or indirectly through one or more intermediar 
ies . 
10072 ] description of an embodiment with several com 
ponents in communication with each other does not imply 
that all such components are required . To the contrary , a 
variety of optional components are described to illustrate the 
wide variety of possible embodiments of one or more of the 
invention ( s ) . 
[ 0073 ] Furthermore , although process steps , method steps , 
algorithms or the like may be described in a sequential order , 
such processes , methods and algorithms may be configured 
to work in alternate orders . In other words , any sequence or 
order of steps that may be described in this patent applica 
tion does not , in and of itself , indicate a requirement that the 
steps be performed in that order . The steps of described 
processes may be performed in any order practical . Further , 
some steps may be performed simultaneously despite being 
described or implied as occurring non - simultaneously ( e . g . , 
because one step is described after the other step ) . Moreover , 
the illustration of a process by its depiction in a drawing 
does not imply that the illustrated process is exclusive of 
other variations and modifications thereto , does not imply 
that the illustrated process or any of its steps are necessary 
to one or more of the invention ( s ) , and does not imply that 
the illustrated process is preferred . 
[ 0074 ] When a single device or article is described , it will 
be readily apparent that more than one device / article 
( whether or not they cooperate ) may be used in place of a 
single device / article . Similarly , where more than one device 
or article is described ( whether or not they cooperate ) , it will 
be readily apparent that a single device / article may be used 
in place of the more than one device or article . 
10075 ] The functionality and / or the features of a device 
may be alternatively embodied by one or more other devices 
that are not explicitly described as having such functionality / 
features . Thus , other embodiments of one or more of the 
invention ( s ) need not include the device itself . 
[ 0076 Techniques and mechanisms described or reference 
herein will sometimes be described in singular form for 
clarity . However , it should be noted that particular embodi 
ments include multiple iterations of a technique or multiple 
instantiations of a mechanism unless noted otherwise . Pro 
cess descriptions or blocks in figures should be understood 
as representing modules , segments , or portions of code 
which include one or more executable instructions for 
implementing specific logical functions or steps in the 
process . Alternate implementations are included within the 
scope of the embodiments of the present invention in which 
for example functions may be executed out of order from 
that shown or discussed , including substantially concur 
rently or in reverse order , depending on the functionality 
involved , as would be understood by those having ordinary 
skill in the art . 
[ 0077 ] Many embodiments described herein may be 
described in terms of “ software ” , “ modules ” , “ applications ” , 
and the like . It should be appreciated by one having ordinary 



US 2018 / 0152446 A1 May 31 , 2018 

skill in the art that any components or steps described thus 
may in fact be implemented purely as software programs , as 
special purpose software tied to particular hardware ( for 
instance , as a device driver ) , as a mixed software / hardware 
component , or as a specifically - designed hardware compo 
nent that carries out the logical function being described . For 
instance , feature extraction module 1012 , which is described 
below with reference to FIG . 10 , may be implemented as an 
application - specific integrated circuit ( ASIC ) , as a field 
programmed gate array ( FPGA ) , as an assembly language 
routine included in a piece of firmware associated with a 
dedicated electronic device that performs speaker recogni 
tion , as an operating system kernel - level component in a 
specially - designed secure operating system that requires 
speaker recognition as part of a login process , or as a 
“ conventional ” software application running on one proces 
sor or implemented and invoked in a distributed form across 
many processors ( the identities of which may vary over time 
as processors are added or dropped from a distributed 
speaker recognition system ) . Similarly , such modules or 
applications may be stored in one location or on one physical 
device , and run on one or more devices that may or may not 
include the device on which the software is stored . Also , 
software as used herein could refer to software running on 
a single machine with one processor , a multiprocessor 
machine , a distributed cluster of machines , or any combi 
nation of virtual machines . It will be appreciated by one 
having ordinary skill in the art of distributed computing and 
advanced software architectures that any of these or 
indeed any other method known in the art for operating 
complex software systems in modern operating environ 
ments may be used to implement embodiments of the 
invention without departing from the scope of the invention . 
However , it should equally be obvious to one having ordi 
nary skill in the art of speaker recognition systems that none 
of the modules , applications , methods , or systems described 
herein are amenable to being performed mentally in any 
way . While human beings are more adept than computers at 
recognizing voices ( it is a fundamental aspect of our biol 
ogy ) , humans are not capable of carrying out , even with pen 
and paper or calculators , the types of computations 
described herein , and any inference that the systems and 
methods described and claimed herein may be drawn to 
abstract ideas would be recognized by any one having any 
level of skill in the art of automated speaker recognition as 
expressly fallacious . 

ers who are later to be recognized first enroll with the system 
and provide one or more speech samples . The speech 
samples are analyzed in order to extract a voice biometric 
print , which can be stored . Later , when an enrolled speaker 
needs to be identified or authenticated ( for example , when an 
enrolled speaker seeks access to a sensitive system ) , the 
enrolled speaker will be asked to speak a test phrase . The test 
phrase is then analyzed to extract a voice biometric print , 
and the test print is compared to the print created at 
enrollment time , and if the two prints are sufficiently equiva 
lent , access is granted . In some speaker recognition systems , 
the test phrase is predetermined and must be spoken exactly 
as provided ( this is usually referred to as text - dependent 
speaker recognition ) ; in other cases , a speaker may be 
allowed to say anything that comes to mind , and a voice 
biometric print is created from the entirely unknown test 
phrase ( this is known as text - independent speaker recogni 
tion ) . In some cases , text - independent speaker recognition is 
performed without the knowledge of the speaker being 
identified ( clearly text - dependent speaker recognition would 
not be helpful in covert identifications ) . 
[ 0079 ] A “ mobile computing device ” is a device such as a 
tablet computing device , mobile phone , smartphone , laptop , 
and the like , a consumer electronic device such as a music 
player , portable gaming device , or the like , or any other 
suitable electronic device that generally is portable by a user 
and is typically used in more than one location , or any 
combination thereof . 
[ 0080 ] A " speech input software module ” is a unit of 
executable software code , whether machine code , byte code , 
or scripting code , that is interfaced with a microphone or 
similar audio input device and adapted to collect digital 
audio data corresponding to actual speech uttered by a user . 
[ 0081 ] A " speech utterance ” is a typically ( but not neces 
sarily ) short digital sample of spoken speech , and is the 
smallest unit of raw audio data that is normally analyzed in 
speaker recognition and other speech analysis systems . 
10082 ] A " feature vector extraction module ” is a unit of 
executable software code , whether machine code , byte code , 
or scripting code , that takes one or more speech utterances 
as input and extracts statistical features or characteristics of 
the speech , using one or more of a large number of well 
established techniques known in the art . 
[ 0083 ] A " data pruning step ” is a process step that com 
prises a number of executable software - based operations 
that lead to the removal of a substantial portion of data input 
to the step , and that passes the remaining data ( that is , the 
retained data ) through to its output stage substantially 
unchanged . 
[ 0084 ] A “ speaker recognition software module ” is a unit 
of executable software code , whether machine code , byte 
code , or scripting code , that carries out a process of auto 
mated speaker recognition , in general by comparing a voice 
biometrics print obtained from a set of speech utterances 
provided by a person requiring authentication to a previ 
ously stored voice biometrics print associated with the 
purported identity of the person seeking authentication , and 
determining whether the two voice biometrics prints are 
sufficiently alike to confirm that the person is indeed who he 
purports to be . 
[ 0085 ] A “ prompt ” is a spoken or text - based phrase which 
is provided to a user in order to prompt the user to utter the 
specific phrase . 

Definitions 

an 

[ 0078 ] The term “ speaker recognition ” is also sometimes 
referred to as “ speaker authentication ” , “ voice authentica 
tion ” , “ voice recognition " , or " speaker identification ” , 
among other synonyms ( although “ speaker identification 
usually is taken to refer to a slightly different case , where 
one tries to identify who a speaker is by analyzing features 
of the person ' s voice , as opposed to authentication / recog 
nition , which is generally concerned with determining 
whether an individual is who she claims she is ; nevertheless , 
techniques described herein may be used for either purpose ) . 
As used herein , " speaker recognition ” refers technologies 
and methods that have , as a primary goal , the recognition of 
the speaker of a set of spoken utterances . For example , it 
may be important to know if a person who says , “ I am Tom 
Weaver ” actually is Tom Weaver . Typical speaker recogni - 
tion systems comprise an enrollment process , where speak 
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[ 0086 ] A set of " voice feature data ” is a representation of 
the statistic characteristics of a specific voice that are useful 
for speaker recognition . Usually , voice feature data may 
model vocal track information , formants , pitch , and so forth . 
In the state of the art , many kinds of feature vectors have 
been used . A common form of voice feature data is a 
plurality of Gaussian mixed models that each represent 
mathematically specific components of the speech repre 
sented . 
[ 0087 ] “ Authentication ” refers to a process of verifying 
that something is what it purports to be . For the purposes of 
understanding the instant invention , what is to be authenti 
cated is generally an identity of a person , and “ voice 
authentication ” means specifically the use of biometric 
analysis of the person ' s voice to determine if it matches a 
previously stored biometric analysis of the person ' s voice 
( the previously stored analysis is usually done during enroll 
ment , and generally involved added steps to make sure that 
only the person whose voice is to be analyzed is the one who 
utters the voice utterances that are analyzed ) . 
[ 0088 ] A “ voice biometric print ” is a data file or other data 
element that comprises a set of numerical factors that 
collectively characterize the physical attributes of the vocal 
channel of the person and / or other characteristics from 
whom the voice biometric print was taken . It is analogous to 
a fingerprint , in that it represents a more or less permanent 
feature of who the subject person is ( although voice bio 
metric prints may vary with age , health issues , or back 
ground noise ) . 
[ 0089 ] An “ iVector ” is a fixed - length , low - dimensional 
vector that is extracted for each utterance of a speech sample 
based on the notion of estimating latent variables corre 
sponding to a high - variability subspace . It is commonly used 
as a voice biometric print . 
[ 0090 ] A " voice biometric print storage module ” is a unit 
of executable software code , whether machine code , byte 
code , or scripting code , that receives and stores a plurality of 
voice biometric prints . Storage may be in a standard rela 
tional database system , any other database system , flat files , 
or even in random access memory , and may be local or 
distributed across a number of network - resident storage 
devices . As such , the voice biometric storage module is the 
component whose responsibility it is to receive requests to 
store new voice biometric prints and to satisfy those requests 
by appropriately storing the received voice biometric prints ; 
and to receive requests for previously stored voice biometric 
prints and to satisfy those requests by retrieving the asso 
ciated voice biometric prints and providing them to the 
requesting user or application ( for example , a voice biomet 
ric print could be provided to a third party mobile banking 
application , allowing it to improve security of mobile bank 
ing without its having to maintain its own voice authenti 
cation infrastructure ) . 
10091 ] An " enrollment software module " is a unit of 
executable software code , whether machine code , byte code , 
or scripting code that manages an enrollment process . 
[ 0092 ] An " enrollment process ” is a process that enrolls 
users in a voice authentication system , generally by prompt 
ing the users to speak one or more specific phrases ( provided 
as prompts to the users ) , and then by analyzing the speech 
utterances provided to develop one or more voice biometrics 
prints corresponding to the users . In some cases , users are 
provided with the ability to select their own phrases to use 

during enrollment ; in such cases , the system remembers the 
user - selected phrase and then prompts the user to speak it 
during authentication . 
[ 0093 ] A " voice biometric print generator software mod 
ule ” is a unit of executable software code , whether machine 
code , byte code , or scripting code , that receives either a set 
of raw audio corresponding to a set of speech utterances 
from a person , or a set of extracted voice feature data ( in 
some embodiments , feature extraction is performed within a 
voice biometric print generator software module , whereas in 
other embodiments feature extraction is performed sepa 
rately and the voice biometric print generator software 
module receives an extracted feature set as input rather than 
raw speech audio data ) , and then computes a voice biometric 
print based on the received data . 
[ 0094 ] A “ universal background model ” is a mathematical 
model that represents general , person - independent utter 
ance - independent feature characteristics . In general , it is 
used by comparing it against a model of person - specific 
feature vector characteristics when making an " accept or 
reject " decision in voice biometrics authentication or rec 
ognition applications . Universal background models usually 
are mixtures of Gaussians ( GMM ) , so that feature vectors of 
many speakers ( generally speaking very different phrases ) 
are modeled by a set of probabilistic density functions , 
which are Gaussians . 
100951 A “ total variability matrix ” is a matrix that contains 
the eigenvectors with the largest eigenvalues of a total 
variability covariance matrix . More simply , it is a matrix 
whose columns span a subspace where the most significant 
speaker and session variability is confined , and thus is used 
to characterize the degree to which a given speaker ' s voice 
is likely to vary from like utterance to like utterance within 
a session and over longer periods of time ( if data is available 
for longer periods of time ) . 
[ 0096 ] A “ Gaussian ” as used in speaker verification sys 
tems refers to one component of a Gaussian mixture model 
( GMM ) , which is a statistical model usually used to repre 
sent feature vectors in speaker recognition . 
[ 0097 ] A " most valuable Gaussian ” set is a set of Gauss 
ians that collectively account for a substantial amount of the 
overall cumulative distribution function modeling a set of 
speech utterances . That is , if a threshold is set at 80 % , then 
the set of most valuable Gaussians is those Gaussians , 
ranked in order of their individual probabilities of occur 
rence , whose total probabilities add up to greater than 80 % . 
In general , the higher the threshold value is set in computing 
a set of most valued Gaussians , the smaller the benefit to be 
obtained from discarding the excess Gaussians , and the 
higher the overall accuracy of speaker recognition using the 
resulting set of most valuable Gaussians will be . The inven 
tors have determined experimentally that a threshold level of 
80 % results in significant efficiency improvements without 
any noticeable drop in recognition accuracy . 
[ 0098 ] In speaker recognition a “ false accept ” is a test 
result that incorrectly authenticates or identifies a person 
despite the fact that the person is an impostor . Similarly , a 
“ false reject " is a test result that incorrectly rejects a speaker 
as not being who she claims she is , despite the fact that she 
is in fact who she says she is . Maintaining low false accept 
and false reject rates is one of the essential design require 
ments of any speaker recognition system . In fact , from a 
user ' s perspective , both false accepts and false rejects are 
considered unsatisfactory outcomes ( in a false accept situ 
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ation , an impostor may obtain access to a person ' s sensitive 
information or applications , while in a false reject situation , 
a person who should be granted access to a system or to 
specific data is denied such access , which may stop that 
person from carrying out some essential task - imagine for 
example being in a foreign country and having an automated 
teller machine reject your use of your own card ) , although 
there may be use cases where this is not necessarily the case . 
Hardware Architecture 
[ 0099 ] Generally , the techniques disclosed herein may be 
implemented on hardware or a combination of software and 
hardware . For example , they may be implemented in an 
operating system kernel , in a separate user process , in a 
library package bound into network applications , on a spe 
cially constructed machine , on an application - specific inte 
grated circuit ( ASIC ) , or on a network interface card . 
[ 0100 ] Software / hardware hybrid implementations of at 
least some of the embodiments disclosed herein may be 
implemented on a programmable network - resident machine 
( which should be understood to include intermittently con 
nected network - aware machines ) selectively activated or 
reconfigured by a computer program stored in memory . Such 
network devices may have multiple network interfaces that 
may be configured or designed to utilize different types of 
network communication protocols . A general architecture 
for some of these machines may be disclosed herein in order 
to illustrate one or more exemplary means by which a given 
unit of functionality may be implemented . According to 
specific embodiments , at least some of the features or 
functionalities of the various embodiments disclosed herein 
may be implemented on one or more general - purpose com 
puters associated with one or more networks , such as for 
example an end - user computer system , a client computer , a 
network server or other server system , a mobile computing 
device ( e . g . , tablet computing device , mobile phone , smart 
phone , laptop , and the like ) , a consumer electronic device , a 
music player , or any other suitable electronic device , router , 
switch , or the like , or any combination thereof . In at least 
some embodiments , at least some of the features or func - 
tionalities of the various embodiments disclosed herein may 
be implemented in one or more virtualized computing 
environments ( e . g . , network computing clouds , virtual 
machines hosted on one or more physical computing 
machines , or the like ) . 
[ 0101 ] Referring now to FIG . 1 , there is shown a block 
diagram depicting an exemplary computing device 100 
suitable for implementing at least a portion of the features or 
functionalities disclosed herein . Computing device 100 may 
be , for example , any one of the computing machines listed 
in the previous paragraph , or indeed any other electronic 
device capable of executing software - or hardware - based 
instructions according to one or more programs stored in 
memory . Computing device 100 may be adapted to com 
municate with a plurality of other computing devices , such 
as clients or servers , over communications networks such as 
a wide area network a metropolitan area network , a local 
area network , a wireless network , the Internet , or any other 
network , using known protocols for such communication , 
whether wireless or wired . 
[ 0102 ] In one embodiment , computing device 100 
includes one or more central processing units ( CPU ) 102 , 
one or more interfaces 110 , and one or more busses 106 
( such as a peripheral component interconnect ( PCI ) bus ) . 

When acting under the control of appropriate software or 
firmware , CPU 102 may be responsible for implementing 
specific functions associated with the functions of a specifi 
cally configured computing device or machine . For example , 
in at least one embodiment , a computing device 100 may be 
configured or designed to function as a server system 
utilizing CPU 102 , local memory 101 and / or remote 
memory 120 , and interface ( s ) 110 . In at least one embodi 
ment , CPU 102 may be caused to perform one or more of the 
different types of functions and / or operations under the 
control of software modules or components , which for 
example , may include an operating system and any appro 
priate applications software , drivers , and the like . 
[ 0103 ] CPU 102 may include one or more processors 103 
such as , for example , a processor from one of the Intel , 
ARM , Qualcomm , and AMD families of microprocessors . 
In some embodiments , processors 103 may include specially 
designed hardware such as application - specific integrated 
circuits ( ASICs ) , electrically erasable programmable read 
only memories ( EEPROMs ) , field - programmable gate 
arrays ( FPGAs ) , and so forth , for controlling operations of 
computing device 100 . In a specific embodiment , a local 
memory 101 ( such as non - volatile random access memory 
( RAM ) and / or read - only memory ( ROM ) , including for 
example one or more levels of cached memory ) may also 
form part of CPU 102 . However , there are many different 
ways in which memory may be coupled to system 100 . 
Memory 101 may be used for a variety of purposes such as , 
for example , caching and / or storing data , programming 
instructions , and the like . 
[ 0104 ] As used herein , the term “ processor ” is not limited 
merely to those integrated circuits referred to in the art as a 
processor , a mobile processor , or a microprocessor , but 
broadly refers to a microcontroller , a microcomputer , a 
programmable logic controller , an application - specific inte 
grated circuit , and any other programmable circuit . 
[ 0105 ] In one embodiment , interfaces 110 are provided as 
network interface cards ( NICs ) . Generally , NICs control the 
sending and receiving of data packets over a computer 
network ; other types of interfaces 110 may for example 
support other peripherals used with computing device 100 . 
Among the interfaces that may be provided are Ethernet 
interfaces , frame relay interfaces , cable interfaces , DSL 
interfaces , token ring interfaces , graphics interfaces , and the 
like . In addition , various types of interfaces may be provided 
such as , for example , universal serial bus ( USB ) , Serial , 
Ethernet , FirewireTM , PCI , parallel , radio frequency ( RF ) , 
BluetoothTM near - field communications ( e . g . , using near 
field magnetics ) , 802 . 11 ( WiFi ) , frame relay , TCP / IP , ISDN , 
fast Ethernet interfaces , Gigabit Ethernet interfaces , asyn 
chronous transfer mode ( ATM ) interfaces , high - speed serial 
interface ( HSSI ) interfaces , Point of Sale ( POS ) interfaces , 
fiber data distributed interfaces ( FDDIs ) , and the like . Gen 
erally , such interfaces 110 may include ports appropriate for 
communication with appropriate media . In some cases , they 
may also include an independent processor and , in some in 
stances , volatile and / or non - volatile memory ( e . g . , RAM ) . 
[ 0106 ] Although the system shown in FIG . 1 illustrates 
one specific architecture for a computing device 100 for 
implementing one or more of the inventions described 
herein , it is by no means the only device architecture on 
which at least a portion of the features and techniques 
described herein may be implemented . For example , archi 
tectures having one or any number of processors 103 may be 
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used , and such processors 103 may be present in a single 
device or distributed among any number of devices . In one 
embodiment , a single processor 103 handles communica 
tions as well as routing computations , while in other 
embodiments a separate dedicated communications proces 
sor may be provided . In various embodiments , different 
types of features or functionalities may be implemented in a 
system according to the invention that includes a client 
device ( such as a tablet device or smartphone running client 
software ) and server systems ( such as a server system 
described in more detail below ) . 
[ 0107 ] Regardless of network device configuration , the 
system of the present invention may employ one or more 
memories or memory modules ( such as , for example , remote 
memory block 120 and local memory 101 ) configured to 
store data , program instructions for the general - purpose 
network operations , or other information relating to the 
functionality of the embodiments described herein ( or any 
combinations of the above ) . Program instructions may con 
trol execution of or comprise an operating system and / or one 
or more applications , for example . Memory 120 or memo 
ries 101 , 120 may also be configured to store data structures , 
configuration data , encryption data , historical system opera 
tions information , or any other specific or generic non 
program information described herein . 
[ 0108 ] Because such information and program instruc 
tions may be employed to implement one or more systems 
or methods described herein , at least some network device 
embodiments may include nontransitory machine - readable 
storage media , which , for example , may be configured or 
designed to store program instructions , state information , 
and the like for performing various operations described 
herein . Examples of such nontransitory machine - readable 
storage media include , but are not limited to , magnetic 
media such as hard disks , floppy disks , and magnetic tape ; 
optical media such as CD - ROM disks ; magneto - optical 
media such as optical disks , and hardware devices that are 
specially configured to store and perform program instruc 
tions , such as read - only memory devices ( ROM ) , flash 
memory , solid state drives , memristor memory , random 
access memory ( RAM ) , and the like . Examples of program 
instructions include both object code , such as may be 
produced by a compiler , machine code , such as may be 
produced by an assembler or a linker , byte code , such as may 
be generated by for example a JavaTM compiler and may be 
executed using a Java virtual machine or equivalent , or files 
containing higher level code that may be executed by the 
computer using an interpreter ( for example , scripts written in 
Python , Perl , Ruby , Groovy , or any other scripting lan 
guage ) . 
[ 0109 ] In some embodiments , systems according to the 
present invention may be implemented on a standalone 
computing system . Referring now to FIG . 2 , there is shown 
a block diagram depicting a typical exemplary architecture 
of one or more embodiments or components thereof on a 
standalone computing system . Computing device 200 
includes processors 210 that may run software that carry out 
one or more functions or applications of embodiments of the 
invention , such as for example a client application 230 . 
Processors 210 may carry out computing instructions under 
control of an operating system 220 such as , for example , a 
version of Microsoft ' s WindowsTM operating system , 
Apple ' s Mac OS / X or iOS operating systems , some variety 
of the Linux operating system , Google ' s AndroidTM operat 

ing system , or the like . In many cases , one or more shared 
services 225 may be operable in system 200 , and may be 
useful for providing common services to client applications 
230 . Services 225 may for example be WindowsTM services , 
user - space common services in a Linux environment , or any 
other type of common service architecture used with oper 
ating system 210 . Input devices 270 may be of any type 
suitable for receiving user input , including for example a 
keyboard , touchscreen , microphone ( for example , for voice 
input ) , mouse , touchpad , trackball , or any combination 
thereof . Output devices 260 may be of any type suitable for 
providing output to one or more users , whether remote or 
local to system 200 , and may include for example one or 
more screens for visual output , speakers , printers , or any 
combination thereof . Memory 240 may be random - access 
memory having any structure and architecture known in the 
art , for use by processors 210 , for example to run software . 
Storage devices 250 may be any magnetic , optical , mechani 
cal , memristor , or electrical storage device for storage of 
data in digital form . Examples of storage devices 250 
include flash memory , magnetic hard drive , CD - ROM , and / 
or the like . 
[ 0110 ] In some embodiments , systems of the present 
invention may be implemented on a distributed computing 
network , such as one having any number of clients and / or 
servers . Referring now to FIG . 3 , there is shown a block 
diagram depicting an exemplary architecture for implement 
ing at least a portion of a system according to an embodi 
ment of the invention on a distributed computing network . 
According to the embodiment , any number of clients 330 
may be provided . Each client 330 may run software for 
implementing client - side portions of the present invention ; 
clients may comprise a system 200 such as that illustrated in 
FIG . 2 . In addition , any number of servers 320 may be 
provided for handling requests received from one or more 
clients 330 . Clients 330 and servers 320 may communicate 
with one another via one or more electronic networks 310 , 
which may be in various embodiments any of the Internet , 
a wide area network , a mobile telephony network , a wireless 
network ( such as WiFi , Wimax , and so forth ) , or a local area 
network ( or indeed any network topology known in the art ; 
the invention does not prefer any one network topology over 
any other ) . Networks 310 may be implemented using any 
known network protocols , including for example wired 
and / or wireless protocols . 
[ 0111 ] In addition , in some embodiments , servers 320 may 
call external services 370 when needed to obtain additional 
information , or to refer to additional data concerning a 
particular call . Communications with external services 370 
may take place , for example , via one or more networks 310 . 
In various embodiments , external services 370 may com 
prise web - enabled services or functionality related to or 
installed on the hardware device itself . For example , in an 
embodiment where client applications 230 are implemented 
on a smartphone or other electronic device , client applica 
tions 230 may obtain information stored in a server system 
320 in the cloud or on an external service 370 deployed on 
one or more of a particular enterprise ' s or user ' s premises . 
10112 ] In some embodiments of the invention , clients 330 
or servers 320 ( or both ) may make use of one or more 
specialized services or appliances that may be deployed 
locally or remotely across one or more networks 310 . For 
example , one or more databases 340 may be used or referred 
to by one or more embodiments of the invention . It should 
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be understood by one having ordinary skill in the art that 
databases 340 may be arranged in a wide variety of archi - 
tectures and using a wide variety of data access and manipu 
lation means . For example , in various embodiments one or 
more databases 340 may comprise a relational database 
system using a structured query language ( SQL ) , while 
others may comprise an alternative data storage technology 
such as those referred to in the art as “ NOSOL ” ( for example , 
Hadoop Cassandra , Google Big Table , and so forth ) . In some 
embodiments , variant database architectures such as col 
umn - oriented databases , in - memory databases , clustered 
databases , distributed databases , or even flat file data reposi - 
tories may be used according to the invention . It will be 
appreciated by one having ordinary skill in the art that any 
combination of known or future database technologies may 
be used as appropriate , unless a specific database technology 
or a specific arrangement of components is specified for a 
particular embodiment herein . Moreover , it should be appre 
ciated that the term " database ” as used herein may refer to 
a physical database machine , a cluster of machines acting as 
a single database system , or a logical database within an 
overall database management system . Unless a specific 
meaning is specified for a given use of the term " database ” , 
it should be construed to mean any of these senses of the 
word , all of which are understood as a plain meaning of the 
term “ database ” by those having ordinary skill in the art . 
[ 0113 ] Similarly , most embodiments of the invention may 
make use of one or more security systems 360 and configu 
ration systems 350 . Security and configuration management 
are common information technology ( IT ) and web functions , 
and some amount of each are generally associated with any 
IT or web systems . It should be understood by one having 
ordinary skill in the art that any configuration or security 
subsystems known in the art now or in the future may be 
used in conjunction with embodiments of the invention 
without limitation , unless a specific security 360 or configu 
ration system 350 or approach is specifically required by the 
description of any specific embodiment . 
[ 0114 ] In various embodiments , functionality for imple 
menting systems or methods of the present invention may be 
distributed among any number of client and / or server com 
ponents . For example , various software modules may be 
implemented for performing various functions in connection 
with the present invention , and such modules can be vari 
ously implemented to run on server and / or client compo 
nents . 

classified as being associated with a human or human - like 
voice ( it should be appreciated by one having ordinary skill 
in the art that “ speaker recognition ” can in fact recognize 
non - human speakers , if these speakers are characterized by 
statistically stationary voice biometric prints ) . In such 
embodiments , voice activity detector 1011 ignores all audio 
received from audio input devices until it detects the pres 
ence of a human voice , and then begins to collect digital 
audio and to pass it on to feature extraction module 1012 . In 
other embodiments , voice activity detector 1011 is activated 
upon explicit request from a user or a third party application . 
For example , when a user of a mobile device tries to access 
an online banking application , the banking application may 
send an authentication request to speaker recognition system 
1000 , at which point voice activity detector 1011 would be 
directed to capture specific voice samples . In many embodi 
ments , once a need for identification or authentication of a 
speaker has been identified , the speaker may be requested to 
speak certain test phrases , and voice activity detector 1011 
would then capture the spoken phrases as digital audio and 
pass the digital audio data to feature extraction module 1012 . 
[ 0116 ] Feature extraction module 1012 receives an input 
stream of audio data , typically but not necessarily containing 
at least a signal corresponding to a voice to be identified or 
recognized . Many feature extraction techniques are well 
known in the art of automated speech recognition and 
automated speaker recognition , any of which may be used 
according to the invention . In a preferred embodiment , 
feature extraction module 1012 breaks incoming audio 
streams into short ( typically but not necessarily limited to 20 
milliseconds in duration ) packets and then analyzes each 
packet to produce a frame or feature vector , which extracts 
the relevant information for this purpose . In general , front 
end processor 1010 has the task of receiving raw audio from 
one or more audio input devices ( or , it should be noted , from 
any source , such as a recorded audio data file or an audio 
data stream received over a network ) , and extracting a frame 
for each packet ( or time slice ) within the sampled audio , and 
then passing the extracted features for each utterance to one 
or more statistics extraction modules 1021 . Each utterance is 
typically split using a window ( for example , Hamming , 
Hanning , and so forth ) , generating the packets . The window 
is usually 20 ms length and 10 ms shift . Each packet is used 
to compute a feature vector , which is composed usually of 
60 elements , although this value is highly variable . 
[ 0117 ] Audio data received by front end processor 1010 
can be in any format now known or developed in the future 
for digitally encoding audio data , for instance AAC ( ad 
vanced audio encoding ) , HE - AAC ( high efficiency AAC ) , 
G . 722 , various substandards of MPEG - 4 , WMA ( Windows 
Media Audio ) , and so forth . It should be understood by one 
having ordinary skill in the art that any known or future 
audio encoding technique may be used as input to front end 
processor 1010 , since voice activity detector 1011 can be 
configured to receive audio using any arbitrary data encod 
ing standard . 
[ 0118 ] Extracted features for each utterance are passed to 
statistics extraction module 1021 , which is a software , 
firmware , or hardware module adapted to receive utterance 
feature sets and to compute a variety of statistics regarding 
them . In many speaker recognition systems known in the art , 
zero - order and first - order statistics are computed using both 
the extracted features of an utterance and a universal back 
ground model 1020 ( UBM ) , which represents general , per 

Conceptual Architecture 
[ 0115 ] FIG . 10 provides a high - level diagram of a speaker 
recognition system 1000 , according to a preferred embodi 
ment of the invention , which will be useful for discussing 
aspects of the invention and improvements inherent in the 
invention over systems known in the art . According to the 
embodiment , speaker recognition processes start in a front 
end processor 1010 , which generally comprises a voice 
activity detector 1011 and a feature extraction module 1012 . 
Voice activity detector 1011 may comprise an operating 
system component integrated with a microphone or other 
audio input device coupled to a processor , or it may com 
prise a specialized software application that is coupled to a 
standard audio input device through an associated device 
driver . Voice activity detector 1011 may be implemented so 
that it remains essentially idle except for a single process 
that “ listens ” for audio input that can be automatically 
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son - independent and phrase - independent feature character 
istics , although it could be phrase - dependent if it is desirable 
to have a more ad hoc UBM . Specifics regarding statistical 
computations performed in statistical extraction module 
1021 and regarding the use of UBM 1020 will be described 
in more detail below with reference to FIG . 11 . 
[ 0119 ] Statistics computed by statistics extraction module 
1021 are in turn passed to iVector extraction module 1031 , 
which also receives as input a total variability matrix T 1030 , 
which is a matrix whose columns span a subspace where the 
most significant speaker and session variability is confined , 
and thus is used to characterize the degree to which a given 
speaker ' s voice is likely to vary from like utterance to like 
utterance within a session and over longer periods of time ( if 
data is available for longer periods of time ) . The process of 
creating iVectors , and the nature of iVectors , will be 
described in more detail with reference to FIG . 11 . Concep 
tually , the output of iVector extraction module 1031 is a 
voice biometric print ( VBP ) 1040 ( also commonly called a 
" voiceprint " ) , which represents a mathematical model of a 
speaker ' s vocal tract and a particular channel ( i . e . , mobile 
phone , land line phone , microphone in noisy area , etc . ) , and 
is analogous to a user ' s fingerprint . The voice biometric 
print is of primary importance for this reason in speaker 
recognition systems 1000 . Accordingly maintaining the 
security of VBPs is of paramount importance , particularly 
when mobile device usage is considered . 
[ 0120 ] In general , accuracy of a voice biometric print 1040 
can be affected significantly based on the channels involved . 
That is , if a voice biometric print 1040 was computed based 
on a series of speech utterances received at enrollment over 
a low - noise channel ( for example , a high - quality micro 
phone being used in a quiet room ) , then authenticating the 
same speaker when she is using a mobile phone from a 
remote area ( a high noise channel ) is much more likely to 
give inaccurate results than if a VBP 1040 made using the 
same enrollment conditions was used . Additionally , as men 
tioned before , one potential reason voice biometrics may be 
less user - trustworthy than other biometric approaches is that 
it is relatively easy to imitate a voice , particularly if one has 
access to a voice biometric print 1040 of the person whose 
voice is to be imitated ( note , though , that the transformation 
from raw speech to iVector is not mathematically reversible ; 
that is , it is not possible to generate a speech sample starting 
with an iVector — however , in a man - in - the - middle attack , a 
stolen i Vector can be used to gain entry into a secure system 
by using the stolen iVector to make it appear as if a speaker 
has authenticated properly ) . This is generally not nearly so 
true of other biometric systems . But the ease of carrying out 
speaker recognition - based authentication of users of mobile 
devices is compelling , since no special hardware is needed 
( almost all mobile devices today have low - noise micro 
phones and reasonable memory , processing power , and 
bandwidth ) . Accordingly , it is an important object of the 
present invention to make it possible for voice biometric 
authentication to be used on mobile devices , even when they 
are not connected to a network , to provide a means for 
adapting a voice recognition so that a user can be authen 
ticated when using any of a plurality of devices associated 
with the person with high accuracy and potentially without 
having to have their voiceprint stored in a central server 
( where it is susceptible to compromise ) , and to make such 

speaker recognition - based authentication systems trustwor 
thy by both users and merchants and easy and intuitive to 
use . 

10121 ] One way to reduce the problems inherent in per 
forming voice biometrics on mobile devices ( or in conjunc 
tion with the use of mobile devices ) is to eliminate the 
inaccuracy that may occur during cross - channel authentica 
tion attempts ( because of the problem cited above wherein 
the channel used during enrollment differs significantly in 
acoustic characteristics from the channel used during 
authentication ) is to use a method that allows mobile device 
based voice recognition , specifically by generating and 
using a different voice biometric print 1040 for each mobile 
device used by a given person . FIG . 11 shows a diagram of 
such an embodiment . According to the embodiment , a user 
1100 uses a mobile phone 1120 such as a smart phone , a 
laptop 1121 , and a tablet computer 1122 . Such users are 
more and more common as widespread market adoption of 
tablet processors such as the iPadTM and its competitors , 
“ extremely smart ” phones based on Apple ' s iOSTM or 
Google ' s AndroidTM operating systems occurs without 
people abandoning their laptops and desktop computers . 
According to the embodiment , a smart phone voiceprint 
1110 is generated using enrollment via smart phone 1120 , a 
laptop voiceprint 1111 is generated using laptop 1121 , and a 
tablet voiceprint 1112 is generated using tablet 1122 . In this 
way , the same user can be authenticated with high accuracy 
regardless of which mobile device is in use . Normally , such 
an approach would be considered impractical because 
people generally do not want to enroll multiple times , given 
that their identity doesn ' t change ; user attitudes have been 
assumed to be something equivalent to , “ there is only one of 
me , so you can do this annoying enrollment process once , 
and it ' s up to you to make it work everywhere ” . As will be 
seen below with reference to FIGS . 18 and 19 , among 
others , embodiments of the instant invention present novel 
solutions to this user acceptance problem . In short , users are 
encouraged to become actively engaged in controlling their 
security , in such a way that multiple enrollments will not be 
seen as an annoyance but rather a way of doing business 
securely and easily in our highly mobile and highly con 
nected world . Note that in various embodiments of the 
invention , it is assumed that channel mismatch may produce 
score distribution shift . Because of that , in some embodi 
ments various score normalization techniques based on 
target scores may be used , particularly because there will be 
many more target scores than of non - target scores . It will be 
appreciated by one having ordinary skill in the art that other 
approaches could be considered , such as model or iVector 
adaptation , which may be included in various embodiments 
of the invention . 
[ 0122 ] In line with the above objectives of achieving both 
reliable authentication and enhanced usability of voice bio 
metric systems , it is often important to avoid disturbing or 
disrupting users during their normal use of mobile devices 
( since disrupting users ' normal activities is intrinsically not 
user - friendly ) . One way to achieve this is to have users only 
provide short utterances during enrollment and / or testing . 
Those having ordinary skill in the art will appreciate , 
though , that when users are provided only short utterances , 
accuracy is often sacrificed unless the text to be used is fixed 
( i . e . , in text - dependent voice biometrics , this is not such a 
major issue ) . However , text - dependent speaker recognition 
systems are usually based , like automated speech recogni 
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to , as in FIG . 12 , as “ FE ” ) , FE extracts a feature set X = { x , } , 
and statistics extraction module 1211 ( “ stats ” ) computes 
statistics for the utterance based on each component of a 
universal background model 1212 according to an equation 
substantially equivalent to : 

N ( X ) = 2 . p ( clx , ) and 

tion ( ASR ) systems used for voice dialog systems , on an 
underlying hidden Markov model ( HMM ) pattern recogni 
tion paradigm . HMMs do not generally provide good solu 
tions in scenarios where flexibility is desired , which will 
normally be the case in speaker recognition systems using 
mobile devices . An alternative to using text - dependent 
speaker recognition that also avoids use of HMMs is to focus 
on utterances instead of a complete text . An utterance 
dependent solution will depend on some finite set of known 
utterances , while an utterance - independent solution will 
generally be useful regardless of what utterances are used . 
Since utterances are by definition much smaller than full text 
passages , it will often be possible to use utterance - indepen 
dent authentication without having to use HMMs ( rather , 
GMMs can be used as normally is done in speaker recog 
nition solutions ) . It is a goal of the invention that both 
utterance - dependent and utterance - independent solutions 
will work in the various embodiments described in detail 
below . 

Detailed Description of Exemplary Embodiments 
[ 0123 ] One of the primary objectives that should be met , 
if possible , to achieve robust mobile device - capable speaker 
recognition system 1000 capabilities is to provide systems 
and methods which enable most or all of speaker recognition 
enrollment and testing to take place entirely on a mobile 
device . This requires considerable enhancements over the 
speaker recognition systems known in the art , since speaker 
recognition systems typically depend on readily available 
server processor capacity , memory , and bandwidth . Even 
with the dramatic improvements in the processing capabili 
ties of modern smart phones and tablet computers , it is 
generally not possible to carry out conventional speaker 
recognition enrollment and testing entirely on a mobile 
device . Accordingly , the inventors have conceived several 
improvements over the art that make it possible to reduce the 
demands made on mobile device resources by speaker 
recognition systems according to the invention . 
10124 ] To illustrate these improvements , it will be helpful 
first to consider the enrollment 1200 and testing 1240 
processes illustrated in FIG . 12 in more detail . In general , 
speaker recognition technologies in the art are based on 
techniques that leverage total variability between audio 
signals derived from speech samples or sets of utterances 
obtained from and representing a population of speakers . 
For each sample , a key step is to extract a voice biometric 
print 1040 that accurately represents , mathematically , the 
total variability associated to speaker and channel informa 
tion . Such voice biometric prints 1040 , when they are 
obtained during an enrollment process 1200 , can be readily 
used in a testing process 1240 by comparing a voice bio 
metric print 1040 obtained during testing to that obtained 
during enrollment ; for a successful recognition or authenti 
cation , there should be only very minor differences between 
the two voice biometric prints 1040 . 
[ 0125 ] . In general , speaker recognition technologies 
known in the art are based on techniques that take advantage 
of a total variability paradigm . Each speaker can be associ 
ated with a voice biometric print 1040 that represents 
mathematically how that speaker ' s voice deviates from a 
universal background model ( UBM ) 1212 , the comparisons 
being made on an utterance - by - utterance basis . In more 
detail , in an embodiment of the invention , given an utterance 
X received by feature extraction module 1210 ( also referred 

F . ( n ) = 2p ( clx . ) ( x , - me ) , 
[ 0126 ] where p ( clx , ) is the posterior probability of com 
ponent c given a corresponding frame x , . Also , m , is the 
mean of the c component of UBM 1212 . It is well - known in 
the art to proceed directly from statistics extraction to 
iVector generation 1224 , with iVector w being computed by : 

w = ( 1 + 7 * - N ( X ) T ) - ' TE - ' F ( X ) , 
[ 0127 ] where T is a total variability matrix of dimension 
( CFxD ) ( where C is the number of components c , F is the 
dimension of the feature vectors , and D is the dimension of 
iVector w ) , whose columns span a subspace where most 
speaker and session variability is confined , ? is a block 
diagonal covariance matrix of dimension ( CFXCF ) whose 
diagonal blocks are Nc ( X ) 1 , and f ( X ) is a supervector of 
dimension ( CFx1 ) obtained by concatenating all first - order 
Baum - Welch statistics F ( X ) . 
[ 0128 ] Since both and N ( X ) are block diagonal matrices 
whose blocks are related to the different Gaussians in UBM 
1212 , the term ( 1 + TE - IN ( X ) T ) - can be expressed as fol 
lows : 
[ 0129 ] ( 1 + 7°E - ? N ( X ) 7 ) - - = ( 1 + 2c = 1CN . ( X ) T2 - T . ) . 
[ 0130 ] Therefore , the previous term can be computed by 
accumulating the C matrices TE - PT . ( c = 1 , . . . , C ) 
previously scaled with N ( X ) . These matrices are square 
matrices with a dimension equal to that of iVector w , that is 
( DxD ) , and they are utterance - independent , so according to 
an embodiment of the invention they are pre - computed to 
save computational costs at runtime , resulting in storage of 
C matrices of dimension ( ( D + 1 ) x ( D + 1 ) ) . For example , in an 
exemplary embodiment of the invention there may be 256 
Gaussians and 400 dimensions for iVectors w , storage of C 
pre - computed matrices would require 157 MB of memory 
( 256x401x401 floating point numbers ) , which is generally 
far too high a memory level for mobile device applications . 
Moreover , even in high - performing mobile devices , moving 
such a large volume of pre - computed data from persistent 
storage into random access memory ( RAM ) will generally 
be too time - intensive , making the approach just described 
generally unsuitable for use on mobile devices . 
[ 0131 ] But in fact the pre - computed matrices are weighted 
by zero - order statistics , specifically by the factor N . ( X ) , and 
it is possible to leverage this fact to reduce the resource 
requirements needed to use the method just described of 
storing pre - computed matrices . Given a specific recognition 
environment , most components of UBM 1212 are not acti 
vated by a given utterance , so that only a few components 
could be considered in order to compute accumulated value 
E - N ( X ) T , E . - T , . Accordingly , it is only necessary to 
move from persistent storage to RAM only a most - important 
set of pre - computed matrices , and we can ignore those that 
correspond to lower values of N ( X ) . Moreover , in some 
embodiments matrices TE - IT , are computed during each 
testing process 1240 when there is insufficient persistent 
storage to hold all pre - computed matrices on a mobile 
device , or when it is faster to compute the matrices than to 
load them . In general , the inventors have conceived of 

c = 
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several techniques that may be used to manage resource 
consumption during speaker authentication on mobile 
devices , including in particular ( but not limited to ) pruning 
Gaussians used to compute statistics in statistics extraction 
module 1211 , with only the most important Gaussians 
( referred to as “ most valuable Gaussians ” or MVGs ) being 
retained . Moreover , the inventors have experimentally veri 
fied that one can carry out pruning of Gaussians , as 
described in more detail below , without meaningful accu 
racy degradation , thus enabling speaker recognition on 
mobile devices . 
[ 0132 ] In order to reduce resources required for storage 
and transferring of pre - computed matrices , it is necessary to 
understand how many components of the universal back 
ground model 1212 are activated by each utterance . If only 
a few components are activated , there will be a correspond 
ingly large reduction in resource usage , both memory for 
storage of the reduced number of Gaussians , and bandwidth 
or disk read time for transferring necessary pre - computed 
matrices from persistent storage . Generally , the number of 
Gaussians required in a given situation will depend on two 
key factors : the sounds produced during an utterance ( which 
in turn is determined by the language and text used ) , and the 
speaker to be recognized ( since some people have more 
variation in their vocal characteristics , which corresponds to 
activating more Gaussians of the UBM 1212 ) . Generally , as 
will be recognized by one having ordinary skill in the art , the 
more phonemic variation there is in a spoken phrase used in 
speaker recognition , the more Gaussians will be required to 
recognize the speaker using the phrase with sufficient accu 
racy . 
[ 0133 ] According to a preferred embodiment of the inven 
tion , during enrollment phase 1200 , a number of Gaussians 
to be used is determined by ordering all of the Gaussians for 
a given utterance in order of their values of N . ( X ) and then 
computing or estimating a cumulative probability while 
working down the list ( adding successive weighting factors 
D - 0 ) and dividing the sum by the total of all weighting 
factors , although if weighting factors are normalized so that 
the sum totals to one , then one may simply add the weighting 
factors . Based on experiments conducted by the inventors , a 
cumulative probability of 80 % ( that is , selecting enough 
Gaussians so that they account for at least 80 % of the total 
of all Gaussians based on their weighting factors ) will 
generally provide sufficient data to provide accurate recog 
nition results . 
[ 0134 ] In order to estimate a set of most valuable Gauss 
ians ( MVG ) 1213 , during enrollment phase 1200 a set of 
zero - order statistics ( NC ) is computed for each utterance by 
statistics extraction module 1212 . The statistics are normal 
ized so that E N = 1 and sorted in sequence from higher to 
lower values of N ( X ) , then for each component a cumula 
tive probability is determined ; that is , the probability that a 
random component is a member of the set of all of the earlier 
components plus the one for which a cumulative probability 
is being computed . When cumulative probability reaches 
some threshold level such as 80 % , all components up to that 
point are added to MVG 1213 and remaining Gaussians are 
discarded . In general , in free speech recognition scenarios 
there will be more MVGs , and it may be desirable in some 
embodiments to further augment a set of MVGs in order to 
ensure that MVGs are properly modeled ( i . e . , to ensure that 
all possible sounds coming from speaker being recognized 
are properly represented using MVG 1213 ) . For example , in 

enrollment , one might select a MVG with all associated 
audios required to generate the model . For that , zero - order 
stats are used . Then , using MVG 1213 , UBM and T matrix 
are pruned . Also , the number of pre - computed matrices to 
generate the iVectors is reduced . In other words , selecting 
MVG implies pruning UBM and T and reducing the number 
of pre - computed matrices to compute the iVectors . In test 
ing , the MVG selected during enrollment is used , which is 
equivalent to using pruned UBM , T and pre - computed 
matrices . 
[ 0135 ] A further approach to reducing resource consump 
tion during speaker recognition , according to an embodi 
ment of the invention , is to prune both universal background 
model ( UBM ) matrices and total variability ( T ) matrices , 
and then only using the pruned matrices , which further 
reduces the amount of pre - computed data which must be 
stored in persistent memory and then transferred to memory 
during recognition . Of course , when matrices are pruned 
there will generally also be a substantial reduction in pro 
cessor load , since computational costs of matrix computa 
tions are well understood in the art to be highly dependent 
on matrix rank ( which is lower when low - order values are 
pruned ) . In general , if the number of components used in 
UBM matrix 1213 is N , the reduction in resource consump 
tion will be 1 - N / C . 
[ 0136 ] Referring again to FIG . 12 , during enrollment a full 
universal background model 1212 is used to extract statistics 
in statistics extraction module 1211 , and these statistics are 
then reduced to generate a set of most valuable Gaussians 
1213 . This set is then used with a total variability matrix T 
to prune T in step 1214 to obtain a pruned total variability 
matrix T * 1220 . Similarly , statistics can be pruned using 
MVG 1213 in step 1215 to obtain pruned statistics Stat * 
1221 , and full universal background model 1212 can be used 
with MVG 1213 to prune the UBM to obtain pruned UBM * 
1222 , which is then stored in database 1231 . Then , the 
pruned T * matrix 1220 is used to obtain pre - computed 
matrices 1223 in database 1231 . Finally , pruned Stat * are 
used with pruned T * and pre - computed matrices 1223 to 
compute iVector w 1224 , which is also stored in database 
1231 . Thus after enrollment all required elements are in 
place for speaker recognition . Specifically , when during 
testing process 1240 a set of utterances is obtained from a 
speaker to be recognized or authenticated , feature extraction 
1241 is performed in the same way as it was in enrollment . 
But , when computing statistics 1242 , pruned universal back 
ground model UBM * is used ( thus achieving a reduction in 
resource usage during recognition ) , and pruned total vari 
ability matrix T * and pre - computed matrices are used with 
the resulting statistics 1242 to generate i Vector w 1243 . Note 
that database 1230 may be the same database 1231 as used 
in enrollment , or separate databases could be used , without 
departing from the scope of the invention . 
10137 ] FIG . 13 is a process flow diagram of a method for 
reducing a quantity of most valuable Gaussians , according 
to an embodiment of the invention , most details of which 
were discussed above with reference to FIG . 12 . In step 
1301 , during an enrollment phase 1200 , utterances are 
received from a speaker who may later need to be recog 
nized or authenticated . Then , in step 1302 zero order sta 
tistics ( N . ( X ) ) are calculated for each utterance , and in step 
1303 the zero order statistics are normalized so that the sum 
of all normalized Nc for each utterance is equal to one . Then , 
in step 1304 , all Gaussians which correspond to a cumula 
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tive probability greater than some configurable threshold are 
retained , and in step 1305 , for each retained Gaussian , 
pruned UBM and T matrix are computed . Finally , in step 
1306 , a configured maximum number N of matrices ( UBM * 
and T * ) are pre - computed and stored in database 1231 , from 
whence they can be preloaded into memory when a speaker 
recognition test process 1240 is begun . 
[ 0138 ] Another approach , according to an embodiment of 
the invention , for reducing resource usage needed for 
speaker recognition on mobile devices , is described in the 
process flow diagram of FIG . 14 . In general , a universal 
background model UBM , which is an essential part of a 
speaker identification system , is usually a GMM ( mixture of 
Gaussians ) . The Gaussian distributions can be full - covari 
ance , diagonal covariance or any other intermediate solu 
tion . When it is full - covariance , many free parameters have 
to be estimated and stored , which could be a problem in 
some circumstances . Several options may be pursued , 
according to various embodiments , to reduce the number of 
free parameters of the covariance matrices . Doing so is 
beneficial for storage , but also for estimation , because less 
data will generally be required . According to the embodi 
ment , the number of free parameters of a full - covariance 
Gaussian mixture model ( GMM ) is reduced without mate 
rially decreasing the accuracy of speaker recognition . To do 
this , in step 1401 a fully covariant GMM matrix is computed 
in a normal way ( although reduction of free parameters 
could be accomplished at the same time a GMM is com 
puted , rather than a separate step after it is computed ) . Then , 
in step 1402 , each fully covariant GMM is decomposed into 
two or more matrices , at least one of which is constant for 
all components and at least one of which varies from 
component to component . Decomposition can be carried out 
using any of a number of means for matrix decomposition 
known in the art , including but not limited to using a mixture 
of probabilistic principal component analyzers ( PPCAs ) , 
using a mixture of factor analyzers ( FAS ) , and the like . 
Typically , the variable matrices for each component will be 
reduced ( of lower rank ) relative to the original fully covari 
ant GMM matrix from which it was obtained in step 1402 . 
In step 1403 , the single constant matrix and a plurality of 
reduced matrices ( one per Gaussian ) are stored , which 
results in a significant savings in data storage and in pro 
cessing relative to storing a fully covariant GMM for each 
component . In general , if the number of components is high 
and an efficient decomposition is carried out , the inventors 
have determined that recognition accuracy can be main 
tained virtually unchanged with only a few free components . 
Another approach would be to , in step 1404 , build a mixture 
of simpler distributions to capture the richness of a given set 
of speaker data ( i . e . , a given set of utterances ' speech 
components ) . For example , while binary Bernoulli distribu 
tions have been used effectively for some time in image 
processing applications , they can be extended to multino 
mial cases and then used to model speech data . Using 
multivariate Bernoulli mixtures can in general lead to 
improved accuracy even while reducing data storage and 
processor resource requirements . 
[ 0139 ] The techniques just discussed focus on reducing 
dimensionality of problems in speaker recognition , with a 
primary goal being to reduce either the amount of data 
required to be pre - computed or stored on a mobile device , or 
to reduce the computational load of speaker recognition on 
mobile devices ( both of which are generally ways to accom 

plish more robust speaker recognition on less - capable 
mobile devices ) . Other embodiments utilize additional tech 
niques to improve performance , usability , or security of 
mobile device - based speaker recognition . One of these 
embodiments is illustrated in FIG . 15 , which is a process 
flow diagram of a method for reducing bandwidth required 
for server - based speaker authentication of a user of a mobile 
device . In the art , it is common to perform speaker recog 
nition entirely on servers , with mobile devices acting only as 
speech input devices and then as recipients of successful ( or 
unsuccessful ) recognition results . This approach , as men 
tioned above , has at several significant drawbacks . First , 
excessive bandwidth required to transfer speech samples in 
their entirety from a mobile device to a server - based speaker 
recognition engine can be excessive , particularly when 
mobile bandwidth availability is low , or prices are high . 
Additionally , server - side speaker recognition scenarios that 
require transference of complete speech samples from a 
mobile device to a server are prone to man - in - the - middle 
attacks , which can allow speech samples to be recorded and 
used later for successful penetrations of systems that can be 
accessed by the speaker whose voice has been " stolen ” . 
Accordingly , it is beneficial , according to the invention , to 
perform as much of the work in speaker recognition directly 
on a mobile device , and to send only small , encrypted data 
packets to a server where any remaining steps may be 
carried out . Many possibilities exist , based on for example 
the relative importance of conserving bandwidth , having a 
light client ( low resource usage ) on a mobile client , and 
avoiding exposure of raw speech samples to interception . 
[ 0140 ] In one embodiment of the invention , after speech 
audio is captured on a mobile device in step 1501 , feature 
extraction 1210 is performed directly on a mobile device in 
step 1502 . In step 1503 , optionally normalizations and other 
initial procedures may be performed on the mobile device , 
and the encrypted feature vectors are then transmitted to a 
server for further processing in step 1504 . Feature extraction 
1210 is particularly suitable for execution on mobile 
devices , since feature extraction libraries are typically small 
( for example , less than 12 MB ) and require only modest 
memory resources ( for example , in one implementation 
known to the inventor , about 8 MB ) , and since feature 
vectors require much less bandwidth when transferred to a 
server , relative to transferring complete speech samples . 
While in various embodiments some , most , or all normal 
izations , delta , and delta - delta features may be computed 
along with static feature coefficients on a mobile device , 
depending on bandwidth versus processing speed tradeoffs . 
In general , computing feature extraction 1210 takes from 0 . 5 
to 1 . 75 seconds for a three - second speech sample when 
conducted on a mobile device according to an embodiment 
of the invention , which is generally a reasonable time frame 
for realistic use cases . Once feature vectors are received on 
a server , in step 1505 any normalization and initial proce 
dures not carried out on the mobile device before sending are 
carried out on the server , and then in step 1506 the server 
retrieves Gaussian mixture models and / or a set of most 
valuable Gaussians , which were generated during enroll 
ment ( these need only be computed once , during enrollment , 
and then used as required ) . Finally , in step 1507 , iVectors are 
computed and the speaker being tested ( i . e . , normally the 
user of the mobile device form which the speech sample was 
taken , although there are embodiments where this is not the 
case , such as where one person records another using a 
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mobile device and then attempts to identify the person 
recorded using the invention ) is either authenticated / recog - 
nized or not . In the first case , a message indicating authen 
tication / recognition success is transmitted to the mobile 
device ; in the second case , a message indicating a failed 
authentication / recognition is sent to the mobile device . In 
some embodiments , feature vectors may be compressed 
using one of the many audio codecs known in the art to 
further reduce bandwidth requirements . 
[ 0141 ] In another embodiment , and referring to FIG . 16 , in 
addition to feature extraction 1210 , statistics extraction 1211 
and most valuable Gaussian ( MVG ) determinations 1213 are 
also carried out on a mobile device . Specifically , in step 
1601 , a speech sample is received on a mobile device in 
order to allow the speaker to be identified or authenticated . 
Then , in step 1602 , feature extraction 1210 is carried out on 
the mobile device , and in step 1603 the mobile device carries 
out normalizations and other initialization routines , and in 
step 1604 the mobile device retrieves GMMs , and in step 
1605 , the mobile device retrieves a set of most valuable 
Gaussians , so that in step 1606 the mobile device can 
transmit reduced data exchange packets to a server . Finally , 
in step 1607 the server authenticates ( or not ) the speaker 
being tested and transmits results back to the mobile device . 
The inventors have found that , in general , good results may 
be obtained if 50 MVGs are obtained on a mobile device 
during enrollment and passed to a server either in advance , 
such as during enrollment , or as required during authenti 
cation transactions . In such cases , the amount of data that is 
typically transmitted from a mobile device to a server is 
roughly 12 KB . Again , in some embodiments codecs may be 
used in order to reduce the bandwidth consumed , although 
since the amount of data to be transmitted is already rela 
tively modest ( and independent of audio length ) , this is not 
always necessary . In addition to what is required for feature 
extraction 1210 , statistics extraction 1211 and MVG com 
putation 1213 typically require less than 1 MB of stored 
data , less than 4 MB of memory , and less than half a second 
of incremental processing time on a mobile device , making 
this approach quite useful . 
[ 0142 ] In yet another embodiment of the invention , in a 
voice biometric print 1040 is computed directly on a mobile 
device after feature extraction 1210 , statistics extraction 
1211 , and MVG computation 1213 . In such embodiments , 
only a voice biometric print 1040 , of the form of an iVector 
1224 , needs to be transmitted to a server to be compared to 
a stored i Vector from an enrollment phase . Typically , trans 
mitting an iVector 1224 to a server requires just over 1 
kilobyte of bandwidth , which in all modern situations is a 
trivial amount and is essentially resource - free . This ultra 
low bandwidth comes at a cost of more processing on the 
mobile device , and typically an additional 21 MB of storage 
and 9 MB of memory is required , as well as an additional 2 
seconds of processing time for a typical smart phone mobile 
device . 
[ 0143 ] In embodiments where a mobile device carries out 
some or all of the preparatory work for speaker recognition , 
but final testing is performed on a server , it is important to 
ensure that the server isn ' t tricked into authenticating an 
impostor . Accordingly , in some embodiments certain steps 
may be carried out on the server to ensure that only 
authorized mobile devices and users are making requests to 
the server . One such security step that may be used is for the 
server to check whether statistics it receives come from an 

appropriate mobile device . In such cases , a device ID ( such 
as are well - known in the art ) may be included in a data 
exchange packet sent to a speaker recognition server in 
addition to such data as feature vectors , MVGs , or voice 
biometric prints . Since in most situations a user being 
authenticated will be using a mobile device that is associated 
with that user ( for instance , her mobile phone or tablet 
computing device ) , checking a received device ID to ensure 
it corresponds to a device known to be associated with the 
user who is attempting to authenticate herself adds an 
element of security to the process . Similarly , in some 
embodiments a speaker recognition server may check to see 
whether a set of received statistics is exactly the same as 
some previously received set . If this is the case , it would 
present a strong likelihood that an impostor is attempting to 
deceive the speaker recognition server , for instance by 
attempting to use a recording of the speaker to be authen 
ticated to gain unauthorized access to a sensitive system 
( this type of situation might arise , for example , as a result of 
a man - in - the - middle attack , where an attacker would be able 
to record a legitimate authentication utterance and then to 
attempt to reuse it for the attacker ' s own purposes ) . 
[ 0144 ] In some embodiments , all functions of speaker 
recognition are carried out directly on a mobile device . In 
mobile scenarios it is important to be able to generate and 
maintain user trust in authentication systems , as only with 
such trust will users of mobile devices feel free to use them 
to full advantage , such as for performing commercial trans 
actions and discussing sensitive topics in writing . One way 
to do this is to allow a user to create her own voice biometric 
print , to positively control it , and to continually improve it 
with successive practice at various times and in various 
embodiments . Such an approach would greatly increase the 
user ' s confidence in speaker recognition , since the user 
would effectively be a major stakeholder in the process . 
Conceptually , and referring to FIG . 17 , user 1700 uses one 
or more phrases 1701 in a enrollment process 1710 to 
generate a voice biometric print 1715 . This VBP 1715 is then 
improved through the use of additional phrases 1701 pro 
vided by an unknown voice 1716 in a practice process 1720 , 
generating results 1725 . Depending on practice scenario , 
results 1726 may be one of accepted ( where the speaker 
recognition system believes that unknown speaker 1716 is in 
fact user 1700 ) , rejected ( where the speaker recognition 
system believes that unknown speaker 1716 is not user 
1700 ) , or undecided ( where the speaker recognition system 
could not decide whether unknown voice 1716 corresponded 
to actual user 1700 or not ) . In some embodiments , an 
indication 1727 may be provided as to whether the system 
determines that more learning is required 1723 because 
speaker recognition performance is not sufficiently accurate , 
or not . According to the embodiments shown in FIG . 17 , a 
first step is to train the system on the voice of user 1700 in 
enrollment process 1710 . Following that , user 1700 will be 
able to practice , which allows user 1700 to test the system 
to see if it recognizes user 1700 ( and , if appropriate , to 
determine that more training is needed before accepting a 
voice biometric print ) . Once user 1700 has created a good 
voice biometric print 1715 , she can start practicing with the 
system to satisfy herself that the system works well enough 
to satisfy her ( i . e . , to gain her trust ) . Practicing , which will 
be described in more detail below with reference to FIG . 19 , 
allows a user to test the system with true and impostor voice 
samples . A key aspect if building user trust is that the user 



US 2018 / 0152446 A1 May 31 , 2018 

herself decides , based on results 1725 , whether the system 
was right or not , and so the user 1700 is effectively engaged 
in quality assurance of the voice biometric print that repre 
sents the user 1700 . The relationship between enrollment 
1730 and practice 1740 is that enrollment is used always 
with user ' s 1700 voice to build a candidate voice biomet 
ric print , while practice 1740 presents the speaker recogni 
tion system with a variety of true and impostor samples 
purporting to be samples of user ' s 1700 voice , and in 
practice 1740 the system can move 1740 from “ learning on " 
state 1732 to “ learning off ” state 1733 , and the system can 
move 1741 back to a “ learning on ” state 1732 , as needed . 
During “ learning on ” 1732 , voice biometric print 1715 may 
be modified , and practice with learning on is a means to 
refine voice biometric print 1715 , whereas during “ learning 
off ” 1733 , voice biometric print 1715 is never modified , but 
rather user 1700 can test the system to see if it is accurate or 
not ( including for example trying to fool the system by 
distorting her own voice ) . 
[ 0145 ] FIG . 18 is a process flow diagram illustrating 
enrollment method 1800 in more detail , according to a 
preferred embodiment of the invention . Some general 
aspects of the enrollment process illustrated in FIG . 18 
include the important ability for users to try out different test 
phrases ( phrases which a user 1700 might be required to 
speak to be authenticated ) , to make sure both that the phrase 
is a suitable one for building a strong voice biometric print 
1715 , and for allowing a user to ensure she is comfortable 
using the phrase . Also , users 1700 are allowed to skip phrase 
testing if desired . Once phrase testing is complete , enroll 
ment process 1801 starts . Generally , several sessions are 
required to complete an enrollment task . Each session con 
sists simply of saying the test phrase . In step 1801 , the 
system enters enrollment mode , and proceeds to step 1802 , 
where a check is made to determine whether there is a 
pending learning process in the system or not . If there is , 
then in step 1803 a check is made whether user 1700 elected 
to continue or not ; if not , then the system continues as if 
there were no active learning process , moving to step 1804 
where check is made to see whether a user wants to test 
candidate phrases ( to see if they are suitable phrases for use 
in speaker verification , or not ) . If user 1700 does elect to test 
phrases , then in step 1805 she chooses a phrase and tries it 
( by speaking it so that it can be captured by the mobile 
device ) . In some embodiments , some amount of real time 
feedback is provided while user 1700 is recording a test 
phrase . For example , while user 1700 is recording , a mobile 
voice biometrics application according to the invention may 
show the user 1700 the intensity of the user ' s voice , a time 
progress indicator which may provide visual indication of a 
degree to which recording is sufficient to form a strong voice 
biometric print 1715 . In such a case , for example , red could 
indicate “ not enough yet ” , yellow could indicate " enough , 
but it could be better ” , and green could indicate that ' s good 
. . . this will work ! ” Note that indicating a net speech time 
metric in such a fashion may be desirable because one of the 
most important determinants of whether a voice biometric 
print 1715 is adequate or not is whether it is built from a 
sufficiently long speech sample . In step 1806 , a determina 
tion is made whether the phrase tested is a suitable phrase for 
speaker recognition ( i . e . , is it “ good quality ” ) . Feedback can 
be provided to user 1700 at this point , for instance " you 
should try recording the phrase again " , " good phrase ” , 
" adequate , but could be better ” , and so forth . Feedback can 

comprise information about vocal intensity , for instance if a 
user 1700 is speaking too softly to adequately assess the 
quality of a candidate phrase . In some embodiments , a 
maximum length of recording that will be done while testing 
a phrase , although a user could interrupt recording before the 
maximum time has elapsed if desired . It will be appreciated 
by one having ordinary skill in the art that many tests could 
be use to make this determination , including but not limited 
to checking whether sufficient vocal variability is present in 
the phrase to ensure reasonably accurate distinction of true 
versus impostor voice ( if a phrase has few distinct pho 
nemes , for instance , then it might lack sufficient vocal 
richness to enable accurate speaker recognition ) , whether 
the recording was too noisy to yield good results , whether 
the phrase is too long ( which might cause unneeded delays 
in processing , especially on a mobile device ) , and so forth . 
Other approaches may also be considered , such as checking 
the number of activated UBM components , or evaluating a 
distribution of activated UBM components . The idea is to 
select those phrases with high acoustic variability . Also 
discrimination of the activated UBM components could be 
a good measure . 

[ 0146 ] If the result of the quality test is negative ( i . e . , 
quality was not good ) , in step 1807 feedback is provided to 
user 1700 and execution returns to step 1804 . If quality was 
deemed satisfactory , then execution proceeds directly back 
to step 1804 . If user 1700 does not want to test one or more 
phrases , or when phrase testing is completed , then the path 
from step 1804 labeled “ No ” is taken , and enrollment 
process 1810 begins with step 1811 , by setting a counter 
( here labeled n ) to 1 . In step 1802 , if there is a pending 
learning process , execution passes to step 1803 where user 
1700 has the option to continue or not . If the elects not to 
continue to enrollment , then execution moves to step 1804 , 
if user 1700 does elect to continue , execution passes to 
enrollment process 1810 , specifically to step 1812 , where n 
is given the last value it had when enrollment process 1810 
was last interrupted ( that is , the value which was given 
during processing of the last audio recording processed ) . If 
enrollment process 1810 is entered from step 1811 , then in 
step 1813 a set of accepted phrases is visually displayed on 
the mobile device ; if enrollment process 1810 is entered via 
step 1812 , previously selected phrases are displayed . Then , 
in step 1814 , user 1700 is requested to record one audio 
prompt for enrollment , and in step 1815 quality of the 
recording is tested . If the quality is not satisfactory , then in 
step 1818 feedback is provided to user 1700 and execution 
returns to step 1814 for a new recording . Generally , feed 
back in step 1818 is similar to that in step 1807 , although 
feedback on the extent of completion of enrollment process 
1810 may also be provided , user 1700 is allowed to elect to 
delete a previous recording , and user 1700 may be allowed 
to see the phrase again on a display device of the mobile 
device being used . Once quality is determined to be good , in 
step 1815 , then execution passes to step 1816 , a check is 
made to see if more sessions are required , for example if 
more phrases remain to be enrolled on . If yes , then in step 
1817 n is incremented and execution returns to step 1814 . If 
no more sessions are required in step 1815 , then execution 
moves to step 1820 , and voice biometric print 1715 becomes 
active . In step 1821 , user 1700 may be provided an option 
to add a picture , such as a photo or avatar of user 1700 , and 
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in step 1822 user 1700 is prompted to choose whether to 
move to a home screen 1823 or to a practice screen or 
practice session 1824 . 
[ 0147 ] In general , during enrollment process 1810 , a user 
1700 will have to record several repetitions of each phrase 
in order to complete enrollment process 1810 successfully 
( number of repetitions is measured by n ) . Before starting , 
the mobile voice biometrics application will ask user 1700 
to enter a selected phrase . This will be used , among other 
things , to show the phrase during enrollment process 1810 
( or future practice processes ) , and to help user 1700 to 
perform audio recording in step 1814 ( because it is easier to 
record consistently when reading a printed phrase from the 
screen ) . Additionally , the phrase used will be used to identify 
a voice biometric print once it is created , and if enrollment 
process 1810 is not finished it will be displayed when 
enrollment process resumes . In some embodiments , auto 
mated speech recognition may be used to recognize speech 
being recorded to determine if user 1700 is actually saying 
the phrase that is displayed . 
[ 0148 ] Practice process 1900 allows user 1700 to test if a 
mobile device speech biometrics application is able to 
recognize his voice . Generally , an application will return one 
of three values : accepted , undecided or rejected , and user 
1700 will say it if it was wrong or right . For example , user 
1700 says her phrase , the application returns , “ Accepted ” , 
and user 1700 says " Yes ! You were right ! ” ; or the applica 
tion returns , “ Undecided ” , and user 1700 says “ No ! You 
were wrong ! ” ; or a friend of user 1700 enters the required 
phrase and the application returns , “ Rejected ” , and user 
1700 says " Yes ! You were right ! ” Additionally , in some 
embodiments , each time user 1700 tests an application , the 
application analyzes the results obtained in order to detect if 
it is working properly . If not , the application will recom 
mend activating a learning mode , which means that from 
that point until it leaves learning mode , it will learn from 
each repetition made by user 1700 . When the application 
considers learning complete , it informs user 1700 and the 
learning mode is deactivated . There are in general two 
reasons for failure suggests a learning mode either voice 
biometrics is not functioning properly ( such as when its 
model of user ' s 1700 voice is not adequate ) , or user 1700 is 
“ playing ” , such as by disguising her voice to see if she can 
trick the system . If the second situation occurs , it is not 
beneficial for practice mode 1900 to learn from it , whereas 
in the first case practice is beneficial . Thus it is important to 
be able to distinguish bona fide problems from user 1700 
probing or playing . 
[ 0149 ] FIG . 19 is a process flow diagram of practice 
method 1900 , according to a preferred embodiment of the 
invention . Practice mode 1900 is entered in step 1901 , and 
usually a visual indication is provided to user 1700 that the 
application is in practice mode 1900 . In step 1902 , a check 
is made whether there is an active learning progress pend 
ing ; if yes , then in step 1903 learning mode becomes active 
and execution moves to step 1910 . Usually in this situation 
user 1700 is provided some visual or audio feedback indi 
cating learning mode is active , and warning user 1700 that 
" this is serious ” ( that is , if user 1700 is careless during 
learning mode , voice biometric print 1715 quality may 
suffer , and the user ' s 1700 mobile device may become 
insecure ) . If not ( no pending practice mode in step 1902 ) , 
then execution moves directly from step 1902 to step 1910 . 
In step 1910 , user 1700 is prompted to speak a test phrase , 

and user ' s 1700 speech is recorded . As in enrollment process 
1810 , a check of recording quality is made in step 1911 ; if 
quality is not adequate , user 1700 is provided feedback to 
assist in re - recording with good quality . As before , feedback 
is provided during and after the recording process to help 
user 1700 make good recordings . Once a recording of good 
quality is made , in step 1913 results 1725 are displayed ( that 
is , “ accepted " , " rejected ” , or “ undecided " ) , and in step 1914 
user 1700 is asked whether the application obtained correct 
results . If user 1700 indicates that learning is required 
( meaning the system got it wrong ) in step 1915 , then a check 
is made in step 1918 whether learning mode was already 
active . If it was , then execution returns to step 1910 and user 
1700 is prompted to record once again . If not , then in a check 
is made ( usually by asking user 1700 ) whether user 1700 
was playing ( or , if not , whether the system has a problem ) . 
If user 1700 acknowledges he was playing , then he is simply 
returned to step 1910 to make another recording . If user 
1700 says he was serious , then in step 1920 learning mode 
is activated and in step 1921 feedback about the situation is 
provided to user 1700 ( for instance , “ entering learning mode 
now - remember , this is serious ! ” ) . In some embodiments , 
entering learning mode is done only with consent of user 
1700 , while in other cases learning mode may be activated 
automatically ( with visual and / or audible indicators to user 
1700 that learning mode is now active ) . 
[ 0150 ] In most embodiments , users in practice mode will 
always have an option available ( generally through an 
always - available GUI action button ) to leave practice mode 
and return to a home screen . Also , in most embodiments user 
1700 will always have an option to exit learning mode and 
to cancel the last learning process ( i . e . , the last practice 
session performed with learning mode active ) . Generally , 
user 1700 will be provided with visual prompts showing 
learning progress throughout each practice session . Also , 
since multiple voice biometric prints 1715 may be present in 
systems according to the invention , a user 1700 may at any 
time change the active voice biometric print 1715 . If learn 
ing mode was active when this was done , then that practice 
session would be suspended and its state saved so that , if the 
voice biometric print being practiced is later made active 
again , the practice session can be resumed where it left off . 
This is helpful when a user wishes to develop a very strong 
voice biometric print 1715 , but desires to do so in an 
incremental process of several practice sessions , and wishes 
in the meantime to maintain security by using an already 
trained voice biometric print 1715 . 
[ 0151 ] When audio recordings are collected during prac 
tice , they can be used to improve the speaker recognition 
model , for instance by capturing as much speaker variability 
as possible . Also , they can be used to improve calibration , 
for instance by adapting decision thresholds to a particular 
speaker ' s vocal characteristics . Furthermore , some compo 
nents such as a universal background model or a total 
variability matrix can be improved according to the inven 
tion by means of adaptation based on practice results . It is 
well known in the art that the higher the variability , the better 
a model will be for speaker recognition . Several approaches 
can be used to improve an existing model by taking advan 
tage of newly recorded audio from practice sessions . In one 
embodiment , a new model is created using the new data , 
while maintaining the previous model , so that several 
speaker identification systems can proceed to test a given 
speech sample in parallel , with resulting scores being fused 
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ever , the inventors have determined that better results can 
generally be obtained with s - norm , which is a symmetric 
normalization technique . 
[ 0158 ] Finally , although in what has been disclosed so far , 
it has been assumed that all modules can be treated as 
mutually independent , the real situation is far more complex , 
as each module depends on the outputs of previous modules . 
Because of this , complete adaptation techniques that adapt 
the overall process based on newly acquired data may be 
used according to an embodiment of the invention . 
[ 0159 ] FIG . 20 is a process flow diagram of an improved 
calibration method , according to an embodiment of the 
invention . Generally , it is assumed that a specific speaker ' s 
model does not change during operation of the system . 
However , according to the embodiment , it is possible to take 
into consideration some testing sessions in order to estimate 
a target score distribution for the speaker ( that is , in order to 
model the statistics of how speaker recognition scores for a 
given real speaker will vary as more tests are performed ) . 
This approach is useful for making a speaker model more 
robust , as it will capture variations that may occur when a 
speaker is stressed , tired , excited , and so forth . 
[ 0160 ] Assuming that we have a small set of Nscy , target 
scores obtained from the speaker , we can estimate their 
distribution , given by User , Oscr . Since we do not expect to 
have several scores to estimate Oscores robustly , we assume 
that only Oscores is available . We estimate the target score 
distribution for the speaker using MAP adaptation of the 
mean : 

in a follow - up step . In another embodiment , a new model is 
created by concatenating newly recorded audio recordings 
and previous recordings , or by concatenating feature vectors 
extracted from newly recorded audio with the feature vec 
tors of the previous model ( this is essentially the same thing 
as adding first and second order statistics to get a combined 
model ) . In this case , no fusion is needed because the 
previous model is discarded after its data is concatenated 
with the newly acquired data . In yet another embodiment , a 
new model is created using the newly acquired data , and the 
previous model is maintained as well . Both resulting voice 
biometric prints are introduced into the speaker recognition 
system . This solution , which is possible in some implemen 
tations of the total variability paradigm , usually gives the 
best results . In general , according to a “ total variability " 
paradigm , there are several ways to use multi session audios 
to improve the model . One approach , as described , is to 
concatenate audio ; this solution is mathematically equiva 
lent to adding the statistics ( zero - order and first - order ) or to 
concatenating the feature vectors . Another approach is to 
generate as many iVectors as audio samples , to use them 
independently , and finally to fuse the scores . Yet another 
approach is to generate as many iVectors as audio samples , 
and then to use all of them in a PLDA process ( comparison 
between testing and enrolled iVectors ) . This third solution is 
usually more accurate but has practical problems ( the PLDA 
is more complex and uncontrolled score shifts can be 
expected ) . 
[ 0152 ] Another way to improve speaker recognition accu 
racy is to use new data acquired during practice sessions to 
adapt some elements of the system . According to a preferred 
embodiment of the invention , a speaker identification sys 
tem is comprised of several sequential modules ( as 
described above with reference to FIG . 12 ) — a front end 
module , a statistics computation module ( which requires a 
UBM ) , an iVector extractor ( which requires total variability 
matrix T and Pre - Matrices ) , an iVector adaptation module 
( which usually comprises mean normalization ) , and a back 
end module ( which is often based on Probabilistic Linear 
Discriminant Analysis ( PLDA ) and / or score normalization 
calibration ) . In some embodiments , other modules may be 
also included . New data could be used in any or all of these 
modules : 
[ 0153 ] UBM . A universal background model may be 
adapted using such basic techniques as maximum a prior 
( MAP ) adaptation ) , maximum likelihood linear regression 
adaptation ( MLLR ) , or other adaptation techniques known 
in the art . 
[ 0154 ] iVector Extractor . A total variability matrix T may 
be composed by stacking a default matrix and an adapted 
one , which may be computed with sparse data . 
[ 0155 ] iVector Normalization . As noted previously , iVec 
tor normalization is usually based on mean subtraction . 
However , more sophisticated solutions , such as nonlinear 
transformations , could be used ( for example , mean and 
variance normalization , histogram equalization , discrimina 
tive transformations , and the like ) . 
[ 0156 ] PLDA Adaptation . Only fully - Bayesian 
approaches are capable of including a small matched dataset 
in computation of a PLDA log likelihood , but the approach 
is very slow . 
[ 0157 ] Score Normalization / Calibration . Some score nor 
malization techniques are used in the art in speaker recog 
nition systems , such as t - norm , z - norm , and zt - norm . How 

Mspk , t = 
TM prior , t + Nscrllscr 

T + Nscr 

spk , t = o prior , ta 

[ 0161 ] where we assume that there is a prior on the target 
score distribution for the speakers , given by Uprior . t , Orror . to 
t is the " relevance factor ” ” and can be interpreted as the 
number of samples ( target scores ) needed to trust usor as 
much as Uprior , t . According to the embodiment , once an 
estimate of uspk , is obtained , a speaker score can be adjusted 
to work on a desired operating point . An offset o is computed 
for target score distributions with respect to the prior , and 
then a final speaker score is computed for a given score s as : 

s ' = s - o and o = Mspk , t - Hprior , 
[ 0162 ] This way thresholds computed on the prior are 
valid over all speakers ( this is equivalent to assuming that 
target and non - target score distributions have the same shift , 
which the inventors have determined is reasonable given 
observed behavior of real speakers ' data . 
[ 0163 ] In some embodiments , if many target scores are 
available , not only the mean of a target distribution is 
adapted , but also the variance , which provides a more 
precise transformation . Furthermore , the offset can be lim 
ited to avoid large statistical movements , such as could be 
produced by impostor speakers . Finally , impostor scores 
may be used to move an impostor statistical distribution 
independently of a target distribution , and thus a means of 
controlling false acceptance ( FA ) and false reject ( FR ) rates 
is provided . Considering now FIG . 20 , in step 2001 a small 
set of target scores is obtained from a speaker via a mobile 
device . Usually this is done over a period of time . In step 



US 2018 / 0152446 A1 May 31 , 2018 
21 

2002 , an estimate of a target score distribution for the 
speaker is derived using MAP adaptation of the mean , as just 
described . Then , in step 2003 , the speaker ' s target scores are 
adjusted to work on a desired operating point ( for instance , 
a desired overall false accept or false reject rate ) . Finally , in 
step 2004 , using an adjusted operating point , authentications 
are performed using the mobile device . Note that this 
process may be repeated iteratively as more target scores are 
obtained , to monitor and account for drift in for example 
mobile device acoustics . 
[ 0164 ] FIG . 21 is a process flow diagram of a method for 
determining whether a new learning task is completed ( that 
is , for determining when there are enough samples to 
represent a new environment for which training was con 
ducted ) , according to an embodiment of the invention . 
According to the embodiment , use is made of the variance 
of the estimation of uspk to determine when an estimated 
value of spk is robust enough to be used . In maximum 
likelihood estimation , the variance of an estimation of the 
mean is given by : 

[ 0169 ] Referring now to FIG . 21 , in step 2101 the varia 
tion of an estimate of a mean for a speaker ' s samples on a 
mobile device is determined . In step 2102 , using MAP 
adaptation , a typical deviation from the variance of the mean 
of the estimation is computed . In step 2103 , a determination 
is made whether a deviation of the estimation exceeds a 
configurable threshold . In step 2104 , if the threshold is not 
satisfied , the system may optionally recommend that user 
1700 retrains an associated speaker recognition model due to 
the speaker ' s high variance . 
[ 0170 ] FIG . 22 is a process flow diagram of a method for 
analyzing behavior of a system and proposing a learning 
period to a user , according to an embodiment of the inven 
tion . In general , one problem that can arise in speaker 
authentication systems is that it may become necessary to 
refine a system by conducting one or more learning sessions 
when , for example , changes to channel acoustic character 
istics make authentication results less reliable . In a first step 
2201 , a determination is made whether a new learning 
period is need to refine a speaker authentication mode , using 
one of at least two approaches . In a first approach , based on 
offset proximity , in step 2210 a new speaker authentication 
voice sample is received and scored as described above . 
Then , in step 2211 , an offset is computed based on all " old " 
learning scores ; that is , a computation is conducted to 
determine an average offset for a previous score from an 
overall mean value . Then , in step 2212 , an offset is com 
puted for “ new ” scores , which may variously be simply the 
newly - obtained score , or some set of recently - obtained 
scores . Then , in step 2212 , a proximity measurement com 
paring the old and new offsets is carried out , for example 
using : 

var ( ser ) = Nscy 
[ 0165 ] According to the embodiment , the estimated mean 
of interest is lspk , r , so the variance of the estimation of the 
mean is given by : 

IM Si Mspk , j ) 2 

var ( Uspk , 1 ) = - Nscr - 1 
Nscr loffsetnew - offsetoidl > 1 we need learning 

Test , new Ik 

[ 0166 ] Considering a prior for the variance of the estima 
tion of users given by variance of an estimation of Uprior , t that 
would be obtained for a set of Nser samples : 

var ( Apriorg ) = prior s Nscr 

[ 0167 ] According to the embodiment , a typical deviation 
from the variance of the estimation is computed , again using 
MAP adaptation , using : 

[ 0171 ] where offsetnew and Onew are determined with based 
on new target scores , for example using sliding window of 
R = 5 scores ( R is a configuration variable , 5 by default , 
although clearly other values may be used according to the 
invention ) , and k is a configuration parameter which could 
be used to provide a smooth or “ nervous ” solution ( lower k , 
smoother solution ) . In step 2214 , a determination is made as 
to whether the computed proximity is within a configurable 
threshold ( for instance , in the equation shown , the threshold 
is 1 ) . If so , then in step 2215 the process is terminated until 
a subsequent speaker authentication voice sample is 
received , at which point the process starts over again at step 
2210 . If the computed proximity is not within the configured 
threshold , then in step 2216 the system enters a learning 
mode and recommends that the user should retrain the model 
( which enrollment / learning process is described above with 
reference to FIG . 18 ) . 
[ 0172 ] In a second approach based on analyzing the oper 
ating point of the system to determine if it is operating as 
desired , in step 2220 a new speaker authentication voice 
sample is received and scored as described above . Then , in 
step 2221 , a determination is made as to whether the total 
number of false rejects in a last group of samples ( group size 
being configurable ) exceeds some configured threshold 
value . If the total number FR of false rejects does not exceed 
the threshold , then in step 2222 , the process is terminated 
until a subsequent sample is received for speaker recogni 

est = 
var ( ll prior , 1 ) T + var ( ilspk , t ) Nscr 

T + Nscr 

Jest ( 0168 ] The value Oct is the typical deviation of the esti 
mation of Uspk , t . In some embodiments , a threshold for this 
value is set in order to ensure that the mean unt , is estimated 
robustly . This value will generally be higher as more vari 
ance is present in a speaker ' s target scores , so in some 
embodiments it is possible to detect those speakers who 
present high variance and deal with them appropriately ( for 
instance by prompting them to retrain their model , as 
described above with reference to FIG . 18 . 
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tion , at which point the process repeats starting at step 2220 . 
On the other hand , if the number FR is above the configured 
threshold , then in step 2223 the system enters a learning 
mode and could recommend that the user should re - enroll 
the model . The second approach outlined here may be very 
useful when there are few target scores , so that we do not 
have enough precision to estimate the accuracy of the 
system as required in the first method using offsets . Note that 
this approach only measures the FR and it would generally 
be useful only when a current distribution of target scores is 
lower than one we computed in the past . On the contrary , 
non - target scores should be used . Thus , we could use the 
working point estimation as a second check . In fact , it could 
be interesting for user perception . We fix k in [ 167 ] at 2 and 
it should depend on the working point ( lower FR , lower k ) . 
[ 0173 ] FIG . 23 is a system diagram of an embodiment of 
the invention according to which a user of a mobile device 
2300 is provided positive control of the distribution of the 
user ' s voice biometric prints . According to the embodiment , 
an enrollment and learning application 2310 is provided on 
mobile device 2300 , operating according to the various 
embodiments described above . When a user enrolls and 
establishes one or more voice biometric prints , the resulting 
VBPs are stored initially in enrollment VBP database 2311 . 
Then , either at the request of a mobile application client 
2313 or at the direction of a user 2320 , authentication 
module 2312 performs a voice biometric authentication of 
user 2320 to ensure that only a specific user 2320 is allowed 
to access his or her VBPs stored in enrollment VBP database 
2311 , and then the authenticated user 2320 may provide 
authorization for application 2313 to retrieve and use one or 
more voice biometric prints associated with the authorizing 
user 2320 . Additionally , user 2320 is typically required to 
authenticate using authentication module 2312 before an 
enrollment VBP is passed to persistent VBP storage , which 
may either comprise local persistent VBP database 2314 , 
server side VBP database 2352 , or both . In some embodi 
ments , authentication of a user desiring to use mobile 
application client 2313 is performed on the server side by 
mobile application server 2351 , using server side VBP 
database 2352 as a repository of voice biometric prints ; in 
other embodiments , authentication for application 2313 may 
be carried out entirely within mobile device 2300 through 
use of authentication module 2312 and local persistent VBP 
database 2314 . It will be appreciated by one having ordinary 
skill in the art that various combinations of server side and 
client side functionality may be used according to the 
invention . An important aspect of these embodiments is that , 
by using authentication module 2312 at enrollment time and 
at application authorization time ( that is , when authorizing 
a third party application 2313 to carry out voice authenti 
cation of user 2320 ) , user 2320 is given positive control over 
when and how her voice biometric print may be accessed 
and utilized . 
[ 0174 ] FIG . 24 is a process flow diagram of a method for 
allowing a user to transfer a selected voice biometric print to 
a third party application or device , according to an embodi 
ment of the invention . In an initial step 2401 , a local voice 
biometric print for a user is generated using an enrollment 
process described above ( possibly a learning process may be 
also be used ) . Then in step 2402 a list of enrollment voice 
biometric prints stored locally is generated . In step 2403 , a 
mobile device voice authentication client application 2313 
receives the list , either as a result of explicitly fetching it or 

because it is automatically or periodically transmitted to one 
or more eligible mobile device client applications 2313 . 
Then , when a user selects “ send to server ” after creating , 
modifying , or otherwise approving a voice biometric print , 
in step 2404 the user 2320 is authenticated by an authenti 
cation module 2312 , and in step 2405 , if authentication was 
successful , in step 2406 the selected voice biometric print is 
activated and is thereafter available for use by authorized 
applications 2313 for authenticating the user . Finally , in step 
2407 , the selected voice biometric print is stored in either a 
local VBP database 2314 or a server - side VBP database 
2352 . Again , the process illustrated in FIG . 24 , using a 
system such as that shown in and described with reference 
to FIG . 23 , will in general provide a very robust means for 
allowing user 2320 to exercise positive control over the 
distribution and the use of any voice biometric prints , and 
thereby will tend to increase the level of trust felt by mobile 
device users in biometric authentication . 
[ 0175 ] The skilled person will be aware of a range of 
possible modifications of the various embodiments 
described above . Accordingly , the present invention is 
defined by the claims and their equivalents . 

1 - 17 . ( canceled ) 
18 . A method of operation of a speaker recognition 

system , comprising : 
determining a first offset value as an average of scores 

assigned to previously received voice samples from 
said user ; 

receiving at least one new voice sample from a user for 
speaker authentication ; 

determining a second offset value for a score assigned to 
the at least one new voice sample from said user ; 

determining whether a difference between said second 
offset value and first average offset value exceeds a 
proximity threshold ; and 

if the difference between said second offset value and said 
first offset value exceeds the proximity threshold , deter 
mining that further system training is required . 

19 . A method as claimed in claim 18 , wherein the at least 
one new voice sample is the most recently received voice 
sample . 

20 . A method as claimed in claim 18 , wherein the at least 
one new voice sample is a number of the most recently 
received voice samples including the most recently received 
voice sample . 

21 . A method as claimed in claim 20 , wherein the number 
of the most recently received voice samples is configurable . 
22 . A method as claimed in claim 18 , further comprising : 
determining whether a number of false rejections in a 

recent set of received voice samples exceeds a thresh 
old value ; and 

if the number of false rejections in the recent set of 
received voice samples exceeds the threshold value , 
determining that further system training is required . 

23 . A method as claimed in claim 22 , wherein the thresh 
old value is configurable . 

24 . A method as claimed in claim 22 , wherein the number 
of received voice samples in said recent set of received voice 
samples is configurable . 

25 . A speaker recognition system , comprising : 
an input for receiving at least one new voice sample from 

a user for speaker authentication , 
wherein the speaker recognition system is configured for 

performing a method according to claim 18 . 
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26 . A communications device , comprising a speaker rec 
ognition system according to claim 25 . 

27 . A computer program product , comprising a non 
transitory computer - readable medium , having stored thereon 
instructions for causing a processor to perform a method 
according to claim 18 . 

* * * * * 


