US 20200145598A1

a2y Patent Application Publication o) Pub. No.: US 2020/0145598 A1

a9y United States

KELLY et al.

43) Pub. Date: May 7, 2020

(54) FOCAL PLANE ARRAY PROCESSING Publication Classification
METHOD AND APPARATUS (51) Int. CL
(71) Applicant: Massachusetts Institute of IG{%I]];, ;gﬁ;g gggggg
(72) Inventors: Michael W. KELLY, North Reading, gzj% ZZ; 5388288
MA (US); Brian TYRRELL, HO4N 21/4223 (2006.01)
Brookline, NH (US); Curtis HO4N 21/4408 (2006.01)
COLONERQO, Shrewsbury, MA (US); HO4L 9/06 (2006.01)
Robert BERGER, Lexington, MA HO4L 9/12 (2006.01)
(US); Kenneth SCHULTZ, Lexington, G09C 1/00 (2006.01)
MA (US); James WEY, Arlington, MA GOG6F 21/60 (2006.01)
(US); Daniel MOONEY, Dracut, MA (52) U.S.CL
(US); Lawrence M. CANDELL, CPC ... HO4N 5/378 (2013.01); HO4L 2209/12
Arlington, MA (US) (2013.01); G11B 20/0021 (2013.01); HO4N
5/33 (2013.01); HO4N 5/772 (2013.01); HO4N
5/913 (2013.01); HO4N 21/4223 (2013.01);
(21) Appl. No.: 16/434,247 HO4N 21/4408 (2013.01); HO4L 9/0637
(2013.01); HO4L 9/12 (2013.01); GO9C 1/00
(2013.01); GO6F 21/602 (2013.01); HO4L
(22) Filed: Jun. 7, 2019 9/0631 (2013.01); HO4N 2005/91364
(2013.01); HO4L 2209/805 (2013.01); G1I1B
. 20/00086 (2013.01)
Related U.S. Application Data 57) ABSTRACT
(62) ?gg%ﬂ;ﬁ?gﬁ?}??g 30 621 ;/gfgéjliiiliei;glggg A digital focal plane array includes an all-digital readout
O,I“appli,cation No. 14 /221’ 429’ ﬁlé don Mar. 21. 2014 integrated circuit in combination with a detector array. The
now Pat. No. 9.491 386 v&;hich is a diViSiOIl oi’“ readout circuit includes unit cell electronics, orthogonal
application No 1’3 /29’9 99’5 filed on Nov. 18. 2011 transfer structures, and data handling structures. The unit
now Pat. No.. 8.602 1’7 6 ,WhiCh is a (iivis,ion oi,“ cell electronics include an analog to digital converter.
application No. l’l /97’8 3 5’ 1. filed on Oct. 29. 2007 Orthogonal transfer structures enable the orthogonal transfer
now abandoned U ’ ’ of data among the unit cells. Data handling structures may
’ be configured to operate the digital focal plane array as a
(60) Provisional application No. 60/854,963, filed on Oct. data encryptor/decipherer. Data encrypted and deciphered
27, 2006. by the digital focal plane array need not be image data.
GAMMA NOISE MITIGATION CLAMP
rd
: 736
{\{\ BIDIRECTIONAL
T I = COUNTER
et V
P
784 CHARGE <
»
. SUBTRACT
N
A
~
o, Y
hRS
*
R v {17

VOLAMP



m AR
g NO0T0 ANV >
NS LIS E RS >
g 4 3
S RREEIG
-
o T T T T e s -

T guwgg | O A MaANa Lndino m 3 “
— Py ¥ e IR R ER = !
%u ...M& bhhidbdissbdassba M

QR M
m ! » & i
2 ” W LAALAO m \ HALINNOD Flddid “
S ziz “
< §
M B

tmmmhmms%muu ADNINOZHL OL 3OVLI0A =

=

(=]

g (1001 - 09) NG

= NOlvazq0 oo e SOINOWLOZE THHO LINA |
£ 7

= 00e )

£ L 'S4

m 1-4HS | y3INNOD oA e

= . NO { , | ) m ; Y

m 901 $01 zZ01 061



May 7,2020 Sheet 2 of 32 US 2020/0145598 A1l

Patent Application Publication

£ Ol
F—<IANNOND m
| | ) 5
r//.m,iE
38 1Nd< AN St SN Bt Ot VAN |
g ;T b S
- i M -
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;; st S | s S S A %
| L=t
208 %ok.\%,\,,i\.N“,:; w{
0oe dd



May 7,2020 Sheet 3 of 32 US 2020/0145598 A1l

Patent Application Publication

GdYL |

v oOld

S INdiNnG
TWRAES

oo

ONITONYH
Y1iv(Q

e

Y0y
HIJSNYH L
NINNT0O0

ONIANYH VLV

TTT T T T T T 11

¥

¥

¥

¥

¥

¥

TTTTTTTTTTTTTT

JES DU I00 DO U DR VOO DOONE U DUETON V00 S NS A .
NN U DEN O S COUE DOEURE INEUON IO Y IO W
JERE I WO S0 SO AU IO IR RN NN NN BN B N
NN N DU SISO DN IOEIN O NI NEN NSO SN 50
IS NN ST SRS VICOU NN NN OO OEON Y RN O 0 X
JSERS RS WICRR WU WU S0 U O OO IO N NN MR DS N
0% N0 W IR0 WRE WD O O INEONN N NS R0 A0
JERN DR T B ; R DA
RS SN B SR ; I DRSS
FINE BN IS S : SO WS
ERN N B ; I N
FI0S IS U S m N N
EIE RN VIS SN DO WEIOE MU O IO I8 I 00
EINS 0 UM O DU SO O NN IO I N S S

AARERERAN

SNMANYH YLV

907
HH4SNYHL
MO

ONPIONYH
YivQ

Sdvl
104100

P

WAES

B



Patent Application Publication = May 7, 2020 Sheet 4 of 32 US 2020/0145598 A1

502
PHOTODIODE

AMPLIFIER V-TO-F CONVERTER

™~ ™~
<
506

504
~

L COUNTER ‘“‘E

¢
508

FIG. 5



Patent Application Publication = May 7, 2020 Sheet 5 of 32 US 2020/0145598 A1

P 800

UP/DOWN COUNT] | SYNCHRONGUS
SELECT] | GLOBAL PIXEL CLOCK

§
{ PIXEL RAMP :
{  GENERATOR ' g
| >§Q_2 CLOCK |
z s s
! N-BIT COUNTER| |
! § ke 5 !
5 P T 606 808 5
GLOBAL] 1 610 5
RESET | 2
i v ;

KAn Rar Aar A AR L A A IR WA AR VIR AAN AR RAR RAY AR A A A A MW WA WA WA AN AR AN RAN MR AT AN AR A AW AR A WA AR WA AAA AN RAR Bar AR AR

POTENTIAL SINGLE SLOPE ADC UNIT CELL
DESIGN SCHEMATIC DIAGRAM,

FIG. 6



Patent Application Publication = May 7, 2020 Sheet 6 of 32 US 2020/0145598 A1

GAMMA NOISE MITIGATION CLAMP

y\{?ﬁ BIDIRECTIONAL
t!;/ > COUNTER
CHARGE <
SUBTRACT

%7{”)2

VCLAMP
FIG. 7



Patent Application Publication = May 7, 2020 Sheet 7 of 32 US 2020/0145598 A1

GLOBAL UPIDOWN COUNT| | SYNCHRONOUS
RESET SELECT!| | GLOBAL PIXEL CLOCK
PIXEL/ i
PHOTODETECTOR
RAMP GENERATOR
s CLOCK
S~ S

N
804

]
]
B
]
g
§
§
§
§
¥
N-BIT COUNTER §
]
]
]
]
g
§
§
§
§

W oou oo oo CON DOE OIX COX KKK KRN KON KN KRR XOU X0 U0 XU 00U XK OOX GXN OXK KRN KRN KX KXR NOU XX XN GO0 OO0 UG OOX DOR EXK OOK KRR KNN KRN KON RN XN XU XN BN OOU OOK DX



Patent Application Publication = May 7, 2020 Sheet 8 of 32 US 2020/0145598 A1

CONSTANT FREQUENCY CLOCK 55CD ADC
TRANSFER FUNCTION
4000 ‘ ;

3500 ¢

3000 ¢

2500 ¢

2000 ¢

1500 ¢

1000 +

ADC QUTPUT (DIGITAL NUMBERS)

500+ |

0 2 4 5 3 10
PHOTON FLUX (phisecfom) % 10"

FIG. 9



Patent Application Publication = May 7, 2020 Sheet 9 of 32 US 2020/0145598 A1

CHIRPED-FREQUENCY CLOCK SINGLE SLOPE ADC
TRANSFER FUNCTION
4500 , :

4000 ¢

3500 ¢

MBERS)

3000 ¢

2500 ¢

- 2000 ¢

1500 ¢

1000 ¢

ADC QUTPUT (DIGITAL NU

500+

0 7 4 6 8 10
PHOTON FLUX (phisecicm?) % 10"

FIG. 10



Patent Application Publication @ May 7, 2020 Sheet 10 of 32  US 2020/0145598 A1

CHIRPED-FREQUENCY CLOCK SINGLE SLOPE ADC
TRANSFER FUNCTION

4000 ¢

— 3500 ¢
3000 ¢
2500 ¢
2000 ¢
‘TSOO-

1000 ¢

ADC QUTPUT (DIGITAL NUMBERS

500 1/

o 1 2 3 4 5 6 7 8 8 10
PHOTON FLUX (phiseciom?) x 10"
A=15 (UPPER), 2 (MIDDLE), 2.5 (LOWER)

FIG. 11



Patent Application Publication @ May 7,2020 Sheet 11 of 32  US 2020/0145598 A1

UNIT CB CELL WITH CLOCKED COMPARATOR

CLOCKED
ok F\QEDMPARATOR BIDIRECTIONAL
1

= JRECTION
Edetl Lf/ >
i <t FREQUENCY

MULTIPLIER

et e

CHARGE <
SUBTRACT

FIG. 12



HIHSNYNL el O
NAOC

HAHSNVHL GHYADYE

US 2020/0145598 A1l

HHASNYHL ™
JuvMeO4 -l

HAINNOD UGN HAINNOD L8N

£

& & &

&

133148
LANNOD NrAOT/HN

HOLYHENTD
28TNd-01-3903

May 7,2020 Sheet 12 of 32

q0el

foiy  NOLLOIMNI
103Hd

HOLYHENID JdNvY
H0L3313001L0Hd

f=Xid
;;;;;; e e e o e e o e o e e e o e 2 e o e o e e e o e o o e e o e

HAAGNYHL
4Ny L33TES NOILOEHIT

HFASNVYHL TYNODOHLHO

Patent Application Publication



Patent Application Publication @ May 7, 2020 Sheet 13 of 32  US 2020/0145598 A1

UNIT CELL: PER-PIXEL ADC

;\\\ BIDIRECTIONAL

t/;‘f/ -~ COUNTER
CHARGE <
SUBTRACT L,/

FIG. 14



Patent Application Publication @ May 7, 2020 Sheet 14 of 32  US 2020/0145598 A1l

VRSTP
- 0_0uT
V_CASCODE [:E
phif——s \SW3 L M1
i C'E
SW2
ohi2 __,__,_,__,_,,,,,,,\ ohi1 ___,_,__,_,_,,&,\ SWa o~
E SW1
VRSTN VRSTN phi2

FIG. 15



Patent Application Publication @ May 7, 2020 Sheet 15 of 32 US 2020/0145598 A1
UNIT CB CELL WITH OSCILLATCR
;\\\\ BIDIRECTIONAL
L_j;/ ENABLE > COUNTER
OSCILLATOR
CHARGE <
SUBTRACT
FIG. 16A

UNIT CB CELL WITH OSCILLATOR AND SHORT DURATION
PULSE SUPPRESSION

5det£

BIDIRECTIONAL

~ COUNTER

CHARGE <
SUBTRACT

ENABLE
OSCILLATOR

FiG. 16B



US 2020/0145598 A1l

May 7,2020 Sheet 16 of 32

Patent Application Publication

FANNIIE
XOUA
SHALANOT0N
(STALLYAIMAA ONY) SYED
(LOO) THHEM WNLNVND U
SYHS B
a1 poby 8} pbr
$300I00L0Hd SIA0IA0L0OHd
MIMTA MM HIN
A Wi G wri 7| win g wri ¢ Wi 7 wngg v,
HIONTTHAYM N HiM AN HIMS FTESINAN
NOLOHd _ _ _
SH3LIN0T08 asu SYED|
(STALLYAINTC ONY) 8vED SIAOIIOLOH 1S
(100) TEM ANINYND SAACIAOLOH
SYUS
81 p0bH
S300I00L0H



Patent Application Publication @ May 7,2020 Sheet 17 of 32 US 2020/0145598 A1l

DATA COLLECTION PROCESS

REVSA | DECIPHER
Il KEY ENCRYPTED IMAGE READY
FOR COMMUNICATION OR
“ STORAGE

IMAGE HEADER

PIXEL DATA

OPTICAL SCENE IMAGE

FIG. 18



Patent Application Publication @ May 7, 2020 Sheet 18 of 32  US 2020/0145598 A1
ENCRYPT MODE
N DFPA
TRANSMITTER v RECEIVER/ STORAGE
ENCODER
FIG. 19A
DECIPHER MODE
DFPA VIEW,
TRENSMITTERS N RECEWER/ |—————) PROCESS
DECODER STORE...

FiG. 19B



US 2020/0145598 A1l

May 7, 2020 Sheet 19 of 32

Patent Application Publication

VARDIIE
NE)
SHILINY Y NOLLYIWHO AN
NOILLYZNYINOTY NOLLYHMISIONY
(N} INTFWIONYHNT
NG = NOILNIOSTY NOLLYWNHO AN ONNdWYS g = noLLNTOSTY
T3Y1A 454 Q=S40 TAYIA
¥ M & % 5
o Bk -— NOLLVTIOANODAA |t | SNITANYS-HIANS |t F
= ONIHHNTE SIAONTY ONISYITY STAONEY
STAXId 40 # STSYIUONI !
QIATIOSTH-MIANS SIADYR LN

NOLLOIOSEH MO



Patent Application Publication @ May 7, 2020 Sheet 20 of 32  US 2020/0145598 A1

ROIC ]
—to Il AD H T MUX FT— =
“ 11 HIGH SPEED
DETECTORZS [Ctr 1]} e« [CrN]| MUX =1 niGITAL OUTPUT
» g MUX e >
i v S
ROIC UNIT CELL

FIG. 21



US 2020/0145598 A1l

May 7, 2020 Sheet 21 of 32

Patent Application Publication

ce Ol=

¥

SASOTD

MIoN3ND3S
| GNVAOD

iy
mmv ANYIINOD

TOHINGD I

sz

HA4 1 NdWOD
=B

HALSIDEH TOHINGD JAILOY LIS



Patent Application Publication = May 7, 2020 Sheet 22 of 32 US 2020/0145598 A1

RELATIVE
INTEGRATION

LINE  INSTRUCTION TIME

1, 00101100 -1

2, 00101100 -1

3, 80101001 K HIGH PASS FILTER KERNEL

4, 00100100 -1 4 4

5, 00000100 +8

6. 00100001 - 48 -

7, 00101100 -

8, 00101100 - S Y

g. 00111000 -1




Patent Application Publication = May 7, 2020 Sheet 23 of 32 US 2020/0145598 A1l

EXTERNAL |

N INSTRUMENT CONTROLLER/| N] CONTROL |
SENSOR

LOGIC TRANSLATOR | V| CLOCKS |

DFPA

8-BIT ACTIVE CONTROL REGISTER

FIG. 24



G¢ Old

YAISNVL (IYNIAON) ONNOYD OL T3LL HO "¥ISN AG LNdNI<*5¥A
NMOG L ATIYNINON ‘NIVD diNv 9

HA4SNVHL QvMNovE

US 2020/0145598 A1l

HFLINNOD L8N

&

QYO b

HI4SNYML XN HIINNOD LigN =

B

May 7, 2020 Sheet 24 of 32

HOLVHENED divY
HOL24130010Hd
21 EXd EXld
;;;;;; e e o e e o] o e o o ot o 2 o o s
AAASNYHL IMERER
dNe L0378 NOLLOFHID LNNOO NMOG/dN
HHAASNYHL TYNODOHLEO

Patent Application Publication



Patent Application Publication = May 7, 2020 Sheet 25 of 32 US 2020/0145598 A1
ORTHOGONAL TRANSFER
DIRECTION SELECT
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm ] UP TRANSFER
: | DIRECT - PIXEL/
§ HNJECTION Wref PHOTODETECTOR
; P RAMP GENERATOR
;
; EDGE-TO-
: PULSE
g GENERATOR _,}
;
§
; UP/DOWN COUNT
g SELECT
§
]
; N-BIT N-BIT
§ :SJOUNTER = >COUNTER
l §o
; CLOCK
]
B i o oo oom oov ooe s oo ce o fir i e aa o e oo e S0e oe Ao e s e bonn s dn 20 30 S0 90 e e e vk o o e o 3 St 20
BACKWARD TRANSFER
FIG. 26 DOWN TRANSFER
ORTHOGONAL TRANSFER
GLOBAL!L UP/DOWN COUNT DIRECTION SELECT 4
RESET SELECT UP TRANSFER

mmmmmmmmmmmmmmmmmmmmmmmmm i I :
g g PIXEL 1.2 SYNCHRONOUS
; ; GLOBAL PIXEL
; : PIXEL/
: | PHOTODETECTOR| |PHOCK
! HRAMP GENERATOR
§ H
§ H
§ 1i4
i EEAY
H §
§ §
] §
§ §
i §
g : CLOCK

§
s NBIT ; “ﬁ’*:” N-BIT
§ H e
{ ol COUNTER [ w! COUNTER
§ § LATCH
g §

BACKWARD TRANSFER

DOWN TRANSFER



US 2020/0145598 A1l

May 7, 2020 Sheet 26 of 32

Patent Application Publication

STARIIE
HIASNYHL
NAOO
e IO e
e T T T U R 0 R U U U YO YO U YD YD DY U GRSV T T T T W 4wy v ™ = oo e o
_ ARE R
m pd DLV m
] g
RS i WAINAOD LGN [ Lt MIINNOD LIGN
OIS0 ANl = ;
” * <l ! <
i N HIOT HOLVMANTD !
A O T dilVY 3d0TS !
” AAAAAAAAAA ; ZEQQ nmm.vﬂ& ”
w Y s A
w / b w
! HOLIMST !
] §
” T
i A I ]
2 Vs
m N S m
! MOLYHINTD !
! A0 diivd 3d01S !
: THXId WHOTD 401 T ;
! SMONOHHONAS !
B ae v ot i an nn on i n e e e e i o n o e s o s . sn S A mn s e o s s L e A AR R A A R o e 0 s At B n n wan o wn o e e e o
H3ISNVEL JERED
dily 109738 NOILDTHIA ANNOD NMOO/N
HIASNYHL TYNOOOHLNO



Patent Application Publication

May 7,2020 Sheet 27 of 32 US 2020/0145598 A1

CALIBRATE
SELECT
LINE
— T i
Vcb ref
ADAPT§\V}E T e, AAAAAAAA -
SLEEDER | ~— | SETS BACKGROUND
OPTIONAL CALIBRATENG™ FREGUENGY
SELECT PASSGATE
ETOV
INTEGRATOR
AAAAAAAAAAAAAAA > PULSES OUT
v pIXEL
PHOTODETECTOR == ||
RAMP GENERATOR
FIG. 29
ADAPTIVE =1 ) )
BLEEDER ]5 ) DAG =
COUNTER gb—udD Q
N BITS N BIT
A > | REGISTER
AAAAAAA (N <N
S PULSES
) WQUT
Vv pIXEL |
PHOTODETECTOR = ||
RAMP GENERATOR CAE%&STE

FIG. 30



Patent Application Publication = May 7, 2020 Sheet 28 of 32  US 2020/0145598 A1

D losd {3 D

Crock 200 4 >
~ UP-DOWN
() COUNTER
CALIBRATE
LOAD

v PIXEL/
PHOTODETECTOR == ||
RAMP GENERATOR

”i:;»wwwwwwwﬂwMPULSQSQUT

FIG. 31

N BIT
REGISTER
(N' < N)



US 2020/0145598 A1l

May 7, 2020 Sheet 29 of 32

Patent Application Publication

AR
%2\/
mm?« €A
SHOLSISEH NOISIOHHd DNISH EM.%LN\/
diHO-440 G3AREA 53DV 1I0A sﬁ%s;é A

STEXId TWOL
(3ddvYiN 38V SINFT IOVLION "

<
a1

o
)



US 2020/0145598 A1l

May 7, 2020 Sheet 30 of 32

Patent Application Publication

£ 9id
= LOHS T
L-AQIUNOD
5
dNOHD T ¥ OL NHD Svid
NOWROD 21907 QIHDLIMS
2 b
A no 2 2 | ] 1SJA
1 31YD TR ts TR
mmwM 1o ns o no
U Wwns
RIRERE i 4 HOLIAS i W
NAMOCN 1o Qui— 404 Q3HD LYY ESIGEIND) |
o0 B
NOOT R W mmmmﬁ wm
X3 MO0
MO0 A0HN0S LINoMD I0HN0S
IERTIY NOLLOAPN INTMEND
m |
S8
NYHOVIO MO8 §-AB-LNNOD




US 2020/0145598 A1l

May 7, 2020 Sheet 31 of 32

Patent Application Publication

Ve 94
AiE)
oo < g <o
B m,.— I _,.._ S J S m.w
100 3§~
3 m._ W z - m 2 m.m
OPA ZPPA ~

SHOON NOLLVHD AN

A |ftseon

Wo3I8G
V4 ¥04 HOLYTHOSO ONIM "ONIQODSYD 4738 "G3AMVLS INFHMND




US 2020/0145598 A1l

May 7, 2020 Sheet 32 of 32

Patent Application Publication

Hodke(g
pug

GE "9l =

puD ZSSA

posee L AT A

SN ZPPA

T35 Nd
Tmmmﬁ

PEA MN NNO d
Hive:lg
Y40 HOMOD OML HOS HOLYTHOSO ONIH ONITOSSYD 4138 "TIANYLS INTINNNAD

¥




US 2020/0145598 Al

FOCAL PLANE ARRAY PROCESSING
METHOD AND APPARATUS

RELATED APPLICATIONS

[0001] This application is a divisional application of U.S.
application Ser. No. 15/288,492, filed on Oct. 7, 2016, which
is a divisional application of U.S. application Ser. No.
14/221,429, now U.S. Pat. No. 9,491,389, which was filed
on Mar. 21, 2014, as a divisional application of U.S.
application Ser. No. 13/299,995, now U.S. Pat. No. 8,692,
176, which was filed on Nov. 18, 2011, as a divisional
application of U.S. application Ser. No. 11/978,351, which
was filed on Oct. 29, 2007, which in turn claims a priority
benefit under 35 U.S.C. § 119(e) of U.S. Application No.
60/854,963, which was filed on Oct. 27, 2006, and entitled
“Focal Plane Array for On-Chip Data Processing.” Each of
the above-referenced applications is incorporated herein by
reference in its entirety.

GOVERNMENT SPONSORSHIP

[0002] This invention was made with government support
under U.S. Air Force contract F19628-00-C-0002. The gov-
ernment has certain rights in this invention.

FIELD OF THE INVENTION

[0003] The invention relates to focal plane arrays and, in
particular, to signal processing focal plane arrays.

BACKGROUND

[0004] High performance focal plane array (FPA) appli-
cations require wide-area coverage, high signal-to-noise-
ratios (SNR), high spatial resolution, and high frame rates in
various combinations. Conventional FPAs are not particu-
larly well-suited to satisfying combinations of the above
requirements. Conventional FPAs typically provide analog
readouts, with the analog signals generated at the pixel level
converted to digital signals “off chip.” Once converted
off-chip, the digital signals may be processed according to
the demands of a particular application. Specific analog
designs can target (and possibly satisty) one or more require-
ment but fail when simultaneously targeting the most
aggressive design parameters for imaging applications, such
as long-wave infrared imaging (LWIR) applications.
[0005] Fundamental limitations on achievable well depth
(with concomitant limitations on capacitor size), and the
readout noise floor, limit practical scalability of conven-
tional designs. Capacitor size limitations require unneces-
sarily high frame rates to avoid saturating pixels. Electronics
noise and ringing limit the amount of data that can be
transmitted on a single output tap to maintain the needed
SNR and dynamic range. Attempting to scale conventional
analog technology to meet the most demanding require-
ments leads to a high-power-consumption FPA with many
data output taps. This in turn leads to a large, massive, and
complex sensor system. A compact focal plane array that
provides internal processing would therefore be highly
desirable.

SUMMARY

[0006] A digital focal plane array in accordance with the
principles of the present invention includes an all-digital
readout integrated circuit (also referred to herein, simply, as

May 7, 2020

a readout circuit) in combination with a detector array. The
readout circuit includes unit cell electronics, orthogonal
transfer structures, and data handling structures. The detec-
tor array converts incident photons to an electrically detect-
able signal. In accordance with the principles of the present
invention, the detector elements may be monolithically
fabricated photodiodes in a unit cell, a hybridized photo-
diode array, a hybridized charge coupled device (CCD)
detector array, or a linear mode photodiode (APD) array, for
example. Each unit cell includes an analog-to-digital con-
verter ADC. In an illustrative embodiment, the ADC is a
single-slope ADC that allows for various counting/convert-
ing schemes. In accordance with the principles of the present
invention, the orthogonal data transfer structure includes
shift registers configured to shift conversion data among the
various unit cells (for signal processing functions) or off the
array (for readout). In accordance with the principles of the
present invention, data handling structures may include
parallel to serial multiplexers configured to serialize low-
rate array data to a lower number of output taps. Data
handling may also include logic operations performed prior
to multiplexing. Such logic operations may be used, for
example, to threshold data for match filtering. A digital focal
plane array in accordance with the principles of the present
invention may be configured to directly encrypt and deci-
pher image or other data.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The above and further features, aspects, and advan-
tages of the invention will be apparent to those skilled in the
art from the following detailed description, taken together
with the accompanying drawings in which:

[0008] FIG. 1 is a conceptual block diagram of a digital
focal plane array in accordance with the principles of the
present invention;

[0009] FIG. 2 is a schematic diagram of an illustrative
embodiment of unit cell electronics such as may be
employed in a digital focal plane array in accordance with
the principles of the present invention;

[0010] FIG. 3 is a schematic diagram of an illustrative
embodiment of unit cell electronics such as may be
employed in a digital focal plane array in accordance with
the principles of the present invention;

[0011] FIG. 4 is a block diagram of the architecture of
readout electronics in accordance with the principles of the
present invention;

[0012] FIG. 5 is a block diagram of unit cell electronics in
accordance with the principles of the present invention;
[0013] FIG. 6 is a block diagram of unit cell electronics in
accordance with the principles of the present invention;
[0014] FIG. 7 is a block diagram of unit cell electronics in
accordance with the principles of the present invention in
which short pulses are mitigated;

[0015] FIG. 8 is a block diagram of unit cell electronics in
accordance with the principles of the present invention;
[0016] FIG. 9 is a plot of photon flux versus ADC output
in accordance with the principles of the present invention;
[0017] FIG. 10 is a plot of photon flux versus ADC output
in accordance with the principles of the present invention;
[0018] FIG. 11 is a plot of photon flux versus ADC outputs
in accordance with the principles of the present invention;
[0019] FIG. 12 is a block diagram of unit cell electronics
in accordance with the principles of the present invention;
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[0020] FIG. 13 is a block diagram of unit cell electronics
in accordance with the principles of the present invention;
[0021] FIG. 14 is a block diagram of unit cell electronics
in accordance with the principles of the present invention;
[0022] FIG. 15 is a block diagram of unit cell electronics
in accordance with the principles of the present invention;
[0023] FIGS. 16A and 16B are a block diagrams of unit
cell electronics in accordance with the principles of the
present invention;

[0024] FIG. 17 is a bar chart illustrating the spectra for
which a digital focal plane array in accordance with the
present invention may find application;

[0025] FIG. 18 is a conceptual block diagram that depicts
an image encryption process employing a digital focal plane
array in accordance with the principles of the present inven-
tion;

[0026] FIGS. 19A and 19B are conceptual block diagrams
that illustrate the processes of encrypting and deciphering
data in accordance with the principles of the present inven-
tion;

[0027] FIG. 20 is a conceptual diagram of a super-reso-
Iution process in accordance with the principles of the
present invention;

[0028] FIG. 21 is a conceptual block diagram of a readout
circuit in accordance with the principles of the present
invention;

[0029] FIG. 22 is a conceptual block diagram of a data
handling structure in accordance with the principles of the
present invention;

[0030] FIG. 23 is a tabular representation of a filter
implementation in accordance with the principles of the
present invention;

[0031] FIG. 24 is a conceptual block diagram of a data
handling structure in accordance with the principles of the
present invention;

[0032] FIG. 25 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0033] FIG. 26 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0034] FIG. 27 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0035] FIG. 28 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0036] FIG. 29 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0037] FIG. 30 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0038] FIG. 31 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0039] FIG. 32 is a conceptual block diagram of unit cell
electronics in accordance with the principles of the present
invention;

[0040] FIG. 33 is a conceptual block diagram of unit cell
and clocking logic electronics in accordance with the prin-
ciples of the present invention;
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[0041] FIG. 34 is a schematic diagram of a current starved
ring oscillator such as may be employed in a digital focal
plane array in accordance with the principles of the present
invention; and

[0042] FIG. 35 is a schematic diagram of a current starved
ring oscillator such as may be employed in a digital focal
plane array in accordance with the principles of the present
invention.

DETAILED DESCRIPTION

[0043] The block diagram of FIG. 1 illustrates the major
components of an individual ADC, such as may be found
employed within a focal plane sensor array in accordance
with the principles of the present invention. An amplifier 100
(which is optional, depending upon the quality of the signal
to be converted) accepts an analog signal, AN, for conver-
sion, amplifies and conditions the signal, AN, and provides
the conditioned signal to a voltage to frequency converter
(V-to-F) 102. In illustrative embodiments the amplifier 100
may be a direct injection, buffered direct injection, source-
follower, or transimpedance amplifier, for example. The
voltage-to-frequency converter 102 converters the voltage
signal from the amplifier to a serial digital signal, the
frequency of which is representative of the voltage input.
The digital output of the voltage-to-frequency converter is
routed to a counter 104, where the digital stream is counted.
The resulting count, DN, is a digital signal the magnitude of
which is representative of the magnitude of the input analog
signal AN. In an illustrative embodiment, the each ADC in
the array 100 includes a shift register 106 that may be
employed to shift the digital output, DN, to other ADCs
within the array 100 and/or outside of the array, for further
processing and analysis, for example. In an illustrative
embodiment, the voltage to frequency converter 102 may be
replaced by a current to frequency converter (I-to-F), for
example, to accommodate the output of an amplifier 100
configured as a current output amplifier.

[0044] The schematic diagram of FIG. 2 provides a more
detailed view of an ADC 200 and peripheral circuitry, such
as may be employed in an array (as described in greater
detail in the discussion related to FIG. 4, for example) in
accordance with the principles of the present invention. In
this illustrative embodiment, an HgCdTe photo-detector,
such as may be employed for sensing electromagnetic
radiation in the infrared region of the spectrum, is bonded
via bump-bond 206 to the input of the ADC 200. In this
embodiment, an output multiplexor 204 is employed to
multiplex the results of sixteen rows of ADCs. The input
amplifier 208 and voltage-to-frequency converter 210 may
be as described in the discussion related to FIG. 3, for
example. In this illustrative embodiment, the pulse stream
from the voltage to frequency converter 210 is fed to a ripple
counter 212, which counts the pulses representative of the
input photon flux impinging upon the photodetector 202.
The results of the ripple counter may be shifted in parallel
into a pixel output register 214, which, in turn may be
employed to shift the results out of the array, through the
output multiplexor 204, for example. The pixel output shift
register 214 may also receive the output of other ADCs
through the PIXIN input to the shift register 214. In this way,
the count results from a row of ADCs may be shifted out
through the output mutliplexor 204.

[0045] An ADC array may be employed, for example, in
high performance long-wave infrared (LWIR) imaging
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applications that demand wide area coverage, high SNR, and
high spatial resolution. In such an embodiment, a sensor
array equipped with a large format, cryogenically cooled
Hgl-xCdxTe focal plane array (FPA) with small pixels
would supply analog current-mode signals to corresponding
ADCs within an ADC array. The minimum useful pixel size
in such a sensor array will ultimately be driven by the optical
system. Advanced spectral sensors also demand very high
frame rates to collect hundreds of channels in a short period
of time. As previously described, conventional (analog)
FPAs are not well suited to meet all of these requirements.
Specific analog designs can target (and possibly achieve)
one or more requirement, but fail when simultaneously
targeting the most aggressive design parameters for LWIR
applications. Fundamental limitations on achievable well
depth (capacitor size) and the readout noise floor limit
practical scalability of conventional designs. Capacitor size
limitations require unnecessarily high frame rates to avoid
saturating pixels. Electronics noise and ringing limit the
amount of data that can be transmitted on a single output tap
to maintain the needed SNR and dynamic range. Attempting
to scale conventional analog technology to meet the most
demanding requirements leads to a high-power FPA with
many data output taps. This in turn leads to a large, massive,
and complex sensor system. A digital focal plane array that
employs an ADC array in accordance with the principles of
the present invention may exploit commercially available,
low voltage, and deeply scaled sub-micron CMOS pro-
cesses, and, thereby, significantly reduce costs, in addition to
providing superior performance. In an illustrative embodi-
ment, such as described in the discussion related to FIG. 3,
the charge accumulation capacitor, CAP, effectively defines
the magnitude of the least significant bit of the ADC and the
analog signal is digitized “on the fly,” as photoelectrons
generate charge, rather than waiting for charge accumulate
on a large capacitor which would define the full-scale value
of the ADC. By digitizing the signal while photoelectrons
are being collected, rather than after charge accumulation,
the need for large charge storage capacitors and highly linear
analog electronics is eliminated. The power dissipation and
noise problems associated with the analog readout approach
are also greatly reduced.

[0046] That is, for example, in a conventional, LWIR
analog, focal plane array a Hgl-xCdxTe photodiode array
may be mated to a Silicon (Si) readout integrated circuit
(ROIC). Photons absorbed within the active region of the
photodiode detector are converted to electrons, producing a
photocurrent. A conventional FPA integrates the current
during a frame period onto a large capacitor, producing an
analog voltage. The voltage produced on each capacitor,
within each pixel, is proportional to the light intensity
incident on the pixel. At the end of a frame period, one of
several possible methods is used to transfer the voltage value
for each pixel to an analog multiplexer and output driver and
the capacitor is reset. Off-chip electronics condition the
resulting analog date stream for quantization by an A/D
converter. In this architecture, the capacitor size determines
the most significant bit (MSB), and the off-chip electronics
determine the least significant bit (LSB) of the sensor.

[0047] In a digital focal plane array that employs an ADC
array in accordance with the principles of the present inven-
tion, the photocurrent drives a voltage-to-frequency (V/F)
converter. The input of the V/F converter consists of a very
small capacitor, which integrates the photocurrent. When the
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voltage reaches a pre-defined threshold level, a counter
within the pixel is incremented and the capacitor is reset.
The counter is incrementally increased throughout the entire
frame period. No additional off-chip electronics are needed.
At the end of a frame period, the digital counts for each pixel
are transferred to a digital multiplexer and output driver for
readout. In this architecture, the counter size determines the
MSB and the capacitor size determines the LSB of the
sensor. As previously described, a constituent ADC includes
a pre-amplifier 208, voltage-to-frequency converter 210,
sequential or non-sequential counter 212, and shift register
214. The shift register 214 may be employed for “snapshot”
imaging in high background applications. Shift registers 214
may be serially connected to adjacent ADCs in each row to
read out data bits. In snapshot mode, counters 212 within
each ADC in the array 100 can operate while data from the
previous frame is read from the array 100. In low back-
ground, long integration applications, the ripple counter 212
can be configured to count or shift values to adjacent pixels.
In this configuration, the readout operates in a burst mode
with little loss of signal. Significant reduction in ADC area
can be achieved when the readout can operate in burst mode.
In this illustrative embodiment, a ripple counter configura-
tion was chosen over a synchronous counter because of its
lower power consumption; every bit of a synchronous
counter would be clocked at every V/F converter pulse. A
ripple counter only clocks an average of two bits per pulse.
The dynamic D flip-flop structures were built using true-
single phase clock (TSPC) logic. Other dynamic D flip-flop
designs may be employed, although they will, typically,
consume more area. Using this design structure, one may
implement the design using 12 transistors per register cell,
making layout of an area-constrained design feasible. The
three logic control lines handle the reset of the ripple
counter, the load of the shift registers, and the clocking of the
shift registers to output the data from the previous integra-
tion period.

[0048] The schematic diagram of FIG. 3 provides a more
detailed illustration of an amplifier 100 and voltage-to-
frequency converter 102, such as may be employed in an
ADC array in accordance with the principles of the present
invention. Such an embodiment may be used in conjunction
with a photo-sensor array to form a readout integrated
circuit, or, if the photo-sensor array is also incorporated, a
digital focal plane array. In a photo-sensor array embodi-
ment, a photo-sensor would produce a current signal, AN,
that is representative of the photon flux impinging upon the
photo-sensor. In this illustrative embodiment, a photo-diode
PD produces a current in response to electromagnetic radia-
tion impinging upon the photo-diode PN. As is known in the
art, various types of photo-sensors may be employed to
sense energy of different electromagnetic wavelengths. Cur-
rent from the photo-diode PD is amplified by the pass
transistor PT. The amplified current from the pass transistor
is fed to the capacitor, CAP, where the charge is accumu-
lated, thereby increasing the voltage on the capacitor CAP.
In this illustrative embodiment, the pass transistor PT serves
as a unity gain current buffer and, consequently, the ampli-
fier exhibits unity gain. In this embodiment, the output of the
amplifier is a current signal. To accommodate the current
output of the amplifier, a current-to-frequency converter has
been substituted for the voltage-to-frequency converter of
FIG. 1.
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[0049] The capacitor voltage signal is routed to the voltage
to frequency converter 102, at the input to the first of four
inverters, INV1, INV2, INV3, and INV4, connected in
series. When the voltage on the capacitor CAP reaches the
threshold voltage of the inverter INV1, the output state of
INV1 switches (from “LOW” to “HIGH” in this illustrative
embodiment). The subsequent inverters in the string, INV2
through INV4, also switch and the output, PULSE, switches
state (from “LOW?” to “HIGH” in this illustrative embodi-
ment). When the signal PULSE goes “HIGH,” it turns on the
drain transistor, DT, which drains the capacitor, CAP. When
the voltage on the capacitor, CAP, is drained below the
threshold voltage of the inverter INV1, the inverter INV1, as
well as subsequent inverters in the chain (e.g., INV2, INV3,
INV4), change state, once again. The result of charging and
discharging the capacitor, CAP, is, therefore, in this illus-
trative embodiment, a positive-going output pulse. As pho-
tons continue to impinge upon the photodiode PD, the
capacitor will continue to charge to a voltage above the
threshold voltage of the inverter INV1, switch the state of
the inverters, be discharged by drain transistor DT, and,
consequently, produce more output pulses. The rate at which
photons impinge upon the photodiode is proportional to the
current produced by the photodiode and the rate at which the
capacitor, CAP, is charged is also, therefore related to the
rate at which photons impinge upon the photodiode PD. The
rate at which pulses are produced is proportional to the rate
at which the capacitor is charge and, therefore, the pulse rate
output is proportional to the rate at which photons impinge
upon the photodiode. The inverters INV2 through INV4 also
provide pulse-shaping for the output signal, PULSE. In an
illustrative embodiment, photocurrent is integrated onto the
capacitor, CAP, until the threshold of the first stage inverter
INV1 is reached. In this embodiment, the integration capaci-
tor, CAP, is in the single-digit femtofarad range to meet a 10
kHz frame rate requirement with the appropriate input
photocurrent. The capacitance value may be achieved, for
example, by using the parasitic capacitance of the first
inverter gate. In some applications, in the visible range, for
example, it may be advantageous to charge the capacitor
CAP at a higher rate for a given photo flux. An avalanche
photodiode may be employed in order to charge the capaci-
tor at a greater rate for a given photon flux. Additionally, the
“effective capacitance” of the capacitor CAP may be
reduced, allowing a smaller photon flux to switch the first
inverter stage, by discharging a capacitor to a predetermined
threshold level. A current mirror with gain or other amplifier
with gain can be used as well.

[0050] Turning now to FIG. 2, as previously described,
photocurrent from a detector, such as detector 202, drives
the voltage-to-frequency converter through a preamplifier
208. A wide variety of pre-amplification techniques are
compatible with an ADC array in accordance with the
principles of the present invention (and readout integrated
circuit and digital focal plane array that employ such an
ADC array). Since the preamp is reset on each L.SB, linearity
is not a major issue as long as it is stable. In this illustrative
embodiment, the voltage-to-frequency converter produces a
pulse stream that is used as an asynchronous clock to drive
the counter. At the end of a frame period, the digital number
in the counter 212 is transferred to the shift register 214 and
then to a 16:1 digital multiplexer 304 located at the edge of
the unit cell array. In this illustrative embodiment, the
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multiplexer maximum output data rate (2.5 Gbps) was
chosen for compatibility with off-the-shelf receiving elec-
tronics.

[0051] The signal to noise ratio achievable with a digital
focal plane array in accordance with the principles of the
present invention can be calculated from Eq. 1. The effective
number of bits (ENOB) is a convenient figure of merit for
comparing the digital focal plane array performance to
existing sensor systems and commercial ADC products. The
ENOB describes the SNR of the system, understated sam-
pling conditions, relative to the quantization noise of an
ideal ND converter. The ENOB specification for a real ND
converter is always lower than the maximum bit depth.

1 Eq. 1
SNR =
Loy L Jevgrares &2
N2 " nerve | RIIN
ENOB = log,(SNR) — 1.79 Eq. 2

Where N is the decimal count value read-out from the pixel,
C is the effective input capacitance into the V/F converter, V
is the threshold voltage of the V/F converter, q is the
electronic charge unit, k is Boltzmann’s constant, T is the
temperature, e, is the input referred voltage noise density of
the preamp, R is the detector shunt resistance, and t is the
frame integration time. The model considers quantization,
kTC (associated with resting a capacitor), preamp, and shot
noise.

[0052] As illustrated in the block diagram of FIG. 4, an
ADC array 400 in accordance with the principles of the
present invention may include circuitry that permits the
orthogonal transfer of conversion results throughout the
array. Each block within the illustrative array, such as block
402, represents an ADC. Digital results from each ADC may
be transferred through a column transfer 404 and/or through
a row transfer 406. In this manner, any result from any ADC
within the array 400 may be transferred to any other ADC
within the array 400; such transfer capability is what is
referred to herein as orthogonal transfer. Such an orthogonal
transfer capability provides an element of digital signal
processing operation to the array 400 that permits the array
to convert a plurality of analog signals to digital signals, then
perform digital processing on the resulting digital signals.
Data-handling circuitry 408 may be configured to provide
additional data operations on the digital results of ADCs
within the array 400. Serial output taps 410 may be
employed to send the processed signals, for example, to an
analyzer for computation and analysis. The analyzer may
take the form of a core microprocessor, a microcontroller, or
a general purpose or special function computer, for example.
[0053] In an illustrative embodiment the ADCs are imple-
mented as single slope ADCs that convert photocurrent into
a corresponding count. In such an embodiment, the readout
of data is accomplished by clocking shift registers holding
the stored count value in each pixel. Each counter could be
buffered to a second register within the pixel or configured
to readout directly. Each pixel shift register is configured to
readout to any one of four orthogonally neighboring pixels,
input by a controller. This orthogonal data transfer structure
(OTS) is used to transfer count values from the unit cell to
other unit cells (for signal processing purposes) or off the
array (for readout). At the end of a frame period, the bits
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accumulated in the counter can be transferred to the counter
of any other pixel by combining appropriate column and row
shifts. Data, either raw or processed, are transferred off the
edge of the array to data handling structures for further
processing or direct readout.

[0054] The block diagram of FIG. 5 illustrates an ADC
implementation 500 such as may be employed within each
of'the cells 402 of an ADC array 400 in accordance with the
principles of the present invention. In this illustrative
embodiment, a photodiode 502 generates a current in
response to impinging electromagnetic radiation. An ampli-
fier 504, which may be, as previously described, a direct
injection, buffered direct injection, source-follower, or tran-
simpedance amplifier, amplifies the photocurrent produced
by the photodiode. A voltage to frequency converter 506
converts the signal to a digital frequency signal, and a
counter 508 counts the digital frequency signal. In this
illustrative embodiment, the counter 508 is an up/down
counter. The combination of orthogonal transfer capability,
up/down counting, and the ability to select integration times
(for example, simply by reading the ADC results at intervals
of interest) provides the elementary functions required for
digital signal processing. By controlling the accumulation
time, the number and direction of counts, and the number
and direction of shifts, the ADC array itself may be
employed as an array-wide digital signal processor.

[0055] Using these elementary operations, digital signal
processing functions included within the ADC array may
include digital filtering, such as spatial or temporal filtering,
autonomous digital threshold detection, time-domain filter-
ing, including high-pass or low-pass filtering, and data
compression, using, for example, Decimation. In an illus-
trative embodiment, the up/down counter 508 is a linear
feedback shift register that is configured to perform both
counting and data transfer operations. The linear feedback
shift register is configured to either increment or decrement
the sequence provided by the voltage to frequency converter
within the same cell, or shifted into the cell from another
ADC cell under control of signal that may be provided
locally (“on-chip” in a single integrated circuit implemen-
tation) or remotely (“off-chip,” which could be, for example,
on an accompanying controller in a hybrid implementation,
for example).

[0056] In an illustrative embodiment, an ADC array in
accordance with the principles of the present invention may
be configured to accept and convert analog signals that are
spatially mapped to the arrangement of ADCs within the
array. The spatial mapping may be, for example, a one-to-
one mapping, with signals arriving at the top left ADC
within the array originating at a corresponding location
within an array of signals, the signal arriving at the bottom
right ADC within the array originating at a corresponding
location within an array of signals, and so on. In an inte-
grated circuit embodiment, an entire ADC array may be
implemented using a silicon CMOS process, for example. A
digital focal plane array in accordance with the principles of
the present invention, one that employs an ADC array in
accordance with the principles of the present invention, may
be a monolithic integrated circuit device, with detectors and
readout integrated circuit formed in a single device, or it
may be implemented as hybrid device, with the array of
amplifiers, voltage to frequency converters, and counters all
implemented in a single integrated circuit (using Silicon
CMOS technology, for example) and mated, with a photo-
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detector array using, for example, bump bonding. In such an
illustrative embodiment, one in which an ADC array in
accordance with the principles of the present invention is
employed as a readout integrated circuit that operates in
conjunction with a photosensor array, each of the ADCs
within the array may occupy no more area than the area
consumed by each of the corresponding photosensors.

[0057] Inan illustrative embodiment an all-digital readout
integrated circuit in accordance with the principles of the
present invention may be used in conjunction with a cryo-
genically cooled infrared detector array, with connections
between the detector array and the ROIC made via indium
bump bonding. The hybrid device thus formed is referred to
herein as a digital focal plane array. In an illustrative
embodiment, the detector array senses incoming optical
radiation in the infrared region of the spectrum (2-20
microns) using photodiodes to create currents that are pro-
portional to the optical radiation impinging on the photo-
diodes. That is, each photodiode (also referred to herein as
a pixel) in the detector array produces a current that is
proportional to the photon flux impinging upon it. Each
photodiode in the array has associated with it a unit cell in
the ROIC. The current in each photodiode is collected in the
photodiode’s associated unit cell within the ROIC. The unit
cell electronics integrate the charge and produces, via an
analog to digital converter (ADC), a digital number(DN)
that is proportional to the total charge accumulated over the
frame period. In this illustrative embodiment, the DN for
each pixel is then shifted to the edge of the ROIC and
multiplexed with other DN’ associated with other pixels for
serial transfer off the array. By digitizing the signal while
photoelectrons are being collected, rather than after charge
accumulation, the need for large charge storage capacitors
and highly linear analog electronics can be eliminated. The
power dissipation and noise problems associated with a
conventional, analog readout, approach are also greatly
reduced. Additionally, this approach permits operation with
circuitry that operates from a lower level power supply,
because the dynamic range requirements associated with
conventional systems needn’t be maintained. Permitting
operation with lower-level power supplies permits the use of
Integrated Circuit processes that offer much smaller feature
sizes, thereby further enabling the ADC and readout cir-
cuitry to be packed within an area less than or equal to the
area consumed by the associated photodiode. Simplifying
the unit cell preamplifier offers considerable power savings
for large arrays.

[0058] In this illustrative embodiment, the capacitor is
sized to define the least significant bit of the ADC. In this
way, the size of the capacitor may be kept to a minimum,
thereby significantly reducing the area required for the
analog to digital conversion. In this illustrative embodiment,
the analog to digital conversion is achieved via a voltage-
to-frequency converter in which a predetermined amount of
photocurrent charges the capacitor to a level that produces
an output pulse and resets the capacitor. The output pulses
are counted and the count in a given time period corresponds
to the amount of photocurrent and, correspondingly, the light
flux impinging on the associated photodiode. In this way, the
illustrative embodiment of a DFPA in accordance with the
principles of the present invention, digitizes the signal while
photoelectrons are being collected, rather than after charge
accumulation.
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[0059] A system and method in accordance with the
principles of the present invention may be employed to form
a DFPA that includes a Nyquist-rate ADC formed wholly
within the area of the ADC’s associated detector or, pixel,
pitch. In such and embodiment, each of the ADCs may
operate independently of the other ADCs associated with
other photodiodes. In accordance with the principles of the
present invention, the detector elements may be monolithi-
cally fabricated photodiodes in a unit cell, a hybridized
complementary metal oxide semiconductor (CMOS) photo-
diode array, a hybridized charge coupled device (CCD)
detector array, or a linear mode photodiode (APD) array, for
example.

[0060] In accordance with the principles of the present
invention, on-chip processing leverages Digital Focal Plane
Array (DFPA) technology to allow application of linear
image processing filter kernels to be applied to a scene
image prior to image data readout. Temporal filters and
space-time filters can also be implemented. On-chip digital
signal processing can provide capabilities useful in a number
of imaging applications; spatial filters can be used to sup-
press background clutter, improve signal-to-noise ratio,
improve image utility (e.g., through image smoothing or
edge enhancement) and to identify objects of interest within
a large scene. Temporal filters can be used for change or
flash detection. When a region of interest is identified a
detection flag may be set and communicated off the FPA; off
chip data rates may be dramatically reduced. In many cases,
the DFPA may operate autonomously, identifying scenes or
objects of interest within a scene, for example.

[0061] Combining the focal plane array detection, analog
to digital conversion, and signal processing electronics into
a massively parallel architecture simplifies the overall sys-
tem design and enables the production of resource-efficient
sensors (i.e., sensors which minimize mass, volume and
power requirements). The DFPA processing is achieved
without the use of traditional digital adders or multipliers;
rather the DFPA manipulates both the integration time and
the sequential digital counters associated with every pixel to
achieve the desired functionality. Use of a DFPA for signal
processing can reduce overall system complexity by elimi-
nating the need for most (if not all) of the traditional
hardware required to perform digitization and processing
tasks, i.e. discrete ADCs, memories, and processors.
[0062] Uncompensated material non-uniformity in dark
current and QE, as well as the high incidence of non-
responsive pixels may diminish the utility of on-chip signal
processing. An apparatus and method in accordance with the
principles of the present invention overcomes such
obstacles.

[0063] A digital focal plane array in accordance with the
principles of the present invention may be applied to diverse
imaging system applications. Such an array may be applied,
for example to surveillance applications. Surveillance appli-
cations may include, for example, a compact visible band
imager capable of autonomous change detection and object
class identification. On motion detections, the sensor could
log the object class of the mover (e.g., large or small vehicle,
walker, fast, slow, etc.). Or, the DFPA may be used in a VIS
band spectrometer capable of continuous and autonomous
spectral match filtering to a predefined library of spectra. It
could trigger on change detections and log the presence of
military painted vehicles as an example. Another surveil-
lance application is that of a LWIR spectrometer for standoff
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remote sensing. It could be a grating or FTIR spectrometer.
The DFPA could be used to remove background spectra in
real time, eliminating a significant downstream processing
step. Spectra or interferograms may be match filtered using
the DFPA for detections without the use of any additional
processors. As another example of a surveillance application
for which the DFPA is suitable, the flash detection capability
of the DFPA may be employed to identify the location of
photonic transmitters in a large scene based on encrypted
patterns of emitted photons. The very compact DFPA-based
receiver could autonomously detect and process the flash
patterns emitted from the transmitter to identify apposition
in a very large field. The data read from the array could be
massively compressed to ID map displays alone. In each of
these illustrative embodiments, no processors or large
memory arrays are required.

[0064] The DFPA architecture can be broken into four
distinct subcomponents: a photo-sensitive detector array
(PDA), unit cell electronics (UCE), orthogonal transfer
structures (OTS), and data handling structures (DHS). A unit
cell in accordance with the principles of the present inven-
tion may be employed to both overcome the low signal
current presented by visible-band photodetectors and to
enable a uniform pixel-to-pixel response. Pixel-to-pixel
response non-uniformity, due to variations in both the detec-
tor and unit cell electronics, is of paramount importance to
on-chip processing performance.

[0065] The photo-sensitive array converts incident pho-
tons to an electrically detectable signal. As will be described
in greater detail below, a digital focal plane array in accor-
dance with the principles of the present invention may
employ a variety of photosensors each of which is suitable
for a particular wave band. In an illustrative embodiment,
visible waveband silicon photodetectors may be employed.
In such an embodiment, the detector elements may be
monolithically fabricated photodiodes in each unit cell, a
hybridized CMOS photodiode array, a hybridized CCD
detector array, or a linear mode APD array, for example.
While building the device monolithically is the simplest and
most economical option, the optical fill factor in such an
embodiment may be exceedingly small and the resulting
performance of such an implementation may have relatively
limited application.

[0066] In the illustrative embodiment of FIG. 6, a single-
slope ADC unit cell 600 contains a preamplifier 602, capaci-
tor 604, comparator 606, bidirectional sequential counter
608, and reset circuitry 610. In this illustrative embodiment
frame data collection begins by enabling the counters asso-
ciated with each pixel 612 (also referred to herein a detector)
to start counting. In this illustrative embodiment, the sequen-
tial DFPA counters are bidirectional, i.e., they can either
increment or decrement the sequence depending on external
control signals. The counters may also be designed to
roll-over at the maximum/minimum count value, so a coun-
ter configured to decrement the sequence on initialization
will simply count down from the counters maximum value
(4096 for a 12 bit counter).

[0067] In this illustrative embodiment, the count rate is
driven by one clock supplied from the periphery of the chip
(a ring oscillator or input from off-chip). The photodiode
612 detects incoming photon flux and converts it to photo-
current. The current is integrated onto capacitor 604 through
a preamplifier 602. The capacitor voltage is monitored with
comparator 606. When the voltage on a capacitor 604
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reaches the user-defined threshold voltage, globally supplied
to each pixel from the periphery of the array, the counter 608
is disabled, latching the latest count value. Pixels supplying
a large photocurrent to the capacitor will reach this disable
state quickly, while low-signal pixels will count longer.
[0068] Many counting schemes are compatible with the
DFPA. The best choice depends on trades between power
and area requirements. An illustrative embodiment employs
a ripple counter DFPA pixel. In that embodiment a separate
buffer register in each cell may be used as a memory to store
counts from the ripple counter and also to transfer data
off-chip. A linear feedback shift register (LFSR) can more
easily be configured to perform both counting and data
transfer functions. Fither can be configured to increment or
decrement the sequence depending on an external control
signal. The counters may be configured to count by any
number, including one.

[0069] As previously noted, in an illustrative embodiment
the ADCs are implemented as single slope ADCs that
convert photocurrent into a corresponding count. In such an
embodiment, the readout of data is accomplished by clock-
ing shift registers holding the stored count value in each
pixel. Each counter could be buffered to a second register
within the pixel or configured to readout directly. Each pixel
shift register is configured to readout to any one of four
orthogonally neighboring pixels, input by a controller. This
orthogonal data transfer structure (OTS) is used to transfer
count values from the unit cell to other unit cells (for signal
processing purposes) or off the array (for readout). At the
end of a frame period, the bits accumulated in the counter
can be transferred to the counter of any other pixel by
combining appropriate column and row shifts. Data, either
raw or processed, are transferred off the edge of the array to
data handling structures for further processing or direct
readout.

[0070] Many data handling structures (DHS) are compat-
ible with the OTS. As previously noted, a parallel to serial
multiplexer may be employed to serialize the low-rate array
data to as few as one high-rate output tap. A fast shift register
also can be used to burst data at a high rate as it is being fed
into it from slower row shift registers. Additionally, logic
operations can be performed on the data stream. These
operations may be performed prior to multiplexing. Such
logic operations may be used, for example, for thresholding
data for match filtering. Thresholding may be employed to
reduce power and data rate. For example, by thresholding
data, then transmitting only detections, the DFPA’s power
and data rate may be significantly reduced.

[0071] A DFPA in accordance with the principles of the
present invention may function as a real-time image or
signal processing element or as a traditional imager. As a
traditional imager, the DFPA’s counters accumulate the
signal for a frame period and directly readout the raw digital
count values and, at the end of a frame period, the digital
counts are transferred off the array by the OTS. The addition
of image or signal processing may be implemented by
utilizing the orthogonal transfer and bi-directional counting
features of the DFPA, and many digital signal processing
algorithms can be implemented directly on the imaging chip,
in real time, and prior to reading out any data. Conventional
focal planes must readout data to a processing unit or
computer to perform image processing tasks. The kinds of
operation for DFPA real-time processing may be categorized
as static or dynamic. Static operations manipulate the data
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collected on a static scene in order to implement a linear
digital filter operation on the data. The filter kernel could be
predetermined to process the data in a way to identify
features of interest. The operation can be spatial or spectral
depending on the type of sensor. The simplest example of a
static operation is a high pass image processing filter to
identify edges in a scene. Dynamic operations manipulate
the data collected from a changing scene to produce the
desired filtering effect. The scene may be dynamic due to
action within the scene itself or due to sensor field of view
motion (controlled or uncontrolled). The simplest example
of'a dynamic operation is a change detection filter to identify
moving or flashing objects in a scene.

[0072] Static operations may be based on the principle of
convolution, which can be accomplished on the DFPA in
real-time by manipulating the integration time, count shift
position on the imaging array, and counting sequence direc-
tion (increment or decrement). The convolution coefficient
amplitudes are defined by the integration time. The sign is
controlled by count direction. The extent of the convolution
kernel is defined by the number and direction of transfers
between each integration period.

[0073] These operations effectively convolve the kernel
with the entire image prior to readout. Filters for edge
detection, smoothing, differentiation, etc. can easily be per-
formed on the DFPA. In an illustrative embodiment, the
scene must remain stationary for the entire time required to
implement the filter. Using the convolution function, it is
possible to develop a filter kernel for cross-correlation of
objects in the scene. Also, the correlated image can be
thresholded by the compare logic in the DHS for detections.
The array could readout the raw cross-correlation image, or
detections alone.

[0074] A similar operation can be carried out in one
dimension. Grating based instruments typically use an imag-
ing array to detect the dispersed spectrum of an image scene.
There is a spatial and spectral dimension to the data on the
FPA. Cross correlations to known spectra can be calculated
by manipulating shifts, count direction, and integration
times appropriately. A similar operation could be carried out
using spectrometers based on dispersive elements or possi-
bly circular or linear variable dielectric filters.

[0075] Dynamic operations use scene motion, either
planned or not, to accomplish a goal. The goal might be to
detect changes in pixel values to detect a flash or object
motion. A very simple, but powerful filter for change detec-
tion can be implemented by integrating for a frame period
with the counters configured to increment the count, and
then integrating for the identical period with the counters
configured to decrement the count. The resulting image is
nominally zero everywhere, except where there was a
change in the scene (e.g., object motion). The filtered data
could subsequently be processed by the DHS to produce a
velocity estimate for moving objects in the scene.

[0076] Alternatively, DFPA dynamic operations could be
utilized solely to simplify sensor design. The DFPA could be
configured to electronically track the scene using control
inputs from an inertial measurement unit (IMU), or other
platform stability measurement system. Pointing jitter
requirements on a long range camera may be reduced
because the DFPA can stabilize the image electronically. In
this scenario, the IMU controls how to transfer count values
within the array between sub-frame collections.
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[0077] In another illustrative embodiment, the DFPA
employs the up/down count feature for background subtrac-
tion. This is particularly important in the IR waveband
where background radiance can be quite high. To accom-
plish background subtraction in real time requires the sensor
to ping-pong between the target and reference scene. In
targeted standoff FTIR spectroscopy for example, the sensor
could ping pong between a target (while adding signal to the
counters) and a nearby region of the same scene (while
subtracting signal from the counters) for every point in the
interferogram. The resulting spectrum (upon FFT) will
depend only on the transmission and temperature of the
targeted material. The background subtraction is a signifi-
cant step in the data processing, and is eliminated using this
technique.

[0078] In some applications, an image sensor is subjected
to ionizing radiation (such as X-ray or gamma radiation).
Such radiation generates additional electron-hole pairs in the
photodetector, which then sum in with the photocurrent. Any
excess charge that does not go into the input of the pixel of
origin will bloom into adjacent pixels.

[0079] For areset to voltage in the illustrative embodiment
of FIG. 6 (including reset to ground), if the reset pulse
duration is determined by the time necessary to untrigger the
comparator 602, then a pixel 612 that receives a sudden
spike of photocurrent due to ionizing radiation, for example,
will not be reset until that excess charge is passed to the reset
supply. This serves as an antibloom feature, while only
resulting in a single pixel count. In this case, the reset to
voltage approach may be directly inserted into an applica-
tion that is subject to ionizing radiation.

[0080] For a charge balance approach to ADC, in cases
where the input signal varies quickly with time, the sub-
tracted charge may not be sufficient to un-trigger the ADC’s
comparator, i.e. the input to the comparator may remain
high. To accommodate this case, the comparator output may
be used to control an oscillator that will repeatedly pulse a
charge subtract circuit until enough charge has been sub-
tracted. It may also pulse the counter 608. If the counter is
pulsed, then a true measurement of a large short duration
charge packet may be obtained. If it is not pulsed, then large
short duration pulses are rejected.

[0081] For other ADC implementations, where the reset
itself does not necessarily sink enough charge to handle a
short duration pulse, a gamma noise mitigation clamp may
also be added, as illustrated in FIG. 7. In this case, if the
input signal Idet gets too high, it is sunk through the clamp
path through clamp diode 702. The clamp may be imple-
mented using a variety of devices, including diodes and
MOS. The purpose of the clamp is to set a maximum voltage
on the integration capacitor 704 that is above the threshold
of the comparator 706 so that it does not affect normal
operation of the ADC. For large input current pulses, excess
short-duration photocurrent pulses may be bled off through
the clamp. In this illustrative embodiment, a short duration
is a pulse that is less than on the order of the ADC pulse
period. Short duration pulse suppression in accordance with
the principles of the present invention may be employed to
suppress transients due to a wide variety of causes, including
sudden, short flashes of light; gamma noise suppression is
only one application.

[0082] The block diagram of FIG. 8 illustrates a pulse
width modulated ADC (also referred to as a SSCD analog to
digital converter) such as may be employed within the ADC
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array of a digital focal plane array in accordance with the
principles of the present invention. Such an ADC may be
employed, for example, in lower-level signal applications.
With lower-level signals, an integration capacitor and ref-
erence voltage may be more readily sized to accommodate
the maximum anticipated signal. In this illustrative embodi-
ment, photocurrent is integrated through a preamplifier 800
onto a capacitor 802, creating a voltage ramp. A synchro-
nous global clock distributed to every pixel increments a
sequential counter 804, nominally decrementing the count
value. The count direction can be controlled via the “Up/
Down Count Select” input. The counter value is latched
when the ramp voltage is equal to a reference voltage
supplied to a comparator 806. Nssc can be calculated from
detector and source parameters.

CVf,
i, + 8qpA

Nssc =

It may be convenient to operate the device in a count-down
mode so that high flux values have higher digital count
values at the end of a frame period.

cvf,

Nsscp =28 —
$5CD i, + eqpA

Where £, the clock frequency, C the integration capacitance,
V the reference voltage, q the electronic charge unit, i, dark
current, ¢ quantum efficiency, ¢ incident flux, and A detector
area.

[0083] This ADC produces a non-linear transter function.
The plot of FIG. 9 shows NSSCD (counts) as a function of
photon flux (ph/cm2/sec) for a SSCD ADC implemented in
a digital focal plane array. The counts are inversely propor-
tional to the input flux. In many cases it may be desirable to
have an output count linearly proportional to the signal
current. In other cases, arbitrary transfer functions may be
desired. Logarithmic compression is a common compression
technique for viewing scenes with extremely large dynamic
range. By controlling either the reference voltage or fre-
quency, arbitrary transfer functions can be manufactured.
Depending on hardware limitations and signal to noise
requirements, it may be more advantageous to control the
reference frequency. The examples below assume frequency
control is the method utilized in-order-to achieve the desired
results.

[0084]
period:

Assuming constant current and flux during a frame

cv
Nsscp =2 = tiasen fe» tatch = ————
ip + eqpA

Tatch

fe=fo(t), Nsscp =2° —f fe(nde

0

A simple implementation of the above manipulates the clock
frequency to be proportional to the inverse of time raised to
an arbitrary power.
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fo fo
fe() = =, Ngs¢c =| —=—— + const|, ol
© a _w)lerclh
cv e o,
Ngscp =28 _((io +£q¢A) ((1 _w)]+const], azl

a is arbitrary depending on the desired transfer function. A
linear transfer function can be obtained with a=2.

[0085] A linear transfer function can be obtained with
a=2, as illustrated in the graph of FIG. 10. Other arrange-
ments can be used to gain the desired transfer function as
illustrated by the traces of FIG. 11 in which, a=1.5 (upper),
2 (middle), 2.5 (bottom). A logarithmic function can also be
approximated with a=1:

Jo
felt) = = Nssc = (fo - 1nltgaren| + const)
Ngscp =20 (f ln( v )+ z)
sscp = o T+ eqpA cons:

[0086] In illustrative embodiments of a digital focal plane
array in accordance with the principles of the present inven-
tion, in the unit cell ADCs the charge integrated onto the
integration capacitor causes a voltage to be developed on the
integration node. This voltage is sensed by a comparator
circuit. An illustrative embodiment of a comparator is a
CMOS inverter, in which the input voltage is compared with
the inverter switching threshold. Many other comparator
structures are known to the art. A differential amplifier may
be used to allow comparison with a reference voltage. One
example of this type of configuration is an operational
amplifier operated as a comparator circuit. Such a compara-
tor may also be implemented with hysteresis.

[0087] As illustrated in the block diagram of FIG. 12 in an
illustrative embodiment, the comparator circuit may be
clocked to reduce static power. The clock frequency must be
sufficiently greater than the expected current-mode V-to-f
output frequency so as to not significantly affect the quan-
tization noise error. This clock may be globally distributed,
generated in the pixel or pixel neighborhood using an
oscillator circuit such as a ring oscillator, or generated
locally based on the V-to-f output of the pixel. In an
embodiment of the latter case, the comparator clock is a
frequency multiplied version of the V-to-f clock, allowing
for per-pixel adaptation of the comparator clock frequency
with illumination intensity.

[0088] In an illustrative embodiment in accordance with
the principles of the present invention, orthogonal data
transfer among unit cells may be accomplished in a variety
of ways. As described in the parent application to this, a 1:4
multiplexer may be employed to accomplish the orthogonal
transfer. Other embodiments are contemplated within the
scope of the invention. For example, counters capable of
serial transfer in two directions and N-bit column parallel
connections between counters may be employed. In the
schematic diagram of FIG. 13, the diode current is direct-
injected onto the integrator node, but other injection
schemes such as buffered direct injection (BDI), share
buffered direct injection (SBDI) source follower per detector
(SFDI) capacitive feedback transimpedance amplifier
(CTIA), etc. can also be used. These injection schemes are
known in the art. In this illustrative embodiment, the photo
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detector 1302 generates a current proportional to the light
intensity. The current is integrated onto a capacitor 1304
generating a voltage ramp. When the voltage on the capaci-
tor reaches Vref, the comparator 1306 resets the capacitor
voltage to Vrest and increments or decrements the counter
1308 by one count. Assume that the input (diode) current
always is being integrated on the capacitor top plate (even in
reset). When the capacitor voltage is reset, the capacitor is
charged from the comparator trip point by a voltage AV

AV=t_pulse*(I_ref-I_in)/C

where t_pulse is the width of a constant-width pulse gener-
ated at each comparator trigger. (This can be implemented
by generating a constant width pulse at each rising com-
parator output edge.) Then, the integration is effected with
AV on the cap as the initial voltage. The reference source is
disconnected during integration. The comparator trip point
is reached after

T_int=AV/(I_in/C)

substituting in AV:

T_int = (t_pulse* (I_ref — [_in)/C)/(Iin/C_int) =t_pulse* ([_ref/I_in— 1)

The output frequency is

f out= 1/(t_pulse+T int) = [ in/(t pulse*I ref)

This allows for a Current mode V-to-f that is ideally not
dependent on C_int or V_ref. The count direction (increment
or decrement) is controlled by the user, and input from the
up/down select line. After a frame period, the count values
are transferred serially out of the pixel. The 1:4 mux routes
the digital values to one of four neighboring pixels, as
determined by the values presented by the orthogonal trans-
fer selection lines.

[0089] The block diagram of FIG. 14 provides a general-
ized view of a charge balancing ADC such as may be
employed in a digital focal plane array in accordance with
the principles of the present invention. A switched current
source is merely one embodiment of a charge subtraction
implementation 1400. This subtracted charge Q_ref is
equivalent to the t_pulse®]_ref for the switched current
source embodiment. Any method of subtracting a fixed
charge packet from the integration node can be applied to
this approach. Some alternate embodiments include, for a
CCD implementation, for example, “fill and spill” charge
generators, diode cutoff charge generators, and static
double-sampling charge generators, and dynamic double
sampling charge generators. Many commercial CMOS pro-
cesses allow for formation of these charge packet generation
structures. In operation with a digital focal plane array in
accordance with the principles of the present invention, the
charge metered out by the CCD charge generator is output
onto the integration node. The polarity is selected so that the
fixed charge packet it subtracted from the integrated photo-
current with each comparator trigger. CCD charge genera-
tors are known and described, for example, in, C. H. Sequin,
“Linearity of electrical charge injection into charge coupled
devices,” IEEE J. Solid State Circuits, vol. SC-10, pp. 81-92,
April 1975; and S. A Paul and H. S. Lee, “A 9-b Charge-
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to-Digital Converter for Integrated Image Sensors,” IEEE J.
Solid State Circuits, vol. 31, No. 12 December 1996, which
are hereby incorporated by reference.

[0090] The circuit diagram of FIG. 15 provides an illus-
tration of an alternate embodiment of a charge subtraction
circuit such as may be employed in a digital focal plane
array in accordance with the principles of the present inven-
tion. Clocks phil and ph2 are generated based on the
comparator output and are non-overlapping. The switches
swl, sw2, sw3, and w4 may be implemented may be
implemented as NMOS, PMOS, or CMOS passgates, for
example, and the clock polarity is selected to control the
passgate implementation.

[0091] During the integrated period of the pixel, phl is
high and ph2 is low. The voltage at the source of the cascade
transistor M1 is Vs_ml V_cascode-V_th, where V_th is the
threshold voltage of M1. SW1 and SW2 are open, and SW3
and SW4 are closed. C1 is thus charged to Q1=C1 (VRSTP-
VRSTN).

[0092] At a pulse event, phil transitions to O and phi2
transitions to 1. To avoid direct conduction through SW1
and SW4, this transition is non-overlapping, ensuring that
both switches are off for a short duration during the transi-
tion. The charge Q1 on the capacitor C1 plus a charge
sharing charge determined by Vs_ml, VRSTN, and the
parasitic capacitance on the component terminals is output
as Q_out.

[0093] The charge sharing charge contribution may be
minimized, if desired, by generating VRSTN using a unity
gain buffered version of V_ml. This unity gain buffer may
be clocked or filtered to avoid passing the short-duration
transient negative pulse on Vs_ml that occurs when Q_out
is output.

[0094] In cases where the input signal varies quickly with
time, the subtracted charge may not be sufficient to un-
trigger the comparator, i.e. the input to the comparator may
remain high. This occurs when [>Q_ref/T_min=]_max,
where T_min is the minimum charge subtraction pulse
period. To accommodate this case, the comparator output
may be used to control an oscillator that will repeatedly
pulse the charge subtract circuit until enough charge has
been subtracted. Illustrative embodiments of such charge
balanced converters are depicted in the schematic diagrams
of FIGS. 16A and 16B. The comparator may also pulse the
counter. If the counter is pulsed, then a true measurement of
a large short duration charge packet may be obtained. If it is
not pulsed, then large short duration pulses are rejected. This
is useful for cases such as gamma noise rejection, for
example. An alternative approach is to limit the current input
into the circuit to I_max, with excess current bled off. As
previously described, this may be done using a clamping
circuit in which the clamp path turns on when the charge
subtraction circuit can no longer keep up with the input
current.

[0095] A digital focal plane array in accordance with the
principles of the present invention may be used to correct
both pixel offset and gain non-uniformity. Offset correction
is accomplished by frame differencing of the scene and
reference background. Gain non-uniformity can be compen-
sated by modulating the scene image position on the DFPA.
By moving the scene and corresponding pixel array on the
DFPA, the gain is averaged over several pixels. The number
of positions required to compensate for gain non-uniformity
depends on the statistics of the phenomenon. Widely varying
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gain, from pixel to pixel, will require many unique image
positions. The spatial correlation length of the non-unifor-
mity will determine the extent (Amplitude) of the modula-
tion.

[0096] A DFPA in accordance with the principles of the
present invention may be employed in a very wide range of
imaging applications across the sensing spectrum (VIS-
VLWIR). In such embodiments, DFPA readout circuit is
mated to the detector material appropriate to the spectral
range of interest. The graph of FIG. 17 illustrates examples
of detector types that may be mated with the DFPA for
operation in corresponding wavelength bands. Once a detec-
tor material is chosen, particular operating parameters are
determined for proper operation including: Bias voltage,
Well size, Dynamic range, Bias polarity, and Integration
time. Although conventional readout integrated circuits exist
to support a range of applications in various spectral bands,
high performance devices typically require a tailored design.
In particular, it is generally not feasible to support low signal
visible band applications (using a Si PIN photodiode detec-
tor array) and high signal longwave infrared applications
(using a HgCdTe diode array) with the same readout device.
Dynamic range considerations drive the design of the unit
cell to optimize well depth and preamplifier design. With a
DFPA, it is possible to build a device that can be arbitrarily
configured to support high performance imaging ubiqui-
tously. One device can support any of the common detector
technologies and still perform with signal or detector limited
performance. For applications requiring large well depth a
V-to-F converter can be used. For low signal applications
requiring small wells and very low noise, a single- (or
possibly dual-) slope converter can be employed. The unit
cell can be configured to operate in either configuration upon
command. Also, the detector polarity (p on n or n on p
diodes) can be accommodated in a similar selectable man-
ner. Additionally, the unique orthogonal transfer and data
processing capabilities of a digital focal plane array in
accordance with the principles of the present invention
provide capabilities, including signal processing, far beyond
those of conventional readout integrated circuits.

[0097] The count sequence of a focal plane array in
accordance with the principles of the present invention is, in
an illustrative embodiment, configured to “wrap-around”,
i.e. when the digital value on the counter surpasses the
maximum value allowed by the counter, M. The value
following M is zero. Conversely, when counting down
(decrementing the counter) and the sequence reaches zero,
the next count in the sequence is M. Mathematically, a DFPA
pixel digital value reports the modulus (integer remainder)
after a division M, i.e. each DFPA pixel is a modulo M
counter:

C=N mod(M)

Where C is the digital number reported by a pixel at the end
of a data collect, N is the number of times the counter was
triggered during the data collect, and M is the length of the
counter’s digital number sequence. Also, A mod(B) indicates
the modulus of NB. For DFPA ripple counters, M=2?, where
b is the number of bits in the register. For maximum length
LFSR DFPA counters M=2°-1. Other designs may be
employed to generate arbitrary sequence length. Counters
that produce M=p*q sequence length, where both p and q are
prime numbers, is potentially of particular interest for appli-
cations regarding secure transfer of information using a
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DFPA to encrypt/decipher data such as described below. In
embodiments in which the inventive DFPA is used as an
optical imager, N and M can be written in terms of photons,
electrons, and detector parameters:

N= ﬂoor(%), M, = MG,
2

Where Ne is the total number of electrons counted during a
frame period, Ge is the number of electrons per count, and
Me is the number of electrons corresponding to counter
wrap around. Ne is determined from the source and detector
parameters

enAL N,
N = ﬂoo{ G, ], C= ﬂoor(a)mod(M),

Also Note: C = [ﬂoor(%)mod(%)]&z

The floor function indicates that Ne is a truncated integer
value. The counter only counts electrons in quanta of Ge.
Electrons not counted at the end of an integration period are
lost and attributed to quantization noise. Ge is the size of the
least significant bit of the analog to digital converter, also the
step size of the counter in electrons. The derivation of Ge
depends on the exact implementation of the pixel front end.
For a voltage to frequency converter front end as previously
described, Ge is given by:

v, At At
G, = —rd N = ﬂoo{ hadl ] C= ﬂoo{qu ]mod(M)
q CVir CVyp

Where C is the integration capacitance, Vref the reference
voltage, q the electronic charge unit.

For a dual slope converter front end as previously described,
Ge is given by:

i At At
G, = Lfﬂf N = ﬂoo{ ?oqr] ] ,C= ﬂoo{ ?oqr] ]mod(M)
q iref fref iref fref

As previously described, a digital focal plane array in
accordance with the principles of the present invention may
be configured to carry out image differencing. Image differ-
encing is used in various applications. One such use in
infrared imaging is background subtraction. The background
signal is often high and non-uniform. Removal of the
background is a common practice for IR image processors.
Often, due to limited pixel well depth on the focal plane
array imager, frames must be readout at a very high rate
simply to accommodate the high background, even though
the background information is ultimately disregarded. Pixel
well depth is a common figure of merit for IR focal plane
arrays.

[0098] Another application of image differencing is
change detection. Image differencing for change detection
can be used to determine the velocity of objects in a scene
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or to simply determine what is different in a scene from
some previous reference image. The DFPA can accomplish
image differencing

A-B=A4-B mod(M), if A-B<M

A-B mod(M)=4 mod(M)-B mod(M)
In terms of the DFPA:

€ = floa \{somgnm) — floo \{wsack ant]
G G

e e

At At
=[ﬂoo{wmn ]_ﬂoo{wmn )]mod(M)**
G, G,

_ P scene 1AL ¥ pact 147
= [ﬂoo{ G—e ]]mod(M) - [ﬂOO{G—E ]]mod(M)

At At
it [ﬂoo{wmg‘zn )—ﬂoo{wgagen )] <M

By utilizing this feature of the DFPA, a virtual well depth
can be defined. In conventional arrays, the well depth is the
amount of charge that can be accumulated before a readout
is required. The DFPA virtual well depth is also the amount
of charge the can be accumulated and digitized on-chip
before a readout is required. A readout is required when
A-B>M. When (A-B) exceeds M, the image in not recov-
erable without some a-priori knowledge of the scene or other
subsequent data processing performed on the image

Wyor = M Gg( 9 scene

] electrons
(9 scene = P Back

Since the scene varies from pixel to pixel and the gain (Ge)
also has statistical variation, the virtual well depth is speci-
fied for the worst case pixel:

& scene lmax

Wyire = MG | in ( ] electrons,

(P scome Imax =% Back )

assuming constant background flux current over the entire
array.

[0099] Various properties of the architecture of a digital
focal plane array in accordance with the principles of the
present invention may be exploited to encrypt and decipher
data. The modulo-arithmetic property of the DFPA has
potential use in public key cryptology. Modulo N arithmetic
is the basis of modern public key encryption schemes, such
as PGP. Also, a counter such as is used in an illustrative
embodiment of the DFPA may be configured as a pseudo-
random number generator. As previously described, Linear
Feedback Shift Registers (LFSR) may be employed as per
pixel counters in the DFPA. LFSRs produce a deterministic
pseudo-random count sequence and are the basis for some
encryption schemes, such as stream ciphers. Since the DFPA
architecture is realized as a 2-D array of digital devices that
are able to communicate data with each other, the DFPA may
be employed to encrypt data blocks in a manner similar to
the Advanced Encryption Standard (AES) and other block
cipher schemes. One advantage of using the DFPA for
encryption is that it is a small compact, low power receiver
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device that can encrypt and decipher large amounts of
parallel data quickly and without the use of an external
computer. Additionally, since a DFPA is (in one embodi-
ment) an imaging device, it may be convenient to use in
practice over a free space optical link. That is, for example,
the DFPA may be employed in a DFPA-based personal data
device that can be used in the exchange of secure informa-
tion integrated into a cell phone for example. The DFPA may
operate as the imager in one capacity (i.e. for picture taking
tasks), and as a secure data link to (i.e. to encrypt and
decipher personal information) in another mode of opera-
tion. When coupled to a DFPA, an LED dot matrix array,
LCD array, DLP, or similar array may be employed as a
transmitter/modulator, for example.

[0100] A DFPA in accordance with the principles of the
present invention may be configured to encrypt and decipher
in both imaging and non-imaging applications. The basic
difference in the two application areas is that imaging
employs a passive system that uses the DFPA as a receiver
to determine information about an unknown scene. Non-
imaging applications employ an active source (or sources) to
act as a transmitter for the DFPA receiver. In non-imaging
applications, the user may have control over both the trans-
mit and receive hardware.

[0101] In an illustrative embodiment a DFPA in accor-
dance with the principles of the present invention may be
configured to encrypt images in real time. There are a wide
variety of applications, including many commercial and
personal applications, in which images may be encrypted
before transmission. Since the DFPA can encrypt image data
as it is collected, there is no need for additional hardware to
perform this task. Current digital cameras for common
personal use, for example, have no capability to secure
image data. There are several possible mechanisms for
encrypting image data with varying degrees of security.
They may be, for example, based on pseudo-random
sequence and/or Modulo N arithmetic counters. In the
conceptual block diagram of FIG. 18, the DFPA is used to
capture an image and to encrypt it using a decipher key and
control electronics. In this illustrative embodiment, the
encrypted data includes an image header and pixel data
arranged according to the encryption scheme. Real-time
image encryption may be implemented as follows:

[0102] 1. Pseudo-random generator mechanisms for
encryption:
[0103] a. Secret but unchanging initial state
[0104] b. Secret and unique initial state per frame
[0105] c. Secret and unique initial state per pixel
[0106] d. Secret and unique initial state per frame and
per pixel
[0107] e. Secret LFSR polynomial coefficients (per

array or per pixel)

[0108] f. Reconfigurable polynomial coefficients (re-
configure secretly and uniquely per array, per frame
and/or per pixel)

[0109] g. Secret clocking after frame collect (similar to
random initial state a-d.)

[0110] h. Clocking with secret and unique spatial pat-
terns after frame collects.

[0111] 1. Clocking with secret and unique spatial pat-
terns and sequence count direction after frame collects.

[0112] j. Clocking with secret and unique spatial pat-
terns and sequence count direction and unique pixel
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shifts after frame collects. This is akin to the convolu-

tion of secret and unique 2-D filter kernels with the

image.
[0113] 2. Modulo N arithmetic (with sequential or pseudo-
random sequence counters)

[0114] a. Random clocking forcing multiple wrap
abounds
[0115] b. Random clocking forcing multiple wrap

arounds interleaved with random pixel shifts
The above techniques may be combined for enhanced data
protection. In each case encryption operations must be
deterministic. The pattern of operations will form part of the
deciphering key. The use of pseudo-random patterns offers
the potential to maximize entropy making successful attacks
more difficult. In each case the key can be predetermined and
kept by the receiver, or even contained within an image
header, i.e. a predefined set of digital words preceding the
actual image data in each frame. The image header typically
contains all the information needed to property display the
data; pixel format (LxW), bit depth, compression informa-
tion, etc. If contained within the header, the deciphering key
itself should be encrypted. The image header, if required,
can either be created on the DFPA device, in the DHS at the
array edge, or in ancillary processors, ASICs, or FPGAs that
may accompany the DFPA. The key, if required can be
created in the same manner and stored in the image header.
There are several possible header options:

[0116] 1. No Header (rules out some image encryption
schemes
[0117] 2. Header with no encryption (very low security)
[0118] 3. Header encoded with previously agreed upon
key
[0119] 4. Public key system

[0120] a. Header encoded using Private Key (anyone

with public key can read)

[0121] b. Header encoded with Public Key (anyone
with private key can read) In general the level of
encryption of the header (or at least the key) should
exceed the total level of image encryption, i.e. it should
take equal or more computations to crack the key then
the image code. Otherwise, the key is the weak link.
The image may be recovered by performing the inverse
clock and shift operation, using look-up tables, and or
through software algorithms. An LSFR look-up table
can be used to decipher the pseudo-random sequences
with known initial state. Alternatively, one can write a
software function to determine the appropriate count
from the LFSR final state. The clocking and shifting
operations can be deconvolved from the data with
known key.

[0122] The inventive DFPA may also be employed in
non-imaging encryption applications. That is, the DFPA, as
an array of optical receivers, can function as the receiver in
an optical communication system. In one embodiment the
system can be free space optical communication system. In
another embodiment, fiber optics can be used to drive the
optical receivers forming each pixel. This illustrative
embodiment, is described in terms of an optical system;
however in another embodiment electrical signals can be
delivered directly to each DFPA unit cell to drive the
counters directly. The block diagrams of FIGS. 19A and 19B
illustrate the configuration, respectively, of encrypting and
deciphering systems employing the inventive DFPA. The
DFPA may be used in a communication system to encrypt
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data at the receiver, without the use of computers or any
additional hardware for encryption. Additionally, since the
transmitter can be controlled in a non-imaging system, the
wrap-around counters can be used to build a device for
encrypting and deciphering data, e.g. using public key
techniques.

[0123] In the data encryption mode of FIG. 19A the DFPA
receives the data and performs an algorithm to encrypt the
contents. After encryption, data can be read from the array
and sent to a storage device for example. All of the encryp-
tion mechanisms described above for imaging systems can
be applied to non-imaging systems. Additionally, the wrap-
around counters Modulo arithmetic feature may be exploited
more fully in non-imaging modes of operation using active
transmitters. For example, a public key system can be
employed by the Modulo N' counters where N'=p*q and p
and q are prime numbers (preferably large prime numbers).

N'=p*q, where p and q are both prime numbers
OWV)=(p-1)(¢-1)

Choose public key e, so that e is co-prime to 6(N")
ti deE1 mod(6(N")), where d is the private key

c=m, mod(N'), encrypting the cipher text message ¢
from plain text m using the public key

m=c; mod(N') Recovery of the plaintext message
using the private key

In general each DFPA pixel produces

C= ﬂoor(%) mod(M),

where may be arbitrarily controlled

Substituting
[0124]

mt = ﬂoor(%), N =M

3

For V-2-F implementation

At Ar
C = floo Ll mod(M), m = o7 R
CapV, CapV, ¢

a,
e = flood | 2L }
CaerEf

The multiplication can be controlled in an optical commu-
nication embodiment by controlling ¢, t, Vref, and possibly
the capacitance Cap. Any or all variables could possibly be
controlled for the appropriate result. Important consider-
ations are the dynamic range of the source and time required
to raise m to large powers. Also, it may not be necessary to
use very large primes for some applications, and also it may
be possible to use a different key for every pixel for very
high security using relatively small prime numbers. In cases
where there is only a small amount of data transfer (e.g.
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transferring bank account information through a personal
secure data communicator) large primes and long integration
times may be acceptable.

[0125] Data deciphering functions in the same way as
image recovery unless using prime factorization public key
methods. When using the counters for modulo N' arithmetic
to encrypt data according to a public or private key, the
decipher operation is the same as the encryption operation,
only the inverse key must be used. If the public key was used
for encryption, then the private key must be used for
deciphering:

Ar 14
¢ = floo [ Ll }
CapV,

[0126] A digital focal plane array in accordance with the
principles of the present invention may be configured to
emulate a larger format device using, for example, a super-
resolution method. In an illustrative embodiment of a DFPA,
a CMOS readout integrated circuit may be bump-bonded
onto an array of detectors. A readout integrated circuit in
accordance with the principles of the present invention may
be employed to generate a large format, high resolution
image from a sequence of sub-sampled (lower resolution)
images (e.g. a 256x256 device can emulate a higher reso-
Iution 512x512 device); the steps are illustrated conceptu-
ally in FIG. 20. A readout integrated circuit in accordance
with the principles of the present invention allows a single
pixel (unit cell) counter to be shared among 4 or more virtual
pixels; the available dynamic range (i.e., bits) within a single
ROIC unit cell can therefore be optimized between intensity
dynamic range and spatial resolution. FIG. 21 is a concep-
tual block diagram of such a ROIC and, in particular, unit
cell. In the illustrative embodiment of FIG. 21, the device is
a series of multiplexed counters; depending on the state of
the multiplexers, the counters can operate as a single device
(conventional operation), or as separate and distinct counters
whose selection is determined off-chip. This latter mode of
operation enables the development of a large format virtual
array.

[0127] For example, in an illustrative embodiment in
which the ROIC includes 4 multiplexed counters at each unit
cell, an initial image is collected using counter 1. The
camera line-of-sight is then shifted %2 a pixel to the right and
a 2nd image is collected using counter 2. This process is
repeated for %2 pixel shifts up, left, and down; 4 images are
thereby collected with the 4 counters per pixel. The inven-
tive ROIC may take advantage of the fact that the fractional
pixel shifts result in correlated pixel values—this can be
exploited to minimize the bit depth associated with each
counter thereby reducing the required total bits per unit cell.
A deconvolution operation per nominal DFPA operation can
then be applied on-chip (prior to readout).

[0128] Inillustrative current to frequency ADC implemen-
tations described herein, the LSB for a given pixel is
determined by the size of a full integration well. Thus,
residual charge at the end of a measurement period that is
insufficient to trigger a pulse is either lost or is integrated
into a subsequent frame. This results in a quantization noise
contribution. For larger integration capacitors, the size of an
LSB increases.
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[0129] For an application that uses the orthogonal transfer
register structure to implement an operation that sums time
delayed integrations in different pixels, a larger integration
capacitor may be enabled by using a CCD well as the
dominant component of the integration capacitance. The
fixed plate of the integration capacitor then becomes a
clocked CCD gate that can be used to move any residual
charge into a CCD shift register. This residual charge may
then be transferred along with the digital value, via a CCD
shift register. This can allow for larger integration capacitors
to be used without increasing the effective LSB of a TDI
operation.

[0130] Integration and data processing functions of a
DFPA in accordance with the principles of the present
invention may be broken down into a chronological
sequence of operations. The sequence of operations can be
derived real-time or stored in a memory. Operations include
bidirectional counting, orthogonal transfer of the digital
array, band selection, misc control, and data readout. Each
instruction may consist of an 8-bit word. The 8-bit word
forms a control register. The control bits are configured to
drive the DFPA clock and control inputs through logic
functions. The 8-bit register controls the function of the
DFPA by signaling the appropriate configuration of the OTS
and bidirectional counters.

[0131] In this illustrative embodiment, when INT goes
high, the counters accumulate the digital signal. The time
period for INT-high is either predetermined or controlled
real-time by ancillary sensors and equipment. Predetermined
integration functions can be programmed into a clock and
supplied to the DFPA (static processing operations). When
INT goes low an FPGA reads the control word and goes
through the appropriate logic in order to command the DFPA
counters and OTS prior to the next frame period. Possible
commands are: Up/Down & Enable, Left/Right & Enable,
Increment/Decrement, Readout. Upon Readout the entire
array of digital numbers is read from the DFPA to a data
collection system. An example of an 8-bit control register is
shown below.

[0132] Bit(0)=Enable Up/Down Shift
[0133] Bit(1)=Shift Up=1, Shift Down=0
[0134] Bit(2)=Enable Left/Right Shift
[0135] Bit(3)=Shift Right=1, Shift Left=0
[0136] Bit(4)=Readout

[0137] Bit(5)=Count Down=1, Count Up=0
[0138] Bit(6)=Spare

[0139] Bit(7)=Spare

When Bit(0) is high at the end of an integration period, the
OTS shifts the entire contents of the digital number array
that is stored in unit cells up or down. Bit(1) controls the
direction; if Bit(1) is high the array shift up one row. If it is
low, the array shifts down one row. Left/right shifts are
controlled in exactly the same manner with Bit(2) and
Bit(3). Bit(5) controls the count sequence direction, incre-
ment or decrement (add or subtract counts from the register).
When Bit(5) is high, a count will be added to the digital
counter at every comparator trigger. If Bit(5) is low, a count
is subtracted from the counter. Bit(4) controls the readout.
When Bit(4) is high, the entire contents of the digital array
are read off the chip. Bit(6) and Bit(7) are reserved as spares,
possibly for external control, for example.

[0140] The implementation of a loadable memory, illus-
trated in the block diagram of FIG. 22, allows the imple-
mentation of a user defined sequence of commands for static
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data processing operations, e.g. image processing filter ker-
nels. In an illustrative embodiment, the memory includes a
list of control register commands for the DFPA. Upon
completion of each integration period, separately supplied to
both the DFPA and the control computer, the next line is
loaded into the active register. The list of FIG. 23 corre-
sponds to the high pass filter kernel shown. The integration
time is in arbitrary time units. The control computer is
programmed to repeat the sequence on every readout (Bit
(4)=1). The data read from the imager will be high pass
filtered on readout.

[0141] It may be advantageous to dynamically control the
operations of the DFPA. Applications like image stabiliza-
tion and time domain integration require feedback from an
external sensor to properly command the DFPA operation. In
accordance with the principles of the present invention,
dynamic control may be accomplished, as illustrated in the
conceptual block diagram of FIG. 24, by connecting a
monitoring device, e.g. an IMU for image stabilization, to
the DFPA’s control register though a logic translator. The
IMU can determine angular displacement of the FOV, and
magnitude of correction needed. A translator must calculate
the appropriate number and direction of shifts on the digital
focal plane array orthogonal transfer structure in-order-to
compensate for unwanted scene motion. In this illustrative
embodiment, the translator determines the sequence and
loads commands to the DFPA, synchronously with the
integration control and readout clocks.

[0142] The counters in the DFPA’s unit cells may be
implemented in a variety of ways. Bidirectional counting
may be implemented by using a counter architecture that
itself can count up and down, or by using a unidirectional
counter and complementing the data using a complement
function such as a one’s complement function or a two’s
complement function. For example, in the one’s comple-
ment case, one may implement background subtraction by
counting up proportionately to the background, comple-
menting the contents of the pixel register, then counting up
proportionately to the signal.

[0143] Counters may be implemented as ripple counters,
linear feedback shift registers (which give a pseudorandom
count), Gray counters, or any other type of counter. Parity
schemes, hamming codes, and other error detection and
correction techniques may be co-integrated with the pixel
array registers to provide robustness against data corruption
(such as due to single event upsets.) An error correction
circuit may be implemented to correct errors at the pixel
level in parallel with the array operations.

[0144] In one real-time counter implementation, a parity
check is added within the pixel such that the pixel can detect
an error within its register. When a failure is detected, an
error state is asserted by the pixel, thus directing a series of
corrective measures. In many cases, the first action upon
detection of an error will be to stop the counter pending
remediation. In one embodiment, the corrective measure
may be that the assertion of an error flag bit is detected by
an error correction circuit. This error correction circuit may
be physically located outside the pixel and may be shared by
multiple pixels. The assertion may be detected by a polling
or interrupt based scheme. Upon detection of the error flag
by the error correction circuit, the pixel is accessed, for
example via a mux structure), and the pixel data value is



US 2020/0145598 Al

corrected. In another embodiment, the corrective measure
may be for a pixel to copy the data from an adjacent pixel
into itself.

[0145] Data correction due to single event effects may also
be mitigated through the use of redundancy. For example
dual interlocked storage cells (DICE) or single event resis-
tant topology (SERT) cells may be used to construct the
register. Temporal and spatial redundancy may be imple-
mented to mitigate single event upsets and single event
transients, both of which can cause soft errors. Spatial
redundancy may be implemented, for example, by replicat-
ing critical nodes three times and using a majority circuit to
ignore corrupt values. Temporal redundancy may be imple-
mented, for example, by sampling the input at different time
intervals greater than the maximum width of a single event
transient. Passive filter structures may also be added to
critical nodes to filter out single event transients.

[0146] In accordance with the principles of the present
invention, a memory array may be overlayed onto the pixel
array (e.g., ROIC). This may be an SRAM, DRAM, register
file, shift register etc. This may be implemented by place-
ment of the memory cells within the pixel array, collocated
upon the ROIC. This memory array may be used to direct
pixel array operations. In one application, the memory array
may be used to disable the counters within a pixel. In another
application, these may allow for variation of the gain of the
pixel. In another application, the shift direction for the
orthogonal transfer structure to be implemented by the
orthogonal transfer structures may be programmed into the
memory. This may be used to implement arbitrary shifting of
data. For example, data may be rotated about a point using
a sequence of arbitrary shifts or one may compensate for
optical distortion in real time by using a directed sequence
of arbitrary shifts. In an illustrative embodiment, orthogonal
transfer structures or arbitrary transfer structures are built
into the memory overlay structure. For example, by using
orthogonal shifts and/or arbitrary shifts, a particular portion
of the memory may be kept aligned with the centroid of a
target such as a resolved target. This memory data and the
target data may then be used in an in-pixel operation. Many
mathematical operations can be performed using these two
data. For example, the memory data may indicate a thresh-
old against which the image data can be compared, or the
memory data may contain a pixel gain that should be applied
to a particular location on the imaged object. Particular
locations on a piece of machinery or a product in fabrication
may be used to identify anomalous temperature profiles that
may be indicative of an imminent failure or a defect, perhaps
related to a thermally dependant process.

[0147] In addition to the imaging applications described
herein, some of these techniques have applications that
extend beyond the field of imaging. For example, an array of
thin film gas (or odorant) sensors in which the conductivity
of each thin film “pixel” changes in the presence of particu-
lar ambient gases may be mated with a digital pixel array
ROIC in accordance with the principles of the present
invention. For example, metal oxide semiconductors and
organic thin film semiconductors may be used in such an
application. If the composition, thickness, or structure of
each sensor in the array of thin film gas sensors is varied
across the array, then different gases will produce a different
spatial “image” pattern in the digital pixel array. By pro-
gramming a gain and threshold into each pixel using a
memory overlay, a broadcast assertion may be generated by
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particular pixels in the presence of particular gases. These
much compressed responses then may be treated using logic
to notify an operator that a particular species has been
detected. Such a system has the benefit of being easily field
trainable to be applied to a wide variety of environments and
sensing applications. The disclosed up/down counter
scheme can allow for differential comparison of two gas
flows switched by a valve, for example. Programming of the
gains and thresholds may be done using a semi-automated
training procedure whereby multiple flows are tested and
gains and thresholds are adjusted using an optimization
algorithm such as simulated annealing to maximize the
detection/false alarm ratio.

[0148] An adder circuit is integrated at the orthogonal
transfer structure input of the pixel register in accordance
with the principles of the invention. When performing
ordinary orthogonal transfers, data is simply shifted in, i.e.
the adder is bypassed. When performing arbitrary transfers,
data from two pixels may be consolidated (or binned) into a
single pixel by adding the contents of the source pixel to the
contents of the destination pixel. Such operation may be
employed, for example, in adaptive optics applications. For
cases where the contents of a pixel are to be divided between
multiple pixels, a division operation may be implemented
within a pixel register structure. One embodiment of this is
to take a binary ripple counter implementation and allow for
a bitwise shift operation. For example, shifting by one bit
can implement a divide by two operation. By combining this
with an arbitrary shift, the integrated signal in one pixel may
be divided evenly between two pixels. This method may also
be employed in adaptive optics applications. These more
complex arithmetic operations may be directed by using a
memory overlay that can be quickly written during focal
plane operation.

[0149] In accordance with the principles of the present
invention, various ADC configurations may be employed to
overcome difficulties presented by the relatively small signal
presented in the VIS band. Such ADC configurations include
V to F variants, and integrating ADC approaches. FIGS. 25
through 28 are block diagrams that illustrate some of those
variants. Each approach can be corrected for gain and off-set
non-uniformity correction.

[0150] In the illustrative embodiment of FIG. 25, the ADC
capacitor is reset to Vreset. The previous illustrative embodi-
ments reset the capacitor to ground. This concept allows one
to reduce the ADC least significant bit by resetting to Vreset
which is set to a value between ground and Vref. Setting
Vreset to OV is equivalent to a previously disclosed embodi-
ment. Note that the 1:4 Mux is only one way to accomplish
orthogonal transfer. There are several other viable
approaches, including counters capable of serial transfer in
two directions and N-bit column parallel connections
between counters.

[0151] In operation, the photo detector generates a current
proportional to the light intensity. The current is integrated
onto a capacitor generating a voltage ramp. When the
voltage on the capacitor reaches Vref, the comparator resets
the capacitor voltage to Vrest and increments or decrements
the counter by one count. The count direction (increment or
decrement) may be controlled by the user, and input from the
up/down select line. After a frame period, the count values
are transferred serially out of the pixel. The 1:4 mux routes



US 2020/0145598 Al

the digital values to one of four neighboring pixels, as
determined by the values presented by the orthogonal trans-
fer selection lines.

[0152] Turning now to the illustrative embodiment of FIG.
26, the diode current is direct-injected onto the integrator
node, but other injection schemes such as BDI, SBDI, CTIA,
etc. can also be used. These injection schemes are known in
the art. Note that the 1:4 Mux is only one way to accomplish
orthogonal transfer. There are several other viable
approaches, including counters capable of serial transfer in
two directions and N-bit column parallel connections
between counters.

[0153] In operation, the photo detector generates a current
proportional to the light intensity. The current is integrated
onto a capacitor generating a voltage ramp. When the
voltage on the capacitor reaches Vref, the comparator resets
the capacitor voltage to Vrest and increments or decrements
the counter by one count. Assume that the input (diode)
current always is being integrated on the capacitor top plate
(even in reset). When we reset the capacitor voltage, we
charge the capacitor from the comparator trip point by a
voltage AV

AV=t_pulse*(I_ref-I_in)/C

where t_pulse is the width of a constant-width pulse gener-
ated at each comparator trigger. (This can be implemented
by generating a constant width pulse at each rising com-
parator output edge.) Then, we do our integration with AV
on the cap as the initial voltage. We disconnect the reference
source during integration. We reach the comparator trip
point after

T_int=AV/(I_in/C)

So substituting in AV:

T int=

(t_pulse * (I_ref — I_in)/CY/(L_in/C_int) = t_pulse* ([_ref/_in— 1)

The output frequency is

f out=1/(t_pulse+ T _int) = L in/(t_pulse *I_ref)

This allows for a V-to-f that is ideally not dependent on
C_int or V_ref. The count direction (increment or decre-
ment) may be controlled by the user, and input from the
up/down select line. After a frame period, the count values
are transferred serially out of the pixel. The 1:4 mux routs
the digital values to one of four neighboring pixels, as
determined by the values presented by the orthogonal trans-
fer selection lines.

[0154] In the illustrative single slope ADC embodiment of
FIG. 27, the photo detector generates a current proportional
to the light intensity. The current is integrated onto a
capacitor generating a voltage ramp. An off-chip clock
drives the counter. When the voltage on the capacitor
reaches Vref, the comparator latches the count value. The
count direction (increment or decrement) is controlled by the
user, and input from the up/down select line. After a frame
period, the count values are transferred serially out of the
pixel. The 1:4 mux routs the digital values to one of four
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neighboring pixels, as determined by the values presented
by the orthogonal transfer selection lines. Note that the 1:4
Mux is only one way to accomplish orthogonal transfer.
There are several other viable approaches, including coun-
ters capable of serial transfer in two directions and N-bit
column parallel connections between counters.

[0155] In the illustrative dual slope integrating ADC
embodiment of FIG. 28 the photo detector generates a
current proportional to the light intensity. The current is
integrated onto a capacitor for a predetermined period of
time. The time period is measured by the same off-chip clock
eventually used to clock the ADC counter. The capacitor
ramp voltage increases according to the incident light inten-
sity during this period. Following the integration period, the
capacitor is set to discharge through R. An off-chip clock
drives the counter during this period, measuring the time to
discharge the voltage to Vref. When the voltage on the
capacitor reaches Vref, the comparator latches the count
value. The count direction (increment or decrement) is
controlled by the user, and input from the up/down select
line. After a frame period, the count values are transferred
serially out of the pixel. The 1:4 mux routs the digital values
to one of four neighboring pixels, as determined by the
values presented by the orthogonal transfer selection lines.
Note that the 1:4 Mux is only one way to accomplish
orthogonal transfer. There are several other viable
approaches, including counters capable of serial transfer in
two directions and N-bit column parallel connections
between counters.

[0156] In the illustrative embodiment of FIG. 29, an
adaptive bleeder circuit is added for offset non-uniformity
compensation The capacitor plus integrating feedback
amplifier output resistance or slew rate determines adapta-
tion time constant. For longer adaptation times, this can be
switched between calibrate and measure modes by adding an
optional passgate to the feedback amp output. Depending on
mode of operation, this can be used for either dark current
or background signal subtraction. The circuit of FIG. 30 may
be used to cancel constant analog dark current. The counter
may be used for both calibration and data collection. The
circuit of FIG. 31 may be used for pulsed digital dark current
compensation.

[0157] In accordance with the principles of the present
invention, gain non-uniformity may be compensated using
an N-bit DAC, as illustrated in FIG. 32. The N-bit DAC
generates precise voltages off-chip, and feeds the values to
every pixel of the DFPA. An N-bit memory in each unit cell
is used to select the appropriate voltage values to input to a
summing amplifier. The output voltage of the summing
amplifier is used as Vref in the ADC unit cell designs
described herein. The voltage is tuned uniquely in each unit
cell to compensate for differences in detector quantum
efficiency and other CMOS gain non-uniformities in the unit
cell. Steps are not necessarily linear, but scaled to give high
resolution voltage control around MSB (Vo).

[0158] Turning now to FIG. 33, the figure provides a block
diagram of a count-by-eight digitizing illustrative embodi-
ment. In the illustrative embodiment, the counter counts up
by eight during charge collection times and counts down by
one during completion time. This approach reduced power
consumption of an ROIC in accordance with the principles
of the present invention by reducing the number of counting
events. Count by any number is contemplated within the
scope of the present invention.
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[0159] The main strategy is to develop a digital count of
the sampled charge in two phases. In the first phase, the
collection phase, the image photocurrent, Isig, is applied to
the Latched Itof in its non-latching state. The summing
capacitance is chosen so that one count corresponds to 8
LSBs. Each counting pulse, rst8, is passed through to ck8,
which increments the Up/down counter at bit3, increasing
the digital count by 8. When the collection phase is over, the
global signal, count-by-1 is asserted. This reconfigures the
circuit in several ways.

[0160] 1. The signal current, Isig, is shunted to the reset
voltage, vrst.

[0161] 2. The switched bias generator is activated,
producing currents in the two Current Sources of a
specified ratio. The current, 18, should be approxi-
mately equal to the largest expected value of Isig. The
current, 11, should be such that the Gated ItoF will
count at 8 times the rate of the Latched Itof. If C1 and
C8 represent the summing capacitance of the Gated
ItoF and the Latched Itof, respectively, the currents and
capacitance should obey the equation C1/I11=8*C8/I8.
Note that the Switched Bias Generator need not pro-
duce a precise value of I8. It is just the ratio or I8 to 11
that must be controlled closely.

[0162] 3. The Gated ItoF is enabled, and the Latched
TtoF is placed in its latched mode.

[0163] 4. The counter is switched from counting up at
bit 3 to counting down at bit 0.

[0164] When count-by-1 is asserted, there will generally
be a partial charge left on the summing node of the Latched
ItoF. During the completion phase, the Latched ItoF will be
charged by I8 until it crosses its threshold. At that time its
output, rst8, will remain latched HIGH and its summing
node will remain discharged to vrst, ready to begin the next
collection phase. Meanwhile, the Gated Itof, which had been
counting 8 times as fast as the Latched Itof, will have
produced a few pulses that pass to ckl and decrement the
counter. After the latching event, the rstl pulses will con-
tinue to be produced, but they will no longer be gated to ck1.
[0165] The 1-shot produces an initial count at bit 3 at the
start of the collection phase. The following calculation
shows why this is done. Suppose the proper count is
N=8*m4+r, where 0<=r<8. Because of the initial count, the
total increment of the counter during the collection phase
will be 8*m+8. At the start of the completion phase there
will be a charge on the summing node of the Latched Itof
equivalent to r counts. In the time that I8 increases that
charge to the equivalent of 8 counts, the Gated Itof will have
produced 8-r pulses to decrement the counter at bit0. The
net increment of the counter would therefore have been
8*m+8—(8-r)=8*m+r=N, the correct count.

[0166] The count-by-8 scheme requires more logic that a
count-by-1 embodiment in accordance with the principles of
the present invention. However it should be noted that some
of the extra circuitry can be shared in common among a
group of pixels, as indicated in the diagram. In particular the
Gated ItoF need not be replicated at every pixel. The
completion phase should be long enough that at least 8
counts can be guaranteed from the Gated ItoF, long enough
for all the Latched ItoFs in the pixels it serves to have
latched.

[0167] In accordance with the principles of the present
invention, a pixel Current to Frequency converting ADC can
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be built using a current starved ring oscillator driving a
counter. This circuit may have low-power advantages.
Referring to FIG. 34 Transistors M2 through M7 form a
three stage ring oscillator. The operation current for the first
two inverters, M2, M3 and M4, M5 is the current which is
converted. The supply voltage, vdd2, on the third inverters,
M6, M7, might be different than the final inverter to facili-
tate switching. The photocurrent is steered by M2 and M4 to
one of the two integration nodes. This current is integrated
onto its respective node until the switching voltage of the
next stage is reach, whereby, the next stage switches, and the
switching propagates from stage to stage. The propagation
through the first two stages is limited by whatever current is
available from the sensor being measured. Therefore,
because the delay through two of the three stages are
controlled by the current being measured, we arrive at a
highly linear current to frequency converter. The design can
also easily be adapted to handle either polarity of the
photodiode, for example in some 2-color stacked detector
array implementations in which the bias is swathed to
measure signal from either diode polarity. FIG. 35 shows the
circuit implementation.

[0168] The foregoing description of specific embodiments
of the invention has been presented for the purposes of
illustration and description. It is not intended to be exhaus-
tive or to limit the invention to the precise forms disclosed,
and many modifications and variations are possible in light
of the above teachings. The embodiments were chosen and
described to best explain the principles of the invention and
its practical application, and to thereby enable others skilled
in the art to best utilize the invention. It is intended that the
scope of the invention be limited only by the claims
appended hereto.

1. A method comprising:

generating a photocurrent with a photodetector in a two-
dimensional array of photodetectors, the photocurrent
representing radiation incident on the two-dimensional
array of photodetectors from a scene;

converting the photocurrent into a digital signal with an
analog-to-digital converter (ADC) in a two-dimen-
sional array of ADCs;

storing a count value representing the digital signal in a
modulo M counter operably coupled to the ADC; and

generating a representation of the scene having a dynamic
range based on a product of M and a least significant bit
of the at least one ADC.

2. The method of claim 1, wherein M is the product of two
prime numbers.

3. The method of claim 1, wherein storing the count value
comprises at least one of incrementing or decrementing the
modulo M counter in response to the digital signal.

4. The method of claim 1, wherein converting the pho-
tocurrent comprises integrating the photocurrent with a
capacitor.

5. The method of claim 4, wherein converting the pho-
tocurrent further comprises converting a voltage across the
capacitor to yield the digital signal.
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