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FIG. 3

(START )

Y

DETERMINE WHETHER CORRESPONDING PICTURE OF LOWER LAYER IS USED
AS INTERLAYER REFERENCE PICTURE FOR CURRENT PICTURE OF UPPER LAYER —~--S300
ON BASIS OF TEMPORAL IDENTIFIER OF LOWER LAYER

1

GENERATE REFERENCE PICTURE LIST OF CURRENT PICTURE
ACCORDING TO DETERMINATION IN S300

5310

1

PERFORM INTER PREDICTION OF CURRENT BLOCK ON BASIS OF
GENERATED REFERENCE PICTURE LIST

|
( END
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FIG. 4

(START )

\
OBTAIN MAXIMUM TEMPORAL IDENTIFIER FOR LOWER LAYER ——3S400

\

COMPARE OBTAINED MAXIMUM TEMPORAL IDENTIFIER WITH
TEMPORAL IDENTIFIER OF LONER LAYER TO DETERMINE | c4qg
WHETHER CORRESPONDING PICTURE OF LOWER LAYER |S USED

AS INTERLAYER REFERENCE PICTURE FOR CURRENT PICTURE

\
( END )
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FIG. S

(START )

!

OERIVE REFERENCE SAMPLE POSITION OF REFERENCE LAYER 5500
CORRESPONDING TO CURRENT SAMPLE POSITION OF CURRENT LAYER

|

DETERMINE FILTER COEFFICIENTS OF UPSAMPLING F
N

CONSIDERING PHASE OF REFERENCE SAWPLE PO

ILTER BY SE10
TION Solb

|

APPLY DETERMINED FILTER COEFFICIENTS TO CORRESPONDING PICTURE|  _ cpoq
OF LOWER LAYER TO GENERATE INTERLAYER REFERENCE PICTURE

1
( END )
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FIG. 6

vps_extension(){ Descriptor

for (i=1;i<=vps_max_layers_minust;i+ + ) {

// layer dependency
for (j=0:j<i:j+ +)

direct_dependency_flagli][j] u(1)
}
for (i=0;i<=vps_max_layers_minus1;i+ + ) {
max_tid_il_ref_pics_plusi[i] u(3) —~—— S600
¥

h
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FI1G. 7

vps_extension(){ Descr iptor

for(i=1;i<=vps_max_layers_minustl;i+ + ) {

// layer dependency
for(j=0:j<i;j+ +)

direct_dependency_flag[illj] u(1)
t
max_tid_il_ref_pics_plus1[0] u(3) —~—- 5700
for(i=1;i<=vps_max_layers_minusi:i+ + ) {
delta_max_tid_il_ref_pics_plusi[i] u(2) —~— S710
1

h
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FIG. 8

vps_extension()q{ Descriptor

for(i=1;i<=vps_max_layers_minus1;i+ + ) {

// layer dependency
for(j=0;i<i:j+ +)

direct_dependency_flaglill[j] u(1)
}
isSame_max_tid_il_ref_pics_flag u(1) ~—~— 5800
if(isSame_max_tid il _ref pics flag){
default_max_tid_il_ref_pics_plusi u(3) —~—~S810
t
else{

for (i=0; i<=vps_max_layers_minus1;i+ + ) {

max_tid_il_ref_pics_plusi[i] u(3) —~—_- 5820

t
h
¥
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SCALABLE VIDEO SIGNAL
ENCODING/DECODING METHOD AND
DEVICE

TECHNICAL FIELD

[0001] The present invention relates generally to a scalable
video signal encoding/decoding method and device.

BACKGROUND ART

[0002] Recently, demands for high resolution and high
quality images, such as high definition (HD) and ultra high
definition (UHD) images, have increased in various applica-
tion fields. As image data is improved to have high definition
and high quality, a data amount relatively increases in com-
parison to existing image data. Therefore, transmission and
storage costs increase when the image data is transmitted
through media such as existing wireless or wired broadband
lines and is stored in an existing storage medium. In order to
address these limitations occurring in accordance with image
data having a high resolution and high quality, image com-
pression techniques of high efficiency may be used.

[0003] As an image compression technique, there are vari-
ous techniques such as an inter prediction technique for pre-
dicting pixel values included in a current picture from a pre-
vious or a subsequent picture, an intra prediction technique
for predicting pixel values included in a current picture by
using pixel information within the current picture, and an
entropy coding technique for allocating a short code to avalue
having a high occurrence frequency and allocating a long
code to avalue having a low occurrence frequency. The image
data may be effectively compressed to be transmitted or
stored by using such an image compression technique.
[0004] Furthermore, together with an increase in demand
for a high-resolution image, a demand for stereographic
image content also increases as a new image service. A video
compression technique for effectively providing stereo-
graphic image content with high resolution and ultra-high
resolution images is being discussed.

DISCLOSURE

Technical Problem

[0005] Accordingly, the present invention has been made
keeping in mind the above problems occurring in the prior art,
and an object of the present invention is to provide a method
and device forusing a picture in a lower layer as an inter-layer
reference picture of a current picture of an upper layer in
encoding/decoding a scalable video signal.

[0006] Another object of the present invention is to provide
a method and device for upsampling a picture in a lower layer
in encoding/decoding a scalable video signal.

[0007] A further another object of the present invention is
to provide a method and device for constructing a reference
picture list by using an inter-layer reference picture in encod-
ing/decoding a scalable video signal.

[0008] Yet another object of the present invention is to
provide a method and device for effectively deriving texture
information of an upper layer through inter-layer prediction
in encoding/decoding a scalable video signal.

Technical Solution

[0009] Inordertoaccomplish the above objects, the present
invention provides a scalable video signal decoding method
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and device including determining whether a corresponding
picture of a lower layer is used as an inter-layer reference
picture for a current picture of an upper layer on a basis of a
temporal identifier of the lower layer, generating a reference
picture list of the current picture according to the determin-
ing, and performing inter-layer prediction for a current block
in the current picture on a basis of the generated reference
picture list.

[0010] The temporal identifier according to the present
invention may mean an identifier specifying each of a plural-
ity of layers, which are scalably coded according to a tempo-
ral resolution.

[0011] A scalablevideo signal decoding method and device
according to the present invention may obtain a maximum
temporal identifier for the lower layer and compare the
obtained maximum temporal identifier and a temporal iden-
tifier of the lower layer to determine whether a corresponding
picture of the lower layer is used as an inter-layer reference
picture for the current picture,

[0012] The maximum temporal identifier according to the
present invention may mean a maximum value of the tempo-
ral identifier of the lower layer for which inter-layer predic-
tion for the upper layer is allowed.

[0013] In a scalable video signal decoding method and
device according to the present invention, when the temporal
identifier of the lower layer is greater than the obtained maxi-
mum temporal identifier, a corresponding picture of the lower
layer may not be used as the inter-layer reference picture for
the current picture, and when the temporal identifier of the
lower layer is equal to or smaller than the obtained maximum
temporal identifier, the corresponding picture of the lower
layer may be used as the inter-layer reference picture for the
current picture.

[0014] A scalablevideo signal decoding method and device
according to the present invention may obtain the maximum
temporal indicator for the lower layer from a bitstream and
may derive the maximum temporal identifier from a maxi-
mum temporal indicator.

[0015] Inordertoaccomplish the above objects, the present
invention provides a scalable video signal encoding method
and device including determining whether a corresponding
picture of a lower layer is used as an inter-layer reference
picture for a current picture of an upper layer on a basis of a
temporal identifier of the lower layer, generating a reference
picture list of the current picture according to the determin-
ing, and performing inter-layer prediction for a current block
in the current picture on a basis of the generated reference
picture list.

[0016] The temporal identifier according to the present
invention may mean an identifier specifying each of a plural-
ity of layers, which are scalably coded according to a tempo-
ral resolution.

[0017] A scalablevideo signal encoding method and device
according to the present invention may obtain a maximum
temporal identifier for the lower layer and compare the
obtained maximum temporal identifier and a temporal iden-
tifier of the lower layer to determine whether a corresponding
picture of the lower layer is used as an inter-layer reference
picture for the current picture,

[0018] The maximum temporal identifier according to the
present invention may mean a maximum value of the tempo-
ral identifier of the lower layer for which inter-layer predic-
tion for the upper layer is allowed.
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[0019] In a scalable video signal decoding method and
device according to the present invention, when the temporal
identifier of the lower layer is greater than the obtained maxi-
mum temporal identifier, a corresponding picture of the lower
layer may not be used as the inter-layer reference picture for
the current picture, and when the temporal identifier of the
lower layer is equal to or smaller than the obtained maximum
temporal identifier, the corresponding picture of the lower
layer may be used as the inter-layer reference picture for the
current picture.

[0020] A scalablevideo signal encoding method and device
according to the present invention may obtain the maximum
temporal indicator for the lower layer from a bitstream and
may derive the maximum temporal identifier from a maxi-
mum temporal indicator.

Advantageous Effects

[0021] According to the present invention, a memory may
be effectively managed by adaptively using a picture in a
lower layer as an inter-layer reference picture of a current
picture of an upper layer

[0022] According to the present invention, a picture in a
lower layer may be effectively upsampled.

[0023] According to the present invention, a reference pic-
ture list may be effectively constructed by using an inter-layer
reference picture.

[0024] According to the present invention, texture informa-
tion of the upper layer may be effectively derived through
inter-layer prediction.

DESCRIPTION OF DRAWINGS

[0025] FIG. 1 is a schematic block diagram of an encoding
device according to an embodiment of the present invention;
[0026] FIG. 2 is a schematic block diagram of a decoding
device according to an embodiment of the present invention;
[0027] FIG. 3 is a flowchart illustrating a process for per-
forming inter-layer prediction of an upper layer by using a
corresponding picture of a lower layer, as an embodiment to
which the present invention is applied;

[0028] FIG. 4 illustrates a process for determining whether
a corresponding picture of a lower layer is used as an inter-
layer reference picture of a current picture, as an embodiment
of the present invention;

[0029] FIG. 5 is a flowchart of a method for upsampling a
corresponding picture in a lower layer as an embodiment to
which the present invention is applied;

[0030] FIG. 6 illustrates a method for extracting to obtain a
maximum temporal identifier from a bitstream as an embodi-
ment to which the present invention is applied;

[0031] FIG. 7 illustrates a method for deriving a maximum
temporal identifier for a lower layer by using a maximum
temporal identifier for a previous layer as an embodiment to
which the present invention is applied; and

[0032] FIG. 8 illustrates a method for deriving a maximum
temporal identifier on the basis of a default temporal flag as an
embodiment to which the present invention is applied.

BEST MODE

[0033] A scalablevideo signal decoding method and device
include determining whether a corresponding picture of a
lower layer is used as an inter-layer reference picture for a
current picture of an upper layer on a basis of a temporal
identifier of the lower layer, generating a reference picture list
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of the current picture according to the determining, and per-
forming inter-layer prediction for a current block in the cur-
rent picture on a basis of the generated reference picture list.
[0034] The temporal identifier according to the present
invention means an identifier specifying each of a plurality of
layers, which are scalably coded according to a temporal
resolution.

[0035] A scalablevideo signal decoding method and device
according to the present invention obtain a maximum tempo-
ral identifier for the lower layer and compare the obtained
maximum temporal identifier and a temporal identifier of the
lower layer to determine whether a corresponding picture of
the lower layer is used as an inter-layer reference picture for
the current picture,

[0036] The maximum temporal identifier according to the
present invention means a maximum value of the temporal
identifier of the lower layer for which inter-layer prediction
for the upper layer is allowed.

[0037] In a scalable video signal decoding method and
device according to the present invention, when the temporal
identifier of the lower layer is greater than the obtained maxi-
mum temporal identifier, a corresponding picture of the lower
layer is not used as the inter-layer reference picture for the
current picture, and when the temporal identifier of the lower
layer is equal to or smaller than the obtained maximum tem-
poral identifier, the corresponding picture of the lower layer is
used as the inter-layer reference picture for the current pic-
ture.

[0038] A scalablevideo signal decoding method and device
according to the present invention obtain the maximum tem-
poral indicator for the lower layer from a bitstream and derive
the maximum temporal identifier from a maximum temporal
indicator.

[0039] A scalable video signal encoding method and device
include determining whether a corresponding picture of a
lower layer is used as an inter-layer reference picture for a
current picture of an upper layer on a basis of a temporal
identifier of the lower layer, generating a reference picture list
of the current picture according to the determining, and per-
forming inter-layer prediction for a current block in the cur-
rent picture on a basis of the generated reference picture list.
[0040] The temporal identifier according to the present
invention means an identifier specifying each of a plurality of
layers, which are scalably coded according to a temporal
resolution.

[0041] A scalablevideo signal encoding method and device
according to the present invention obtain a maximum tempo-
ral identifier for the lower layer and compare the obtained
maximum temporal identifier and a temporal identifier of the
lower layer to determine whether a corresponding picture of
the lower layer is used as an inter-layer reference picture for
the current picture.

[0042] The maximum temporal identifier according to the
present invention means a maximum value of the temporal
identifier of the lower layer for which inter-layer prediction
for the upper layer is allowed.

[0043] In a scalable video signal encoding method and
device according to the present invention, when the temporal
identifier of the lower layer is greater than the obtained maxi-
mum temporal identifier, a corresponding picture of the lower
layer is not used as the inter-layer reference picture for the
current picture, and when the temporal identifier of the lower
layer is equal to or smaller than the obtained maximum tem-
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poralidentifier, the corresponding picture of the lower layer is
used as the inter-layer reference picture for the current pic-
ture.

[0044] A scalable video signal encoding method and device
according to the present invention obtain the maximum tem-
poral indicator for the lower layer from a bitstream and derive
the maximum temporal identifier from a maximum temporal
indicator.

MODE FOR INVENTION

[0045] Hereinafter, specific embodiments will be described
in detail with reference to the accompanying drawings. Terms
and words used herein should not be construed limitedly by
the common and dictionary meanings, but should be inter-
preted by meaning and concepts conforming to the technical
idea of this invention based on the principle that the concept
of terms and words can be defined properly by the inventor in
order to describe this invention in the best ways. Accordingly,
it should be apparent to those skilled in the art that the fol-
lowing description of exemplary embodiments of the present
invention is provided for illustration purposes only and not for
the purpose of limiting the invention as defined by the
appended claims and their equivalents.

[0046] Whenan element is referred to as being “connected”
or “coupled” to another element, it may be directly connected
or coupled to the other element or intervening elements may
be present. Throughout this specification, when an element is
referred to as “including” a component, it does not preclude
another component but may mean that additional elements
may be included in the embodiments of the present invention
or the scope of the technical spirit of the present invention.
[0047] It will be understood that, although the terms first,
second, etc., may be used herein to describe various elements,
these elements should not be limited by these terms. These
terms are only used to distinguish one element from another.
For example, a first element could be termed a second ele-
ment, and, similarly, a second element could be termed a first
element, without departing from the scope of example
embodiments.

[0048] Furthermore, element modules described in the
embodiments of the present invention are independently
shown in order to indicate different and characteristic func-
tions, and it does not mean that each of the element modules
is formed of a piece of separated hardware or a piece of
software. That is, the element modules are arranged and
included for convenience of description, and at least two of
the element parts may form one element part or one element
may be divided into a plurality of element parts and the
plurality of element parts may perform functions. An embodi-
ment where the elements are integrated or an embodiment
where some elements are separated is included in the scope of
the present invention unless it does not depart from the
essence of the present invention.

[0049] Furthermore, in the present invention, some ele-
ments are not essential elements for performing essential
functions, but may be optional elements for improving only
performance. The present invention may be implemented
using only essential elements for implementing the essence of
the present invention other than elements used to improve
only performance, and a structure including only essential
elements other than optional elements used to improve only
performance is included in the scope of the present invention.
[0050] Scalable video coding refers to encoding and decod-
ing a video, which supports multi-layers in a bit stream. Since
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there is a strong correlation between the multi-layers, when
prediction is performed by using such a correlation, data
duplicate elements may be removed and image coding per-
formance may be improved. Hereinafter predicting a current
layer by using information of another layer will be repre-
sented as inter-layer prediction.

[0051] The multi-layers may have different resolutions,
and the resolution may mean at least one of a spatial resolu-
tion, a temporal resolution, and image quality. At the time of
inter-layer prediction, resampling such as upsampling or
downsampling of a layer may be performed in order to adjust
a resolution.

[0052] FIG. 1is a schematic block diagram of an encoding
device according to an embodiment of the present invention.
[0053] An encoding device 100 according to the present
invention includes a coding part 100a for an upper layer and
a coding part 1005 for a lower layer.

[0054] The upper layer may be represented as a current
layer or an enhancement layer, and the lower layer may be
represented as an enhancement layer having a lower resolu-
tion than the upper layer, a base layer, or a reference layer. The
upper and lower layers may be different in at least one of
spatial resolution, temporal resolution according to a frame
rate, and image quality according to a color format or a
quantization size. When a resolution change is necessary for
inter-layer prediction, upsampling or downsampling a layer
may be performed.

[0055] The coding part 100a of the upper layer may include
a dividing part 110, a prediction part 120, a transform part
130, a quantization part 140, a rearranging part 150, an
entropy coding part 160, an inverse quantization part 170, an
inverse transform part 180, a filter part 190, and a memory
195.

[0056] The coding part 1005 of the lower layer may include
a dividing part 111, a prediction part 125, a transform part
131, a quantization part 141, a rearranging part 151, an
entropy coding part 161, an inverse quantization part 171, an
inverse transform part 181, a filter part 191, and a memory
196.

[0057] The coding parts may be realized by an image
encoding method described in the following embodiments of
the present invention, but operations of a part thereof may not
be performed in order to lower complexity of the encoding
device or for rapid real-time encoding. For example, for real-
time encoding in performing the intra prediction in the pre-
diction part, a method which selects an optimal intra coding
method from among all intra prediction mode methods is not
used, but a method which uses some of a limited number of
intra prediction modes and selects one intra prediction mode
therefrom as a final intra prediction mode may be used. As
another example, it is possible to limitedly use a prediction
block type, which is used for performing inter prediction or
intra prediction.

[0058] A block unit processed in the encoding device may
be a coding unit on which encoding is performed, a prediction
uniton which a prediction is performed, or a transform unit on
which a transform is performed. The coding unit may be
termed as CU, the prediction unit as PU, and the transform
unit as TU.

[0059] The dividing parts 110 and 111 may divide layered
images into combinations of pluralities of coding blocks,
prediction blocks, and transform blocks, and select one of the
coding blocks, prediction blocks, and transform blocks
according to a predetermined criterion (e.g., a cost function).
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For example, in order to divide a coding unit in the layered
images, a recursive tree structure such as a quad tree structure
may be used. Hereinafter the coding block may also be used
to mean a block on which decoding is performed as well as a
block on which encoding is performed.

[0060] The prediction block may be a unit on which pre-
diction such as intra prediction or inter prediction is per-
formed. A block, on which the intra prediction is performed,
may be a square type block such as 2Nx2N or NxN. For a
block on which the inter prediction is performed, there is a
prediction block dividing method using a square type such as
2Nx2N or NxN; or a rectangular type such as 2NxN or Nx2N,
or asymmetric type such as asymmetric motion partitioning.
According to a prediction block type, a method for perform-
ing a transform may vary in the transform part 115.

[0061] The prediction parts 120 and 125 of the coding part
100a and 1105 may include intra prediction parts 121 and 126
for performing intra prediction and inter prediction parts 122
and 127 for performing inter prediction. The prediction part
120 of the upper layer coding part 110a may further include
an inter-layer prediction part 123 for performing prediction
on an upper layer by using information of the lower layer.
[0062] The prediction parts 120 and 125 may determine
whether to perform inter prediction or intra prediction on the
prediction block. In performing intra prediction, an intra pre-
diction mode is determined in a unit of prediction block and
an intra prediction process may be performed in a unit of
transform block on the basis of the determined intra predic-
tion mode. A residual value (residual block) between the
generated prediction block and an original block may be input
to the transform parts 130 and 131. In addition, prediction
mode information and motion information, etc., used for
prediction may be encoded in the entropy coding part 130 and
delivered to the decoding device.

[0063] Ina case of using a pulse coded modulation (PCM)
coding mode, the prediction is not performed through the
prediction parts 120 and 125 and the original block is encoded
without change and delivered to the decoding part.

[0064] The intra prediction parts 121 and 126 may generate
an intra-predicted block on the basis of reference pixels exist-
ing around a current block (i.e. a prediction target block). In
the intra prediction method, the intra prediction mode may
include a directional prediction mode for using the reference
pixels according to a prediction direction and a non-direc-
tional prediction mode in which the prediction direction is not
considered. A mode for predicting luminance information
and a mode for predicting chrominance information may be
different. The intra prediction mode, in which the luminance
information is predicted in order to predict the chrominance
information, or the predicted luminance information may be
used. If the reference pixels are not available, the reference
pixels may be replaced with other pixels and by this, a pre-
dicting block may be generated.

[0065] The prediction block may include a plurality of
transform blocks. At the time of intra prediction, when the
sizes of the prediction block and the transform block are
identical, the intra prediction may be performed on the pre-
diction block on the basis of a pixel on the left side, a pixel on
the left and top side, and a pixel on the top side of the
prediction block. However, as the time of intra prediction,
when the sizes of the prediction block and the transform block
are different and a plurality of transform blocks are included
inside the prediction block, peripheral pixels adjacent to the
transform blocks are used as reference pixels to perform the
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intra prediction. Here, the peripheral pixels adjacent to the
transform block may include at least one of peripheral pixels
adjacent to the prediction block and already decoded pixels in
the prediction blocks.

[0066] The intra prediction method applies a mode depen-
dent intra smoothing (MDIS) filter to a reference pixel
according to the intra prediction mode and generates the
prediction block. Types of the MDIS filter applied to the
reference pixel may be different. As an additional filter
applied to an intra-predicted block obtained by performing
intra prediction, the MDIS filter may be used for reducing
residuals existing between the reference pixel and the intra-
predicted block generated after prediction is performed. In
the MDIS filtering, filtering for the reference pixel and filter-
ing for some columns included in the intra-predicted block
may be different according to directivity of the intra predic-
tion mode.

[0067] The intra prediction parts 122 and 127 may perform
prediction with reference to information on blocks included
in atleast one of previous and subsequent pictures of a current
picture. The intra prediction parts 122 and 127 may include a
reference picture interpolation part, a motion prediction part,
and a motion compensation part.

[0068] The reference picture interpolation part may receive
reference picture information from the memories 195 and 196
and generate pixel information of integer pixels or less in a
reference pixel. For the luminance pixel, in order to generate
the pixel information of integer pixels or less in a unit of 4
pixel, a discrete cosine transform (DCT)-based 8-tap interpo-
lation filter having different filter coefficients may be used.
For the chrominance pixel, in order to generate the pixel
information of integer pixels or less in a unit of % pixel, a
DCT-based 4-tap interpolation filter having different filter
coefficients may be used.

[0069] The inter prediction parts 122 and 127 may perform
motion prediction on the basis of the reference pixel interpo-
lated by the reference picture interpolation part. As a method
for calculating a motion vector, various methods including a
full search-based block matching algorithm (FBMA), a three
step search (TSS), a new three-step search algorithm (NTS),
etc. may be used. The motion vector may have a motion
vector value of a V2 or Y4 pixel unit on the basis of the
interpolated pixel. The inter prediction parts 122 and 127 may
apply one of various inter prediction methods and perform
prediction on a current block.

[0070] As the inter prediction method, various methods, for
example, a skip method, a merge method, or a method for
using a motion vector predictor, may be used.

[0071] Inthe inter prediction, motion information, namely,
areference index, a motion vector, or a residual signal, etc., is
entropy-coded and delivered to the decoding part. In a case
where the skip mode is applied, since a residual signal is not
generated, transform and quantization processes for a
residual signal may be omitted.

[0072] The inter-layer prediction part 123 performs inter-
layer prediction for predicting an upper layer by using infor-
mation of a lower layer. The inter layer predicting part 123
may perform inter-layer prediction by using texture informa-
tion or motion information, etc. of the lower layer.

[0073] The inter-layer prediction may perform prediction
on a current block of the upper layer by adopting a picture in
a lower layer as a reference picture and using motion infor-
mation on the picture of the lower layer (i.e. reference layer).
In the inter-layer prediction, a picture of the reference layer,



US 2016/0165242 Al

which is used as a reference picture, may be sampled suitably
for the resolution of a current layer. In addition, the motion
information may include the motion vector and reference
index. At this point, a motion vector value for the reference
layer picture may be set to (0, 0).

[0074] As an example of the inter-layer prediction, a pre-
diction method for using the picture in a lower layer as a
reference picture is described, but is not limited thereto. The
inter-layer prediction part 123 may also perform an inter-
layer texture prediction, an inter-layer motion prediction, an
inter-layer syntax prediction, and an inter-layer difference
prediction, etc.

[0075] The inter-layer texture prediction may derive tex-
ture of a current layer on the basis of texture of the reference
layer. The reference layer texture may be sampled suitably for
the resolution of the current layer, and the inter-layer predic-
tion part 123 may predict the current layer texture on the basis
of the sampled reference layer texture.

[0076] The inter-layer motion prediction may derive a
motion vector of a current layer on the basis of a motion
vector of the reference layer. At this point, the motion vector
of'the reference layer may be scaled suitably for the resolution
of'the current layer. In the inter-layer syntax prediction, cur-
rent layer syntax may be predicted on the basis of the refer-
ence layer syntax. For example, the inter-layer prediction part
123 may use the reference layer syntax as the current layer
syntax. In addition, in the inter-layer difference prediction, a
picture of the current layer may be reconstructed by using a
difference between a reconstructed image of the reference
layer and a reconstructed image of the current layer.

[0077] A residual block including residual information,
which is a difference value between the prediction block
generated in the prediction parts 120 and 125 and a recon-
structed block thereof, is generated and the residual block is
input to the transform parts 130 and 131.

[0078] The transform parts 130 and 131 may transform the
residual block through a transform method such as a DCT
(discrete sine transform) or a DST (discrete sine transform).
Whether to apply the DCT or DST to transform the residual
block may be determined on the basis of intra prediction
mode information or size information on the prediction block.
In other words, in the transform parts 130 and 131, a trans-
form method may vary according to the size of the prediction
block and a prediction method.

[0079] The quantization parts 140 and 141 may quantize
values transformed into a frequency domain by the transform
parts 130 and 131. Quantization coefficients may vary
according to an importance of a block or an image. Values
calculated by the quantization parts 140 and 141 may be
provided to the inverse quantization parts 170 and 171, and
the rearranging parts 150 and 151.

[0080] The rearranging parts 150 and 151 may rearrange
coefficients for the quantized residual values. The rearranging
parts 150 and 151 may change two-dimensional block type
coefficients into one-dimensional coefficients through a coet-
ficient scanning method. For example, the rearranging parts
150 and 151 may scan from a DC coefficient to coefficients in
a high frequency region and change them into a one-dimen-
sional vector type through a zig-zag scan method. Instead of
the zig-zag scan method, according to the size of the trans-
form block and intra prediction mode, a vertical scan method
for scanning two-dimensional block type coefficients in a
column direction or a horizontal scan method for scanning
two-dimensional block type coefficients in a row direction
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may be used. In other words, according to the transform block
size and intra prediction mode, it may be determined which
method is used from among the zig-zag scan method, the
vertical scan method, and the horizontal scan method.

[0081] The entropy coding parts 160 and 161 may perform
entropy-coding on the basis of the values calculated by the
rearranging parts 150 and 151. The entropy coding may use
various coding methods such as an exponential Golomb, a
context-adaptive variable length coding (CAVLC), and a con-
text-adaptive binary arithmetic coding (CABAC).

[0082] The entropy coding parts 160 and 161 may receive,
from the rearranging parts (150, 151) and the prediction parts
(120, 125), residual coefficient information on the coding
block and block type information, prediction mode informa-
tion, partition information, prediction block information and
transmission unit information, motion information, reference
frame information, block interpolation information, and filter
information, and may perform entropy-coding based on a
predetermined coding method. In addition, the entropy cod-
ing parts 160 and 161 may perform entropy-coding on coef-
ficients in a coding unit, which are input from the rearranging
parts 150 and 151.

[0083] The entropy-coding parts 160 and 161 may perform
binarization on the intra prediction mode information and
encode the intra prediction mode information on the current
block. The entropy-coding parts 160 and 161 may include a
codeword mapping part for performing the binarization and
perform the binarization differently according to the size of
the prediction block on which the intra prediction is per-
formed. In the codeword mapping part, a codeword mapping
table may be adaptively generated through the binarization or
may be previously stored. As another embodiment, in the
entropy coding parts 160 and 161, the intra prediction mode
information may be represented by using a codeNum map-
ping part for performing codeNum mapping and a codeword
mapping part for performing codeword mapping. A codeNum
mapping table and a codeword mapping table may be respec-
tively generated or stored in the codeNum mapping part and
the codeword mapping part.

[0084] The inverse quantization parts 170 and 171 and the
inverse transform parts 180 and 181 respectively inverse-
quantize values, which have been quantized by the quantiza-
tion parts 140 and 141, and inverse-transform values, which
have been transformed by the transform parts 130 and 131.
The residual values, which are generated by the inverse quan-
tization parts 170 and 171 and the inverse transform parts 180
and 181, are summed with the prediction blocks predicted
through motion estimation parts, motion compensation parts,
and the intra prediction parts included in the prediction parts
120 and 125, and generate reconstructed blocks.

[0085] The filter parts 190 and 191 may include at least one
of'a deblocking filter and an offset correcting part.

[0086] The deblocking filter may remove block distortion
occurring due to boundaries between blocks in the recon-
structed picture. In order to determine whether to perform
deblocking, whether to apply a deblocking filter to a current
block may be determined on the basis of pixels included in
several columns or rows included in the block. A strong filter
or a weak filter may be applied according to a deblocking
filtering strength which is required when the deblocking filter
is applied to the block. In addition, in application of the
deblocking filter, filtering in a horizontal direction and filter-
ing in a vertical direction may be performed in parallel.
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[0087] The offsetcorrecting part may correct an offset ofan
image on which deblocking is performed with an original
image in a pixel unit. In order to perform offset correction on
a specific picture, a method for dividing pixels in the image
into certain regions and then determining a region to be cor-
rected and applying an offset, or a method for applying an
offset in consideration of edge information on each pixel may
be used.

[0088] The filter parts 190 and 191 may not employ both of
the deblocking filter and offset correction, but may employ
only a deblocking filter, or may employ both of the deblock-
ing filter and offset correction.

[0089] The memories 195 and 196 may store a recon-
structed block or a picture calculated through the filter parts
190 and 101, and the stored reconstructed block and picture
may be provided to the prediction parts 120 and 125 at the
time of performing inter prediction.

[0090] Information output from the entropy coding part
10056 of the lower layer and information output from the
entropy coding part 100a of the upper layer may be multi-
plexed by the MUX 197 and output as a bitstream.

[0091] The MUX 197 may be included in the coding part
100a of the upper layer or the coding part 1105 of the lower
layer, or may be implemented separately from the coding part
100 as an independent device or module.

[0092] FIG. 2 is a schematic block diagram of a decoding
device according to an embodiment of the present invention.
[0093] As illustrated in FIG. 2, the decoding device 200
includes a decoding part 2004 of the upper layer and a decod-
ing part 2005 of the lower layer.

[0094] The decoding part 200a of the upper layer may
include an entropy decoding part 210, a rearranging part 220,
an inverse quantization part 230, an inverse transform part
240, a prediction part 250, a filter part 260, and a memory 270.
[0095] The decoding part 2006 of the lower layer may
include an entropy decoding part 211, a rearranging part 221,
an inverse quantization part 231, an inverse transform part
241, a prediction part 251, a filter part 261, and a memory 271.
[0096] When a bitstream including a plurality of layers is
transmitted from the encoding device, a DEMUX 280 may
demultiplex information for each layer and deliver it to
respective decoding parts in layers 200a and 2005. The input
bitstream may be decoded in a procedure opposite to that of
the encoding device.

[0097] The entropy decoding parts 210 and 211 may per-
form entropy-decoding in a reverse procedure to that of the
entropy-coding performed in the entropy coding part. Infor-
mation for generating a prediction block from among infor-
mation decoded by the entropy decoding parts 210 and 211 is
provided to the prediction parts 250 and 251, and residual
values obtained by performing entropy-decoding in the
entropy decoding parts 210 and 211 may be input to the
rearranging parts 220 and 221.

[0098] Like the entropy coding part 160 and 161, the
entropy decoding parts 210 and 211 may use at least one of
the CABAC and CAVLC.

[0099] The entropy decoding parts 210 and 211 may
decode information related to intra prediction and inter pre-
diction performed in the encoding device. The entropy decod-
ing parts 210 and 211 include codeword mapping parts and
also include codeword mapping tables for making received
codewords as intra prediction mode numbers. The codeword
mapping tables may be stored in advance or may be adap-
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tively generated. When a codeNum mapping table is used, a
codeNum mapping part for performing codeNum mapping
may be additionally provided.

[0100] The rearranging parts 220 and 221 may rearrange
the entropy-decoded bitstream on the basis of the rearrange-
ment method of the coding part.

[0101] Coefficients represented in the one-dimensional
vector type may be rearranged and reconstructed into coeffi-
cients in a two-dimensional block type. The rearranging parts
220 and 221 may receive information related to coefficient
scanning performed by the coding part and perform rear-
rangement through a reverse scanning method on the basis of
the scanning sequence performed in the corresponding cod-
ing part.

[0102] The inverse quantization parts 230 and 231 may
perform inverse quantization on the basis of quantization
parameters provided from the encoding device and the coef-
ficients of the rearranged block.

[0103] The inverse transform parts 240 and 241 may per-
form an inverse DCT or inverse DST to the DCT or DST
performed by the transform parts 130 and 131 with respect to
the quantization results performed in the encoding device.
The inverse transform may be performed on the basis of a unit
of transmission determined by the encoding device. In the
transform part of the encoding device, the DCT and DST may
be selectively performed according to information such as a
prediction method, the size of a current block, and a predic-
tion direction, and in the inverse transform parts 240 and 241
in the decoding device, inverse transform may be performed
on the basis of the information on the transform performed in
the transform part of the encoding device. At the time of
transform, the transform may be performed on the basis of a
coding block, not of a transform block.

[0104] The prediction parts 250 and 251 may generate a
prediction block on the basis of prediction block generation-
related information provided from the entropy decoding parts
210 and 211 and previously decoded block or picture infor-
mation provided from the memories 270 and 271.

[0105] The prediction parts 250 and 251 may include a
prediction unit determining part, an inter prediction part, and
an intra prediction part.

[0106] The prediction unit determining part may receive
various information such as prediction unit information,
which is input from the entropy decoding part, prediction
mode information of the intra prediction part, and informa-
tion related to motion prediction of the inter prediction, dis-
tinguish a prediction block from the current coding block, and
may determine whether inter prediction or intra prediction is
performed on the prediction block.

[0107] The inter prediction part may perform inter predic-
tion on the current prediction block on the basis of informa-
tion included in at least one of previous and subsequent pic-
tures of the current picture, which includes a current
prediction block, by using information necessary for inter
prediction of the current prediction block provided by the
encoding device. In order to perform the inter prediction, on
the basis of the coding block, it may be determined which
method of a skip mode, a merge mode, and a mode (AMVP
mode) for using a motion vector predictor (MVP) is a method
of motion prediction for the prediction block included in the
corresponding coding block.

[0108] The intra prediction part may generate the predic-
tion block on the basis of reconstructed pixel information in a
current picture. When the prediction block is a prediction
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block on which the intra prediction is to be performed, the
intra prediction may be performed on the basis of intra pre-
diction mode information on the prediction block, which is
provided from the encoding device. The intra prediction part
may include an MDIS filter for performing filtering on a
reference pixel of the current block, a reference pixel inter-
polation part for interpolating the reference pixel to generate
a reference pixel in a unit of integer pixels or less, and a DC
filter for generating a prediction block through filtering in a
case where a intra prediction mode of the current block is a
DC mode.

[0109] The predicting part 250 of the upper layer decoding
part 200a may further include an inter-layer predicting part
for performing inter-layer prediction for predicting an upper
layer by using lower layer information.

[0110] The inter layer predicting part may perform inter-
layer prediction by using intra prediction mode information,
and motion information, etc.

[0111] The inter-layer prediction may perform prediction
on a current block of the upper layer by adopting a picture in
a lower layer as a reference picture and using motion infor-
mation on the picture of the lower layer (reference layer).

[0112] In the inter-layer prediction, a picture of the refer-
ence layer, which is used as a reference picture, may be
sampled suitably for the resolution of a current layer. In
addition, the motion information may include the motion
vector and reference index. At this point, a motion vector
value for the reference layer picture may be set as (0, 0).

[0113] As an example of the inter-layer prediction, a pre-
diction method for using the picture in a lower layer as a
reference picture is described, but is not limited thereto. The
inter-layer prediction part 123 may additionally perform an
inter-layer texture prediction, an inter-layer motion predic-
tion, an inter-layer syntax prediction, and an inter-layer dif-
ference prediction, etc.

[0114] The inter-layer texture prediction may derive tex-
ture of a current layer on the basis of texture of the reference
layer. The reference layer texture may be sampled suitably for
the resolution of the current layer, and the inter-layer predic-
tion part may predict the current layer texture on the basis of
the sampled texture. The inter-layer motion prediction may
derive a motion vector of the current layer on the basis of a
motion vector of the reference layer. At this point, the motion
vector of the reference layer may be scaled suitably for the
resolution of the current layer. In the inter-layer syntax pre-
diction, current layer syntax may be predicted on the basis of
the reference layer syntax. For example, the inter-layer pre-
diction part 123 may use the reference layer syntax as current
layer syntax. In addition, in the inter-layer difference predic-
tion, the picture of the current layer may be reconstructed by
using a difference between a reconstructed image of the ref-
erence layer and a reconstructed image of the current layer.
[0115] The reconstructed block or picture may be provided
to the filtering parts 260 and 261. The filter parts 260 and 261
may include a deblocking filter and an offset correcting part.
[0116] Information on whether a deblocking filter is
applied to a corresponding block or picture and information
on whether a strong filter or a weak filter is applied, when the
deblocking filter is applied, may be received from the encod-
ing device. The deblocking filter of the decoding device may
receive deblocking filter-related information provided from
the encoding device and the decoding device may perform
deblocking filtering on a reconstructed block.
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[0117] The offset correction part may perform offset cor-
rection on a reconstructed image on the basis of a type of the
offset correction and offset value information applied to an
image at the time of coding.

[0118] The memories 270 and 271 may store the recon-
structed picture or block to allow them to be used as the
reference picture or the reference block and may also output
the reconstructed picture.

[0119] The encoding device and decoding device may per-
form encoding on three layers or more, not on two layers, and
in this case, a plurality of the coding parts and the decoding
parts for the upper layer may be provided in correspondence
to the number of upper layers.

[0120] In scalable video coding (SVC) for supporting a
multi-layer structure, there is association between layers.
When prediction is performed by using this association, data
duplication elements may be removed and image coding per-
formance may be improved.

[0121] Accordingly, when a picture (i.e. an image) of a
current layer (i.e. an enhancement layer) to be encoded/de-
coded is predicted, inter-layer prediction by using informa-
tion of another layer may be performed as well as inter pre-
diction or intra prediction using information of the current
layer.

[0122] When the inter-layer prediction is performed, pre-
diction samples for the current layer may be generated by
using a decoded picture of a reference layer, which is used for
inter-layer prediction, as a reference picture.

[0123] At this point, since the current and reference layers
may be different in at least one of spatial resolution, temporal
resolution, and image quality (namely, due to difference in
scalability), a decoded picture of the reference layer is re-
sampled suitably for the scalability of the current layer and
then used as a reference picture for inter layer prediction of
the current layer. The resampling means upsampling or
downsampling of samples of the reference layer picture in
order to be suitable for the size of the current layer picture.

[0124] In the specification, the current layer indicates a
layer on which coding or decoding is currently performed,
and may be an enhancement layer or an upper layer. The
reference layer indicates a layer referenced for inter-layer
prediction by the current layer and may be a base layer or a
lower layer. The picture (i.e. the reference picture) of the
reference layer used for inter-layer prediction of the current
layer may be referred to as an inter-layer reference picture.

[0125] FIG. 3 is a flowchart illustrating a process for per-
forming inter-layer prediction in an upper layer by using a
corresponding picture in a lower layer, as an embodiment to
which the present invention is applied.

[0126] Referring to FIG. 3, on the basis of a temporal iden-
tifier TemporallD of a lower layer, it may be determined
whether a corresponding picture of the lower layer is used as
an inter-layer reference picture for a current picture of an
upper layer (step S300).

[0127] For example, when the temporal resolution of the
current picture, which is desired to be encoded in an enhance-
ment layer, is low (namely, when the temporal identifier Tem-
porallD of the current picture has a small value), there are
large differences in display order from other pictures, which
are already decoded in the enhancement layer. In this case,
since image features are highly possible to be different
between the current picture and the already decoded pictures,
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it is possible to use an upsampled picture in the lower layer as
a reference picture, rather than use the already decoded pic-
tures as the reference picture.

[0128] On the other hand, when the temporal resolution of
the current picture, which is desired to be encoded in the
enhancement layer, is high (namely, when the temporal iden-
tifier TemporallD of the current picture has a large value), the
differences in display order from other pictures, which are
already decoded in the enhancement layer, are not large. In
this case, since image features are highly possible to be simi-
lar between the current picture and the already decoded pic-
tures, it is possibly to use the already decoded pictures as the
reference picture, rather than use an upsampled picture in the
lower layer as the reference picture.

[0129] Like this, when the temporal resolution of the cur-
rent picture is low, since the inter-layer prediction is effective,
it is necessary to determine whether to allow inter-layer pre-
diction by considering a specific temporal identifier Tempo-
rallD of the lower layer. To this end, a maximum temporal
identifier of the lower layer, of which the inter-layer predic-
tion is allowed, may be signaled and a description about this
will be provided with reference to FIG. 4.

[0130] Furthermore, a corresponding picture of the lower
layer may mean a picture positioned at the same time zone as
that of the current picture of the upper layer. For example, the
corresponding picture may mean a picture having the same
picture order count (POC) information as that of the current
picture of the upper layer.

[0131] Inaddition, a video sequence may include a plural-
ity of layers, which are scalable-coded according to the tem-
poral/spatial resolution or the quantization size. The temporal
identifier may mean an ID, which specifies each of a plurality
of'scalable-coded layers according to the temporal resolution.
Accordingly, a plurality of layers included in a video
sequence may have an identical temporal identifier or differ-
ent temporal identifiers.

[0132] According to the determination in S300, a reference
picture list of the current picture may be generated (S310).
[0133] Indetail, when it is determined that the correspond-
ing picture of the lower layer is used as an inter-layer refer-
ence picture of the current picture, the corresponding picture
may be upsampled to generate the inter-layer reference pic-
ture. A process for upsampling the corresponding picture of
the lower layer will be described later in detail with reference
to FIG. 5.

[0134] Then, the reference picture list including the inter-
layer reference picture may be generated. For example, the
reference picture list is constructed by using reference pic-
tures, namely, temporal reference pictures, belonging to the
same layer as that including the current block, and the inter-
layer reference picture may be arranged behind the temporal
reference picture.

[0135] Alternatively, the inter-layer reference picture may
be added to between temporal reference pictures. For
example, the inter-layer reference picture may be arranged
behind a first temporal reference picture in the reference
picture list, which is formed from temporal reference pic-
tures. In the reference picture list, the first temporal reference
picture may mean a reference picture having a reference
index of 0. In this case, a reference index of 1 may be assigned
to the inter-layer reference picture arranged behind the first
temporal reference picture.

[0136] On the other hand, when it is determined that the
corresponding picture of the lower layer is not used as the

Jun. 9, 2016

inter-layer reference picture of the current picture, the corre-
sponding picture is not included in the reference picture list of
the current picture. In other words, the reference picture list of
the current picture is formed from the reference pictures,
namely, the temporal reference pictures, belonging to the
same layer as that including the current picture. Like this,
since the pictures of the lower layer may be excluded from a
decoded picture buffer (DPB), the DPB may be efficiently
managed.

[0137] Onthe basis of the reference picture list generated in
S310, the inter prediction may be performed on the current
block (S320).

[0138] In detail, the reference pictures may be specified in
the generated reference picture list by using the reference
index ofthe current block. In addition, a reference block inthe
reference picture may be specified by using a motion vector of
the current block. The inter prediction may be performed on
the current block by using the specified reference block.
[0139] Alternatively, when the inter-layer reference picture
is used as the reference picture for the current block, the
inter-layer prediction may be performed on the current block
by using a block at the same position in the inter-layer refer-
ence picture. To this end, when a reference index of the
current block specifies the inter-layer reference picture in the
reference picture list, the motion vector of the current block
may be set to (0, 0).

[0140] FIG. 4 illustrates a process for determining whether
a corresponding picture of a lower layer is used as an inter-
layer reference picture of a current picture, as an embodiment
of the present invention.

[0141] Referring to FIG. 4, a maximum temporal identifier
for the lower layer may be obtained (S400).

[0142] Here, the maximum temporal identifier may mean a
maximum value of the temporal identifier of the lower layer
for which the inter-layer prediction for the upper layer is
allowed.

[0143] The maximum temporal identifier may be directly
extracted from a bitstream. Alternatively, the maximum tem-
poral identifier may be derived by using a maximum temporal
identifier of a previous layer, which is obtained on the basis of
apredefined default temporal value or a default temporal flag.
A detailed obtaining method will be described later with
reference to FIGS. 6 to 8.

[0144] The maximum temporal identifier obtained in S400
and the temporal identifier of the lower layer may be com-
pared to determine whether the corresponding picture of the
lower layer is used as the inter-layer reference picture of the
current picture (S410).

[0145] For example, when the temporal identifier of the
lower layer is greater than the maximum temporal identifier,
the corresponding picture of the lower layer may not be used
as the inter-layer reference picture of the current picture. In
other words, the inter-layer prediction may not be performed
on the current picture by using the corresponding picture of
the lower layer.

[0146] On the contrary, when the temporal identifier of the
lower layer is equal to or smaller than the maximum temporal
identifier, the corresponding picture of the lower layer may be
used as the inter-layer reference picture of the current picture.
In other words, the inter-layer prediction may be performed
on the current picture by using the picture in a lower layer
having a temporal identifier smaller than the maximum tem-
poral identifier.
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[0147] FIG. 5 is a flowchart of a method for upsampling a
corresponding picture in a lower layer as an embodiment to
which the present invention is applied.

[0148] Referring to FIG. 5, a reference sample position in
the lower layer, which corresponds to a current sample posi-
tion in the upper layer, may be derived (S500).

[0149] Since the resolutions of the upper and lower layers
may be different, the reference sample position, which cor-
responds to the current sample position, may be derived in
consideration of resolution difference therebetween. In other
words, aspect ratios between the upper and picture in a lower
layers may be considered. In addition, since a case may occur
where the size of an upsampled picture of the lower layer does
not match the size of the picture in an upper layer, an offset for
compensating for this may be required.

[0150] For example, the reference sample position may be
derived by considering a scale factor and a lower layer offset.
Here, the scale factor may be calculated on the basis of widths
to heights of the current picture of the upper layer and the
corresponding picture of the lower layer. The offset of the
upsampled lower layer may mean position difference infor-
mation between any one sample positioned at a picture
boundary of the current picture and any one sample posi-
tioned at a picture boundary of the inter-layer reference pic-
ture. For example, the offset of the upsampled lower layer
may include information on position difference in horizontal/
vertical direction between a left top sample of the current
picture and a left top sample of the inter-layer reference
picture and information on position difference in horizontal/
vertical direction between a right bottom sample of the cur-
rent picture and a right bottom sample of the inter-layer
reference picture. The offset of the upsampled lower layer
may be obtained from a bitstream.

[0151] Filter coefficients of an upsampling filter may be
determined by considering a phase of the reference sample
position derived in S500 (S510).

[0152] Here, as the upsampling filter, either a fixed upsam-
pling filter or an adaptive upsampling filter may be used.
[0153] 1. Fixed Upsampling Filter

[0154] The fixed upsampling filter may have pre-deter-
mined filter coefficients without considering features of an
image. A tap filter may be used as the fixed upsampling filter,
which may be defined with respect to a luminance component
and a chrominance component. An upsampling filter having
an accuracy of a /16 sample unit will be described with ref-
erence to Tables 1 and 2.

TABLE 1

Coefficients of interpolation filter

flp, flp, flp, flp, flp, flp, flp, flp,

Phasep 0] 1] 2] 3] 4] 5] 6] 7
0 0 0 0 64 0 0 0 0
1 0 1 -3 63 4 -2 1 0
2 -1 2 -5 62 8 31 0
3 -1 3 -8 60 13 -4 1 0
4 -1 4 -10 58 17 -5 1 0
5 -1 4 -11 52 26 -8 3 -1
6 -1 3 -3 47 31 -10 4 -1
7 -1 4 -11 45 34 -10 4 -1
8 -1 4 -11 40 40 -11 4 -1
9 -1 4 -10 34 45 -11 4 -1
10 -1 4 -10 31 47 -9 3 -1
11 -1 3 -8 26 52 -11 4 -1
12 0 1 -5 17 58 -10 4 -1
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TABLE 1-continued

Coefficients of interpolation filter

flp, flp, flp, flp, flp,  {lp, ﬂ6p, flp,

Phasep O] 1] 2] 3] 4 3] 17

13 0 1 -4 13 60 -8 3 -1

14 0 1 -3 8 62 -5 2 -1

15 0 1 -2 4 63 -3 1 0
[0155] Table 1 defines filter coefficients of the fixed upsam-

pling filter for the luminance component.

[0156] As shown in Table 1, for a case of upsampling the
luminance component, an 8-tap filter is applied. In other
words, interpolation may be performed by using a reference
sample of the reference layer, which corresponds to a current
sample, and neighboring samples adjacent to the reference
sample. Here, the neighboring samples may be specified
according to a direction of the interpolation. For example,
when the interpolation is performed in the horizontal direc-
tion, the neighboring samples may include 3 consecutive
samples in the left and 4 consecutive samples in the right on
the basis of the reference sample. Alternatively, when the
interpolation is performed in the vertical direction, the neigh-
boring samples may include 3 consecutive samples toward
the top end and 4 consecutive samples toward the bottom end
on the basis of the reference sample.

[0157] In addition, since the interpolation is performed
with the accuracy of the V16 sample unit, a total of 16 phases
exist. This is for supporting resolutions of various magnifica-
tions of 2 and 1.5 times.

[0158] In addition, the fixed upsampling filter may use dif-
ferent filter coefficients for each phase p. Except for a case
where the phase p is 0, the magnitude of each filter coefficient
may be defined to be in a range of 0 to 63. This means that
filtering is performed with 6-bit precision. Here, the phase p
equal to 0 means an integer sample position of n-multiple,
when the interpolation is performed in a 1/n sample unit.

TABLE 2

Coefficients of interpolation filter

Phase p 1lp, 0] fp, 1] 1p, 2] 1lp, 3]
0 0 64 0 0
1 -2 62 4 0
2 -2 58 10 -2
3 -4 56 14 -2
4 -4 54 16 -2
5 -6 52 20 -2
6 -6 46 28 -4
7 -4 42 30 -4
8 -4 36 36 -4
9 -4 30 42 -4
10 -4 28 46 -6
11 -2 20 52 -6
12 -2 16 54 -4
13 -2 14 56 -4
14 -2 10 58 -2
15 0 4 62 -2
[0159] Table 2 defines filter coefficients of the fixed upsam-

pling filter for the chrominance component.

[0160] As shown in Table 2, in a case of upsampling the
chrominance component, unlike the case of the luminance
component, a 4-tap filter may be applied. In other words,
interpolation may be performed by using a reference sample



US 2016/0165242 Al

of'the reference layer, which corresponds to a current sample,
and neighboring samples adjacent to the reference sample.
Here, the neighboring samples may be specified according to
a direction of the interpolation. For example, when the inter-
polation is performed in the horizontal direction, the neigh-
boring samples may include 1 sample in the left and 2 con-
secutive samples in the right on the basis of the reference
sample. Alternatively, when the interpolation is performed in
the vertical direction, the neighboring samples may include 1
sample toward the top end and 2 consecutive samples toward
the bottom end on the basis of the reference sample.

[0161] Furthermore, similarly to the case of the luminance
component, since the interpolation is performed with the
accuracy of %16 sample unit, a total of 16 phases exist and
different filter coefficients may be used for each phase p.
Except for a case where the phase p is 0, the magnitude of
each filter coefficient may be defined to be in a range of 0 to
63. This means that the filtering is also performed with 6-bit
precision.

[0162] In the foregoing, the cases where the 8-tap filter is
applied for the luminance component and the 4-tap filter is
applied for the chrominance component are exemplified, but
the present invention is not limited thereto and the order of a
tap filter may be variably determined in consideration of a
coding efficiency.

[0163] 2. Adaptive Upsampling Filter

[0164] In an encoder, optimal filter coefficients are deter-
mined by considering features of an image without using the
fixed filter coefficients, and are signaled to be transmitted to a
decoder. Like this, an adaptive upsampling filter uses filter
coefficients that are adaptively determined. Since the features
of'an image vary in a picture unit, coding efficiency may be
improved when an adaptive upsampling filter capable of rep-
resenting well the features of the image is used, rather than the
fixed upsampling filter for all cases.

[0165] An inter-layer reference picture may be generated
by applying the filter coefficients determined in S510 to the
corresponding picture of the lower layer (S520).

[0166] In detail, interpolation may be performed by apply-
ing the determined filter coefficients of the upsampling filter
to samples of the corresponding picture. Here, the interpola-
tion is primarily performed in the horizontal direction, and
then secondarily performed in the vertical direction on the
samples generated after the horizontal interpolation.

[0167] FIG. 6illustrates a method for extracting and obtain-
ing a maximum temporal identifier from a bitstream as an
embodiment to which the present invention is applied.
[0168] The encoder may determine an optimal maximum
temporal identifier, and encode it to transmit the coded result
to the decoder. At this point, the encoder may encode the
determined maximum temporal identifier and may encode a
value (max_tid_il_ref pics_plusl, hereinafter called a maxi-
mum temporal indicator) obtained by adding 1 to the deter-
mined maximum temporal identifier.

[0169] Referring to FIG. 6, a maximum temporal indicator
for a lower layer may be obtained from a bitstream (S600).
[0170] Here, the maximum temporal indicator may be
obtained as many as the maximum number of layers allowed
for one video sequence. The maximum temporal indicator
may be obtained from a video parameter set of the bitstream.
[0171] In detail, when a value of the obtained maximum
temporal indicator is 0, it means that a corresponding picture
of the lower layer is not used as an inter-layer reference
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picture of an upper layer. Here, the corresponding picture of
the lower layer may be a non-random access picture.

[0172] For example, when a value of the maximum tempo-
ral indicator is 0, a picture of an i-th layer among a plurality of
layers of a video sequence is not used as a reference picture
for inter-layer prediction of a picture belonging to an (i+1)-th
layer.

[0173] On the other hand, when a value of the maximum
temporal indicator is greater than O, it means that a corre-
sponding picture of the lower layer, which has the temporal
identifier greater than the maximum temporal identifier, is not
used as the inter-layer reference picture of the upper layer.
[0174] For example, when a value of the maximum tempo-
ral indicator is greater than 0, a picture, which has a temporal
identifier greater than the maximum temporal identifier and
belongs to the i-th layer among the plurality of layers of the
video sequence, is not used as a reference picture for inter-
layer prediction of a picture belonging to the (i+1)-th layer.
Accordingly, only in a case where a value of the maximum
temporal indicator is greater than 0 and a picture, which
belongs to the i-th layer among the plurality of layers of the
video sequence, has the temporal identifier smaller than the
maximum temporal identifier, the picture may be used as the
reference picture for inter-layer prediction of the picture
belonging to the (i+1)-th layer. Here, the maximum temporal
identifier has a value derived from the maximum temporal
indicator, and for example, the maximum temporal identifier
may be derived as a value obtained by subtracting 1 from a
value of the maximum temporal indicator.

[0175] Furthermore, the maximum temporal indicator
extracted from S600 has a value in a pre-determined range
(e.g.0to 7). When a value of the maximum temporal indicator
extracted in S600 corresponds to a maximum value of values
in the pre-determined range, a corresponding picture of the
lower layer may be used as the inter-layer reference picture of
the upper layer regardless of the temporal identifier Tempo-
rallD of the corresponding picture of the lower layer.

[0176] FIG. 7 illustrates a method for deriving the maxi-
mum temporal identifier for the lower layer by using a maxi-
mum temporal identifier for a previous layer as an embodi-
ment to which the present invention is applied.

[0177] The maximum temporal identifier (or the maximum
temporal indicator) for the lower layer is not encoded as it is,
and only a difference between a maximum temporal identifier
(or maximum temporal indicator) for the previous layer and
the maximum temporal identifier (or the maximum temporal
indicator) for the lower layer may be encoded, thereby reduc-
ing a bit amount necessary for coding the maximum temporal
identifier (or maximum temporal indicator). Here, the previ-
ous layer may mean a layer having a lower resolution than the
lower layer.

[0178] Referring to FIG. 7, a maximum temporal indicator
(max_tid_il_ref_pics_plus1[0]) may be obtained for a lowest
layer among a plurality of layers in a video sequence. This is
because for the lowest layer in the video sequence, there is no
previous layer to be referenced in order to derive the maxi-
mum temporal identifier.

[0179] Here, when the value of the maximum temporal
indicator (max_tid_il_ref_ pics_plus1[0])is 0, a picture of the
lowest layer (i.e. a layer with i1 equal to 0) in the video
sequence is not used as a reference picture for inter-layer
prediction of a picture belonging to the (i+1)-th layer.
[0180] On the other hand, when a value of the maximum
temporal indicator (max_tid_il_ref_ pics_plus1[0]) is greater
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than 0, a picture, which has a temporal identifier greater than
the maximum temporal identifier and belongs to the lowest
layer in the video sequence, is not used as a reference picture
for inter-layer prediction of a picture belonging to the (i+1)-th
layer. Accordingly, only in a case where a value of the maxi-
mum temporal indicator (max_tid_il_ref pics_plus1[0]) is
greater than 0 and a picture, which belongs to the lowest layer
in the video sequence, has a temporal identifier smaller than
the maximum temporal identifier, the picture may be used as
the reference picture for inter-layer prediction of the picture
belonging to the (i+1)-th layer. Here, the maximum temporal
identifier has a value derived from the maximum temporal
indicator (max_tid_il_ref pics_plus1[0]), and for example,
the maximum temporal identifier may be derived as a value
obtained by subtracting 1 from the value of the maximum
temporal indicator (max_tid_il_ref pics_plus1[0]).

[0181] Furthermore, the maximum temporal indicator
(max_tid_il_ref pics_plus1[0]) has a value in a pre-deter-
mined range (e.g. 0 to 7). When a value of the maximum
temporal indicator (max_tid_il_ref pics_plus1[0]) corre-
sponds to a maximum value of values in the pre-determined
range, a corresponding picture of the lowest layer may be
used as the inter-layer reference picture of the (i+1)-th layer
regardless of the temporal identifier TemporallD of the cor-
responding picture of the lowest layer.

[0182] Referring to FIG. 7, a differential temporal indicator
(delta_max_tid_il_ref pics_plusl[i]) may be obtained for
each of remaining layers except for the lowest layer in the
video sequence (S710).

[0183] Here, the differential temporal indicator may mean a
differential value between the maximum temporal indicator
(max_tid_il_ref pics_plusl[i]) for the i-th layer and the
maximum temporal indicator (max_tid_il_ref pics_plus1[i-
1]) for the (i-1)-th layer.

[0184] Inthis case, the maximum temporal indicator (max_
tid_il_ref pics_plus1[i]) for the i-th layer may be derived as
a sum of the obtained differential temporal indicator (delta_
max_tid_il_ref_pics_plus1[i]) and the maximum temporal
indicator (max_tid_il_ref pics_plus1[i-1]) for the (i-1)-th
layer.

[0185] In addition, as shown in FIG. 6, when the derived
value of the maximum temporal indicator (max_tid_il_ref
pics_plusl[i]) forthei-thlayeris O, the picture of the i-th layer
among a plurality of layers of the video sequence is not used
as the reference picture for inter-layer prediction of the pic-
ture belonging to the (i+1)-th layer.

[0186] On the other hand, when the value of the maximum
temporal indicator (max_tid_il_ref pics_plusl[i]) is greater
than 0, a picture, which belongs to the i-th layer among the
plurality of layers of the video sequence and has a temporal
indicator greater than the maximum temporal identifier, is not
used as the reference picture for inter-layer prediction of the
picture belonging to the (i+1)-th layer. Only in a case where
the value of the maximum temporal indicator (max_tid_il_
ref_pics_plusl[i]) is greater than O and a picture, which
belongs to the i-th layer among the plurality of layers of the
video sequence, has a temporal identifier smaller than the
maximum temporal identifier, the picture may be used as the
reference picture for inter-layer prediction of the picture
belonging to the (i+1)-th layer. Here, the maximum temporal
indicator has a value derived from the maximum temporal
indicator, and for example, the maximum temporal identifier
may be derived as a value obtained by subtracting 1 from a
value of the maximum temporal indicator.
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[0187] Furthermore, the maximum temporal indicator
(max_tid_il_ref pics_plus1[1]) has a value in a pre-deter-
mined range (e.g. 0 to 7). When the value of the maximum
temporal indicator (max_tid_il_ref pics_plusl[i]) corre-
sponds to a maximum value of values in the pre-determined
range, a corresponding picture of the i-th layer may be used as
the inter-layer reference picture of the (i+1)-th layer regard-
less of the temporal identifier TemporallD of the correspond-
ing picture of the i-th layer.

[0188] The differential temporal indicator extracted in
S710 may have a value in the pre-determined range. In detail,
when a difference in frame rate between the i-th layer and an
(i-1)-th layer is large, since a case scarcely occurs where a
difference between the maximum temporal identifier for the
i-th layer and a maximum temporal identifier for the (i-1)-th
layer is large, a differential value between the two maximum
temporal identifiers may not be set to a value of 0 to 7. For
example, the difference value between the maximum tempo-
ral identifier for the i-th layer and the maximum temporal
identifier for the (i-1)-th layer may be set to a value of 0 to 3
and encoded. In this case, the differential temporal indicator
may have a value in a range of 0 to 3.

[0189] Alternatively, when the maximum temporal indica-
tor for the (i-1)-th layer has a maximum value of values in a
pre-determined range, a value of the differential temporal
indicator for the i-th layer may be set to 0. This is because in
the upper layer, since only a case where a temporal identifier
value is equal to or greater than that of the lower layer is
allowed, a case may scarcely occur a case where the maxi-
mum temporal identifier for the i-th layer is smaller than that
for the (i-1)-th layer.

[0190] FIG. 8 illustrates a method for deriving a maximum
temporal identifier on the basis of a default temporal flag as an
embodiment to which the present invention is applied.
[0191] When a difference in frame rate between the i-th
layer and an (i-1)-th layer is large, since a case scarcely
occurs where a difference between the maximum temporal
identifier for the i-th layer and a maximum temporal identifier
for the (i-1)-th layer is large, a case is highly possible to occur
where values of the maximum temporal indicators (max_tid_
il_ref_pics_plusl) for all the layers are identical. Accord-
ingly, the maximum temporal indicator for each layer may be
efficiently encoded by using a flag indicating whether the
values of the maximum temporal indicators (max_tid_il_ref
pics_plusl) of the entire layers are identical.

[0192] Referring to FIG. 8, a default temporal flag (isSa-
me_max_tid_il_ref pics_flag) for a video sequence may be
obtained (S800).

[0193] Here, the default temporal flag may mean informa-
tion indicating whether the maximum temporal indicators (or
the maximum temporal identifier) of all the layers in the video
sequence are identical.

[0194] When the default temporal flag obtained in S800
indicates that the maximum temporal indicators of all the
layers in the video sequence are identical, the default maxi-
mum temporal indicator (default max_tid_il_ref pics_plusl)
may be obtained (S810).

[0195] Here, the default maximum temporal indicator
means the maximum temporal indicator commonly applied to
all the layers. The maximum temporal identifier of each layer
may be derived from the default maximum temporal indica-
tor. For example, The maximum temporal identifier of each
layer may be derived as a value obtained by subtracting 1
from the default maximum temporal indicator.
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[0196] Alternatively, the default maximum temporal indi-
cator may be derived as a predefined value. This may be
applied to a case where the maximum temporal indicator for
each layer is not signaled, like a case where the maximum
temporal indicators of all the layers in the video sequence are
identical. For example, the predefined value may mean a
maximum value in a pre-determined range to which the maxi-
mum temporal indicator belongs. When the pre-determined
range for the value of the maximum temporal indicator is 0 to
7, the value of the default maximum temporal indicator may
be derived as 7.

[0197] On the other hand, when the default temporal flag
obtained in S800 indicates that the maximum temporal indi-
cators of all the layers in the video sequence are not identical,
the maximum temporal indicator for each layer in the video
sequence may be obtained (S820).

[0198] In detail, the maximum temporal indicators may be
obtained as many as the maximum number of layers allowed
for one video sequence. The maximum temporal indicator
may be obtained from a video parameter set of a bitstream.
[0199] When a value of the obtained maximum temporal
indicator is 0, it means that the corresponding picture of the
lower layer is not used as the inter-layer reference picture of
the upper layer. Here, the corresponding picture of the lower
layer may be a non-random access picture.

[0200] For example, when a value of the maximum tempo-
ral indicator is 0, a picture of an i-th layer among a plurality of
layers of a video sequence is not used as a reference picture
for inter-layer prediction of a picture belonging to an (i+1)-th
layer.

[0201] On the other hand, when a value of the maximum
temporal indicator is greater than 0, it may mean that a cor-
responding picture of the lower layer having a temporal iden-
tifier greater than the maximum temporal identifier is not used
as the inter-layer reference picture of the upper layer.

[0202] For example, when a value of the maximum tempo-
ral indicator is greater than 0, a picture, which has a temporal
identifier greater than the maximum temporal identifier and
belongs to the i-th layer among the plurality of layers of the
video sequence, is not used as a reference picture for inter-
layer prediction of a picture belonging to the (i+1)-the layer.
In other words, only in a case where a value of the maximum
temporal indicator is greater than 0, and a picture, which
belongs to the i-th layer among the plurality of layers of the
video sequence, has a temporal identifier smaller than the
maximum temporal identifier, the picture may be used as the
reference picture for inter-layer prediction of the picture
belonging to the (i+1)-th layer. Here, the maximum temporal
identifier has a value derived from the maximum temporal
indicator, and for example, the maximum temporal identifier
may be derived as a value obtained by subtracting 1 from a
value of the maximum temporal indicator.

[0203] Furthermore, the maximum temporal indicator
obtained from S820 has a value in a pre-determined range
(e.g.0to 7). When a value of the maximum temporal indicator
obtained in S820 corresponds to a maximum value of values
in the pre-determined range, a corresponding picture of the
lower layer may be used as an inter-layer reference picture of
the upper layer regardless of the temporal identifier Tempo-
rallD of the corresponding picture of the lower layer.

INDUSTRIAL APPLICABILITY

[0204] As described above, the present invention may be
used for encoding/decoding a scalable video signal.
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1. A scalable video signal decoding method comprising:

determining whether a corresponding picture of a lower
layer is used as an inter-layer reference picture for a
current picture of an upper layer on a basis of a temporal
identifier of the lower layer;

generating a reference picture list of the current picture

according to the determining; and

performing inter-layer prediction for a current block in the

current picture on a basis of the generated reference
picture list,

wherein the temporal identifier means an identifier speci-

fying each of a plurality of layers, which are scalably
coded according to a temporal resolution.

2. The scalable video signal decoding method of claim 1,
wherein determining comprises:

obtaining a maximum temporal identifier for the lower

layer; and

comparing the obtained maximum temporal identifier and

a temporal identifier of the lower layer to determine
whether a corresponding picture of the lower layer is
used as an inter-layer reference picture for the current
picture,

wherein the maximum temporal identifier means a maxi-

mum value of the temporal identifier of the lower layer
for which inter-layer prediction for the upper layer is
allowed.

3. The scalable video signal decoding method of claim 2,
wherein when the temporal identifier of the lower layer is
greater than the obtained maximum temporal identifier, a
corresponding picture of the lower layer is not used as the
inter-layer reference picture for the current picture, and

when the temporal identifier of the lower layer is equal to or

smaller than the obtained maximum temporal identifier,
the corresponding picture of the lower layer is used as
the inter-layer reference picture for the current picture.

4. The scalable video signal decoding method of claim 2,
wherein obtaining the maximum temporal identifier for the
lower layer comprises:

deriving a maximum temporal indicator for the lower layer

as a predefined value; and

deriving the maximum temporal identifier from the maxi-

mum temporal indicator,

wherein the maximum temporal indicator is a value

obtained by adding 1 to the maximum temporal identi-
fier, and

the pre-defined value is a maximum value in a pre-deter-

mined range to which the maximum temporal indicator
belongs.
5. A scalable video signal decoding device comprising:
an inter prediction part determining whether a correspond-
ing picture of a lower layer is used as an inter-layer
reference picture for a current picture of an upper layer
on a basis of a temporal identifier of the lower layer,
generating a reference picture list of the current picture
according to the determining, and performing inter-
layer prediction for a current block in the current picture
on a basis of the generated reference picture list,

wherein the temporal identifier means an identifier speci-
fying each of a plurality of layers scalably coded accord-
ing to a temporal resolution.

6. The scalable video signal decoding device of claim 5,
wherein the inter prediction part obtains the maximum tem-
poral identifier for the lower layer and compares the obtained
maximum temporal identifier and a temporal identifier of the
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lower layer to determine whether the corresponding picture of
the lower layer is used as the inter-layer reference picture for
the current picture, and

the maximum temporal identifier means a maximum value

of the temporal identifier of the lower layer for which
inter-layer prediction for the upper layer is allowed.

7. The scalable video signal decoding device of claim 6,
wherein when the temporal identifier of the lower layer is
greater than the obtained maximum temporal identifier, a
corresponding picture of the lower layer is not used as the
inter-layer reference picture for the current picture, and

when the temporal identifier of the lower layer is equal to or

smaller than the obtained maximum temporal identifier,
the corresponding picture of the lower layer is used as
the inter-layer reference picture for the current picture.

8. The scalable video signal decoding device of claim 6,
wherein the inter prediction part derives a maximum temporal
indicator for the lower layer as a predefined value,

wherein the maximum temporal identifier is derived from

the maximum temporal indicator,

the maximum temporal indicator is a value obtained by

adding 1 to the maximum temporal identifier, and

the pre-defined value is a maximum value in a pre-deter-

mined range to which the maximum temporal indicator
belongs.

9. A scalable video signal encoding method comprising:

determining whether a corresponding picture of a lower

layer is used as an inter-layer reference picture for a
current picture of an upper layer on a basis of a temporal
identifier of the lower layer;

generating a reference picture list of the current picture

according to the determining; and

performing inter-layer prediction for a current block in the

current picture on a basis of the generated reference
picture list,

wherein the temporal identifier means an identifier speci-

fying each of a plurality of layers, which are scalably
coded according to a temporal resolution.

10. The scalable video signal encoding method of claim 9,
wherein determining comprises:

obtaining a maximum temporal identifier for the lower

layer; and

comparing the obtained maximum temporal identifier and

a temporal identifier of the lower layer to determine
whether a corresponding picture of the lower layer is
used as an inter-layer reference picture for the current
picture,

wherein the maximum temporal identifier means a maxi-

mum value of the temporal identifier of the lower layer
for which inter-layer prediction for the upper layer is
allowed.

11. The scalable video signal encoding device of claim 10,
wherein when the temporal identifier of the lower layer is
greater than the obtained maximum temporal identifier, a
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corresponding picture of the lower layer is not used as the
inter-layer reference picture for the current picture, and

when the temporal identifier of the lower layer is equal to or
smaller than the obtained maximum temporal identifier,
the corresponding picture of the lower layer is used as
the inter-layer reference picture for the current picture.

12. The scalable video signal encoding method of claim 10,
wherein obtaining the maximum temporal identifier for the
lower layer comprises:

deriving a maximum temporal indicator for the lower layer
as a predefined value; and

deriving the maximum temporal identifier from the maxi-
mum temporal indicator,

wherein the maximum temporal indicator is a value
obtained by adding 1 to the maximum temporal identi-
fier, and

the pre-defined value is a maximum value in a pre-deter-
mined range to which the maximum temporal indicator
belongs.

13. A scalable video signal encoding device comprising:

an inter prediction part determining whether a correspond-
ing picture of a lower layer is used as an inter-layer
reference picture for a current picture of an upper layer
on a basis of a temporal identifier of the lower layer,
generating a reference picture list of the current picture
according to the determining, and performing inter-
layer prediction for a current block in the current picture
on a basis of the generated reference picture list,

wherein the temporal identifier means an identifier speci-
fying each of a plurality of layers scalably coded accord-
ing to a temporal resolution.

14. The scalable video signal encoding device of claim 13,
wherein the inter prediction part obtains the maximum tem-
poral identifier for the lower layer and compares the obtained
maximum temporal identifier and a temporal identifier of the
lower layer to determine whether the corresponding picture of
the lower layer is used as the inter-layer reference picture for
the current picture, and

the maximum temporal identifier means a maximum value

of the temporal identifier of the lower layer for which
inter-layer prediction for the upper layer is allowed.

15. The scalable video signal encoding device of claim 14,
wherein when the temporal identifier of the lower layer is
greater than the obtained maximum temporal identifier, a
corresponding picture of the lower layer is not used as the
inter-layer reference picture for the current picture, and

when the temporal identifier of the lower layer is equal to or

smaller than the obtained maximum temporal identifier,
the corresponding picture of the lower layer is used as
the inter-layer reference picture for the current picture.
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