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(57) ABSTRACT

A non-transitory computer-readable recording medium
stores a program that causes a computer to execute a
process, the process includes acquiring a plurality of pieces
of training data that include passage data, a question sen-
tence, and an output value, and training a first model so that
first derivation information output from the first model
approaches to second derivation information output from a
second model, the first model being configured to output a
first output value and the first derivation information when
first passage data and a first question sentence are input, the
first derivation information indicating a method of deriving
the first output value from the first passage data, the second
model being configured to output the second derivation
information when the first passage data and a second output
value are input, the second derivation information indicating
a method of deriving the second output value from the first
passage data.
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INFORMATION PROCESSING DEVICE AND
METHOD OF MACHINE LEARNING

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is based upon and claims the
benefit of priority of the prior Japanese Patent Application
No. 2021-046407, filed on Mar. 19, 2021, the entire contents
of which are incorporated herein by reference.

FIELD

[0002] The embodiment discussed herein is related to a
machine learning technique.

BACKGROUND

[0003] In recent years, a natural language processing
model using a neural network has been known, and for
example, used for machine translating and reading compre-
hension.

[0004] FIGS. 7 and 8 are diagrams for explaining a typical
natural language processing method. FIG. 7 illustrates a
functional configuration thereof, and FIG. 8 illustrates pro-
cessing thereof.

[0005] FIG. 7 illustrates an outline of processing by a
neural symbolic reader (NeRd). The NeRd includes a reader
(READER) and a programmer (PROGRAMMER) and
infers an answer (ANSWER) to a question sentence (QUES-
TION) regarding a passage (PASSAGE) written in a natural
language.

[0006] Text is input to the reader, and a vectorized expres-
sion is output. In the example illustrated in FI1G. 8, a passage
describing about American football and a question sentence
“How many yards was the shortest touchdown pass?” are
input to the reader, and values “0.31, 0.56, -0.11, 0.97,
-0.99, 0.03, . . . ” are output.

[0007] The output (expression) of the reader is input to the
programmer. The programmer converts the input expression
into an instruction sequence of a program. This instruction
sequence may be referred to as a program. In the example
illustrated in FIG. 8, a program “MIN (VALUE (17),
VALUE (18))” is generated.

[0008] Then, by executing this program, an answer to the
question is obtained. In the example illustrated in FIG. 8, “1”
is output by executing the program “MIN (VALUE (17),
VALUE (18))”.

[0009] The NeRd may achieve the natural language pro-
cessing with a simple model structure, and may express an
inference process as a program (instruction sequence).
[0010] Japanese Laid-open Patent Publication No. 2020-
46888, International Publication Pamphlet No. WO 2019/
182059, and Dheeru Dua et al., “DROP: A Reading Com-
prehension Benchmark Requiring Discrete Reasoning Over
Paragraphs” 2019, arXiv: 1903.00161v2 Cornell Univer-
sity, 2019 are disclosed as related art.

SUMMARY

[0011] According to an aspect of the embodiment, a non-
transitory computer-readable recording medium stores a
program that causes a computer to execute a process, the
process includes acquiring a training dataset that includes a
plurality of pieces of training data in which passage data, a
question sentence related to the passage data, and an output
value that is an answer to the question sentence are associ-
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ated one another, and training a first model using the training
dataset so that first derivation information output from the
first model approaches to second derivation information
output from a second model, the first model being config-
ured to output a first output value and the first derivation
information when first passage data and a first question
sentence are input, the first output value corresponding to the
first question sentence, the first derivation information indi-
cating a method of deriving the first output value from first
information included in the first passage data, the second
model being configured to output the second derivation
information when the first passage data and a second output
value are input, the second derivation information indicating
a method of deriving the second output value from the first
information.

[0012] The object and advantages of the invention will be
realized and attained by means of the elements and combi-
nations particularly pointed out in the claims.

[0013] It is to be understood that both the foregoing
general description and the following detailed description
are exemplary and explanatory and are not restrictive of the
invention.

BRIEF DESCRIPTION OF DRAWINGS

[0014] FIG. 1 is a diagram illustrating a functional con-
figuration of an information processing device according to
an embodiment;

[0015] FIG. 2 is a diagram illustrating an example of an
NLP data group in the information processing device
according to the embodiment;

[0016] FIG. 3 is a diagram for explaining processing of a
PS model training unit of the information processing device
according to the embodiment;

[0017] FIG. 4 is a diagram for explaining processing of an
NLP model training unit of the information processing
device according to the embodiment;

[0018] FIG. 5 is a flowchart for explaining processing of
the information processing device according to the embodi-
ment;

[0019] FIG. 6 is a diagram illustrating a hardware con-
figuration of the information processing device according to
the embodiment;

[0020] FIG. 7 is a diagram for explaining a typical natural
language processing method; and

[0021] FIG. 8 is a diagram for explaining a typical natural
language processing method.

DESCRIPTION OF EMBODIMENT

[0022] In such a typical natural language processing
method as described above, the program output from the
programmer is treated as a correct answer if the program
outputs a value that matches a numerical value of the output
and is exemplified a correct answer example. Therefore,
there is a problem in that a program with very low versatility
and a program which accidentally outputs a correct answer
are included in correct answers as noise, and thus accuracy
is deteriorated.

[0023] Hereinafter, an embodiment will be described with
reference to the drawings. Note that the embodiment to be
described below is merely examples, and there is no inten-
tion to exclude application of various modifications and
technologies not explicitly described in the embodiment. In
other words, for example, the present embodiment may be
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variously modified and implemented without departing from
the scope of the gist thereof. Furthermore, each drawing is
not intended to include only components illustrated in the
drawings and may include another function and the like.

[0024] (A) Configuration

[0025] FIG. 1 is a diagram illustrating a functional con-
figuration of an information processing device 1 according
to the embodiment.

[0026] The information processing device 1 generates a
natural language processing (NLP) model that is a machine
learning model that executes processing on a document
written in a natural language.

[0027] As illustrated in FIG. 1, the information processing
device 1 includes a training dataset creation unit 101, a
program synthesis (PS) model training unit 102, and an NLP
model training unit 103.

[0028] The training dataset creation unit 101 creates a first
training dataset used when the PS model training unit 102
described later trains a PS model and a second training
dataset used when the NLP model training unit 103
described later trains an NLP model.

[0029] The first training dataset includes a plurality of
pieces of first training data. The first training data includes
input text, an application instruction sequence, and an appli-
cation result.

[0030] The input text is a text sentence described in a
natural language. For example, the training dataset creation
unit 101 may create input text by randomly extracting a
passage having a length equal to or longer than a predeter-
mined length from a known unlabeled corpus (for example,
document database or long text sentence).

[0031] It is assumed that the training dataset creation unit
101 extract input text from a corpus and generate, for
example, input text “ . . . Lassen county had a population of
34,895. The racial makeup of Lassen county was 25,532
(73.2%) white (U.S. census), 2,834 (8.1%) African Ameri-
can (U.S. census) . . ..

[0032] The application instruction sequence is one or more
programs executed (applied) on the input text and is pre-
pared for each task with respect to a passage to be processed.
The program is prepared by a user or the like in advance.
Hereinafter, the program may be referred to as an instruc-
tion.

[0033] For example, the training dataset creation unit 101
creates an application instruction sequence by extracting one
or more programs from a set of a plurality of programs
(instruction set) such as PASSAGE_SPAN, DIFF, or SUM
prepared in advance. Note that, it is assumed that the
program include an argument, various variables, or the like.

[0034] Here, PASSAGE_SPAN is a program for calculat-
ing an elapsed time, and DIFF is a program for calculating
a difference between values. Furthermore, SUM is a pro-
gram for calculating a sum of values. An instruction set
including the plurality of programs is stored in a predeter-
mined storage region of a storage device 13 (refer to FIG. 6)
or the like.

[0035] The training dataset creation unit 101 generates an
application instruction sequence by randomly selecting any
one or more (preferably, two or more) programs from the
instruction set. For example, it is assumed that the training
dataset creation unit 101 generates an application instruction
sequence DIFF (9, SUM (10, 12)). This application instruc-
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tion sequence DIFF (9, SUM (10, 12)) obtains a sum of
“107-th and “12”-th numbers and subtracts the sum from a
“9”-th number.

[0036] In a case where a plurality of programs is used as
the application instruction sequence, the training dataset
creation unit 101 manages an application order of this
plurality of programs.

[0037] An execution result is an execution result (output
sentence) obtained by executing (applying) the application
instruction sequence to the input text.

[0038] The training dataset creation unit 101 applies the
application instruction sequence to the input text. In the
example described above, this application instruction
sequence DIFF (9, SUM (10, 12)) obtains the sum of the
“107-th and “12”-th numbers and subtracts the sum from the
“9”-th number. It may be said that the application instruction
sequence represents an estimation process to obtain an
application result.

[0039] In the input text described above “ . . . Lassen
county had a population of 34,895. The racial makeup of
Lassen county was 25,532 (73.2%) white (U.S. census),
2,834 (8.1%) African American (U.S. census) . . . 7, the
“9”-th number is 34,895, the “10”-th number is 25,532, and
the “12”-th number is 2,834.

[0040] Therefore, the training dataset creation unit 101
executes the application instruction sequence “DIFF (9,
SUM (10, 12))” on the input text described above “ . . .
Lassen county had a population of 34,895. The racial
makeup of Lassen county was 25,532 (73.2%) white (U.S.
census), 2,834 (8.1%) African American (U.S. census) . ..”
so that an application result (output sentence) 6529
{=34895-(25532+2834)} is obtained.

[0041] The training dataset creation unit 101 generates a
combination of the input text “ . . . Lassen county had a
population of 34,895. The racial makeup of Lassen county
was 25,532 (73.2%) white (U.S. census), 2,834 (8.1%)
African American (U.S. census) . . . 7, the application
instruction sequence “DIFF (9, SUM (10, 12))”, and the
application result “6529” as the first training data.

[0042] The training dataset creation unit 101 creates a
plurality of different pieces of first training data (first train-
ing dataset) by appropriately changing and combining the
input text and the application instruction sequence.

[0043] The training dataset creation unit 101 stores the
created training dataset, for example, in a predetermined
storage region of the storage device 13 illustrated in FIG. 6
or the like.

[0044] The second training dataset (training dataset)
includes a plurality of pieces of second training data. The
second training data is configured by associating passage
data, a question sentence for the passage data, with a correct
answer for the question sentence.

[0045] The passage data is a text sentence written in a
natural language. For example, the passage data may be
created by randomly extracting a sentence having a length
equal to or longer than a predetermined length from a known
unlabeled corpus (for example, document database or long
text sentence). The question sentence is a text sentence
representing a question for the passage data. The correct
answer is an answer to the question sentence.

[0046] An example of the second training data is given
below. The passage data is a text sentence of which the
number of words is equal to or more than a predetermined
number, for example, as “ . . . Leftwich flipped a 1-yard

13
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touchdown pass to Wrighster . . . Leftwich threw a 16-yard
touchdown pass to Williams for a 38-0 lead . . . ”. In this
example, it is assumed that the sentence include a plurality
of numbers.

[0047] The question sentence is, for example, “How many
yards was the shortest touchdown pass?”” and may be related
to a numerical value included in passage data. The correct
answer may be, for example, “1”.

[0048] In this example, it is assumed that an instruction
sequence (program) used to obtain a correct answer be
“MIN (VALUE (17), VALUE (18))”. The instruction
sequence (program) used to obtain a correct answer may be
referred to as a correct answer program.

[0049] Hereinafter, the second training data may be
referred to as NLP data, and in addition, the second training
dataset (NLP data) may be referred to as an NLP data group.
[0050] The NLP model training unit 103 described later
trains the NLP model using the second training dataset
(training dataset).

[0051] FIG. 2 is a diagram illustrating an example of the
NLP data group in the information processing device 1
according to the embodiment. In the example illustrated in
FIG. 2, the second training dataset includes passage data, a
question sentence, and a correct answer.

[0052] The NLP data group (second training dataset) illus-
trated in FIG. 2 is created by extracting a part of “DROP: A
Reading Comprehension Benchmark Requiring Discrete
Reasoning Over Paragraphs”. In this way, the second train-
ing dataset may be generated using various known docu-
ments.

[0053] The PS model training unit 102 performs training
(machine learning) on a PS model using the training dataset.
The PS model is a machine learning model that outputs an
instruction sequence (second derivation information) as an
inference result for the input dataset (training dataset).
[0054] FIG. 3 is a diagram for explaining processing of the
PS model training unit 102 of the information processing
device 1 according to the embodiment.

[0055] The PS model training unit 102 uses the first
training dataset to train the PS model. Input text of the first
training dataset may be referred to as first input data.
Furthermore, an application result of the first training dataset
may be referred to as second input data.

[0056] The PS model training unit 102 performs training
(machine learning) on the PS model by using the input text
(first input data) and the execution result (second input data)
of the first training dataset as training data and the applica-
tion instruction sequence of the first training dataset as
correct answer data (teacher data).

[0057] The PS model training unit 102 inputs the input
text (first input data) and the application result (second input
data) of the first training dataset to the PS model, which is
a machine learning model, as training data and makes the PS
model estimate an instruction sequence. Then, the PS model
training unit 102 performs reinforcement learning (rein-
forcement training) so that the instruction sequence esti-
mated by the PS model approaches the application instruc-
tion sequence (correct answer data). There is a case where
the reinforcement learning (reinforcement training) per-
formed by the PS model training unit 102 so as to make the
instruction sequence estimated by the PS model approach
the application instruction sequence is referred to as first
training.
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[0058] The PS model training unit 102 may optimize
parameters by updating a parameter of tensor decomposition
and a parameter of a neural network in a direction for
decreasing a loss function that defines an error between the
inference result of the machine learning model, with respect
to the training data, and correct answer data, for example,
using a gradient descent method.

[0059] The training of the PS model by the PS model
training unit 102 may be expressed, for example, using an
objective function (loss function) given in the following
formulas (1) and (2).

[0060] TRAINING BASED ON
BETWEEN INSTRUCTION SEQUENCES

min,| R ~emd| S

[0061] TRAINING USING REINFORCEMENT
LEARNING

max, log P(Y=1] 7 _) )

SIMILARITY

[0062]
[0063] cmd:
SEQUENCE
[0064] P: CONDITIONED PROBABILITY

[0065] Y: WHETHER OR NOT PROGRAM IS COR-
RECT ANSWER

[0066] The PS model trained as described above may
estimate a program with high accuracy by performing train-
ing by using, as the correct answer data, the application
result obtained by applying the application instruction
sequence to the input text by the training dataset creation
unit 101.

[0067] Here, an example is given in which the PS model
is trained using a training dataset that combines the above
input text ““ . . . Lassen county had a population of 34,895.
The racial makeup of Lassen county was 25,532 (73.2%)
white (U.S. census), 2,834 (8.1%) African American (U.S.
census) . . . 7, the application instruction sequence “DIFF (9,
SUM (10, 12))”, and the application result “6529”.

[0068] It is assumed that the program “SUM (9, DIFF (11,
12))” be output (estimated) by inputting the input text . .
. Lassen county had a population of 34,895. The racial
makeup of Lassen county was 25,532 (73.2%) white (U.S.
census), 2,834 (8.1%) African American (U.S. census) . ..”
and the application result “6529” described above to the PS
model.

[0069] The PS model training unit 102 performs training
based on a similarity between instruction sequences on the
basis of the output “SUM (9, DIFF (11, 12))” and the correct
answer data “DIFF (9, SUM (10, 12))” of the PS model.
[0070] The training based on the similarity between the
instruction sequences in the above example is given below.

émd : BSTIMATED INSTRUCTION SEQUENCE
APPLICATION INSTRUCTION

ming| R —emd/l-1+1+1=3

[0071] The PS model training unit 102 performs the
reinforcement learning so that the estimated instruction
sequence approaches the application instruction sequence. A
process of the reinforcement learning is given below. In the
following example, processes (i) to (iv) are given that
estimate an instruction sequence from the beginning and
repeatedly performs the reinforcement learning each time
when an error in an estimation result is detected.

[0072] (i) SUMfirst instruction sentence is wrong
[0073] (i) DIFF (9, DIFFerror is detected in DIFF
[0074] (iii) DIFF (9, SUM (11better than last time
[0075] (iv) DIFF (9, SUM (10, 12))completed
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[0076] The NLP model training unit 103 trains the NLP
model. The NLP model is a machine learning model that
executes processing on document data written in a natural
language. The NLP model outputs a program (instruction
sequence; first derivation information) as an inference result
for the input dataset (second training dataset). Furthermore,
by executing the output program with respect to the input
question sentence, a corresponding output value is output.
This program corresponds to the first derivation information
indicating a method for deriving an output value.

[0077] The NLP model corresponds to a first model that
outputs the output value corresponding to the input question
sentence and the program (first derivation information)
indicating the method for deriving the output value in
response to the input of the passage data and the question
sentence.

[0078] FIG. 4 is a diagram for explaining processing of the
NLP model training unit 103 of the information processing
device 1 according to the embodiment.

[0079] The NLP model training unit 103 uses the second
training dataset so as to train the NLP model.

[0080] Forexample, the storage device 13 (refer to FIG. 6)
stores a plurality of pieces of second training data (second
training dataset) in advance, and the NLLP model training unit
103 extracts second training data (NLP data) from the
second training dataset (NLP data group) and uses the
extracted data to train the NLP model.

[0081] The NLP model training unit 103 inputs the same
second training data to both of the PS model and the NLP
model and obtains each instruction sequence of an inference
result.

[0082] The NLP model training unit 103 trains the NLP
model so that the program estimated by the NLP model is
similar to (approach) the program estimated by the PS
model. There is a case where the training of the NLP model
so that the program estimated by the NLP model is similar
to the program estimated by the PS model performed by the
NLP model training unit 103 is referred to as first NLP
model training. The first NLP model training is training
based on a similarity between programs, and trains the NLLP
model by using the program estimated by the PS model as
correct answer data.

[0083] The NLP model training unit 103 inputs the input
text and the application result of the second training data to
the NLP model, which is a machine learning model, as
training data and makes the NLP model estimate an instruc-
tion sequence.

[0084] Furthermore, the NLP model training unit 103
inputs the input text and the application result of the same
second training data to the PS model and makes the PS
model estimate an instruction sequence.

[0085] Then, the NLP model training unit 103 performs
the reinforcement learning (reinforcement training) on the
NLP model so that the instruction sequence estimated by the
NLP model is similar to the instruction sequence estimated
by the PS model.

[0086] The NLP model training unit 103 performs the first
NLP model training on the NLP model by using a method
similar to that of the PS model training unit 102 described
above. In other words, for example, the NLP model training
unit 103 performs training based on the similarity between
the instruction sequences using the objective function (loss
function) given in the above formulas (1) and (2) on the NLP
model.
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[0087] For example, it is assumed that the instruction
sequence estimated by the PS model be “MAX (VALUE
(17), VALUE (18))” and the instruction sequence estimated
by the NLP model be “MIN (VALUE (17), VALUE (19))".
In the first NLP model training, the NLP model training unit
103 trains the NLP model by assuming that the instruction
sequence estimated by the PS model “MAX (VALUE (17),
VALUE (18))” as correct answer data.

[0088] Furthermore, the NLP model training unit 103
obtains a first output (execution result #1) by executing the
program (program #1) estimated by the NLP model on the
passage data of the second training data. There is a case
where the first output obtained by executing the program
estimated by the NLP model on the passage data of the
second training data is referred to as an NLP output.

[0089] Furthermore, the NLP model training unit 103
obtains a second output (execution result #2) by executing
the program (program #2) estimated by the PS model on the
passage data of the second training data same as the second
training data used to obtain the NLP output. There is a case
where the second output obtained by executing the instruc-
tion sequence estimated by the PS model on the passage data
of the second training data is referred to as a PS output.

[0090] Then, the NLP model training unit 103 performs
training so as to make the execution result (NLP output) of
the program estimated by the NLP model, be similar to
(approach) the execution result (PS output) of the program
estimated by the PS model.

[0091] There is a case where training of the NLP model by
the NLP model training unit 103 so as to make the execution
result (NLP output) of the program estimated by the NLP
model be similar to the execution result (PS output) of the
program estimated by the PS model is referred to as second
NLP model training. The second NLP model training is
training based on a similarity between outputs.

[0092] For example, it is assumed that the instruction
sequence estimated by the PS model be “MAX (VALUE
(17), VALUE (18))” and an output “16” be obtained by
applying this instruction sequence to the passage data of the
second training dataset. On the other hand, it is assumed that
the instruction sequence estimated by the NLP model be
“MIN (VALUE (17), VALUE (19))” and an output “1” be
obtained by applying this instruction sequence to the pas-
sage data of the second training dataset.

[0093] In the second NLP model training, the NLLP model
training unit 103 trains the NLP model so as to reduce a
difference between the execution result of the instruction
sequence estimated by the NLP model and the execution
result of the instruction sequence estimated by the PS model.

[0094] The NLP model training unit 103 trains the NLP
model with a method according to a target task type. Here,
a case where the target task is each of a number problem, a

date problem, and a character string problem will be
described.

[0095] In a case of the number problem, the NLP model
training unit 103 sets an absolute value of a difference
between a correct answer and a predicted answer as a value
of a loss function. In a case described above where the
instruction sequence estimated by the PS model is “MAX
VALUE (17), VALUE (18))”, an output “16” is obtained, the
instruction sequence estimated by the NLP model is “MIN
(VALUE (17), VALUE (19))”, and an output “1” is obtained,
“16-1=15" is set as the value of the loss function.
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[0096] In a case of the date problem, the NLP model
training unit 103 sets the number of days that is a difference
between a correct answer date and a predicted answer date
as a value of a loss function. For example, when it is
assumed that the correct answer be 1992/03/03 and the
predicted answer be 1992/04/02, the value of the loss
function is “30”.

[0097] In a case of the character string problem, the NLP
model training unit 103 sets a Levenshtein distance (editing
distance) between the correct answer and the predicted
answer as a value of a loss function. Roughly speaking,
because it is needed to insert, delete, or replace some words
in order to convert the predicted answer into the correct
answer, the minimum number of words required to be
inserted, deleted, or replaced is assumed as the editing
distance. Such an editing distance is set as the value of the
loss function.

[0098] The NLP model training unit 103 performs training
in the second NLP model training such that the value of the
loss function described above becomes smaller.

[0099] The second training dataset may be, for example,
prepared by a user in advance and may be stored in a
predetermined storage region of the storage device 13 or the
like.

[0100] In the example described above, the values of the
loss functions of the three types including the number
problem, the date problem, and the character string problem
largely vary. For example, in a case of the number problem,
the correct answer is “16-1=15". However, in a case where
the predicted answer is “16000-1=15999, the value of the
loss function suddenly increases, and this problem effects
the training.

[0101] Therefore, the NLP model training unit 103 of the
information processing device 1 may calculate an average
value of absolute values of the loss functions of the respec-
tive types of problems at the end of one iteration training and
adjust the loss function in a next iteration.

[0102] For example, it is assumed that the second training
data include 4000 problems and the numbers of the number
problem, the date problem, and the character string problem
be respectively 2000, 1000, and 1000. When training is
started, the NLP model training unit 103 calculates a loss
function of each problem. It is assumed that, as a result of
reading all the 4000 problems, a total of the absolute values
of the loss functions with respect to three types of problems
be respectively 15000, 1000, and 3000.

[0103] When the average values of these are calculated,
the average values are respectively 7.5 (=15000/2000), 1.0
(=1000/1000), and 3.0 (=3000/1000). Here, normalization
for setting the sum of the three values to 1.0 is performed,
the answers are respectively 0.65 (=7.5/11.5), 0.09 (=1.0/
11.5), and 0.26 (=3.0/11.5).

[0104] After calculating the loss function in the next
iteration, the NLP model training unit 103 solves the prob-
lem such that the loss functions vary by dividing the
respective values by 0.65, 0.09, and 0.26.

[0105] (B) Operation

[0106] Processing of the information processing device 1
according to the embodiment configured as described above
will be described with reference to the flowchart (steps S1 to
S9) illustrated in FIG. 5.

[0107] Note that, prior to the processing below, it is
assumed that the second training dataset be created by the
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training dataset creation unit 101 and stored in the prede-
termined storage region of the storage device 13 or the like.
[0108] The training dataset creation unit 101 randomly
extracts any one or more instructions from an instruction set
and creates an application instruction sequence (step S1).
[0109] The training dataset creation unit 101 creates input
text, for example, by extracting a passage having a prede-
termined length from a corpus. Then, the application instruc-
tion sequence is executed on the input text (step S2), and an
application result is acquired. In this way, the training
dataset creation unit 101 creates first training data.

[0110] The PS model training unit 102 trains a PS model
using the first training data. In other words, for example, the
PS model training unit 102 trains the PS model using the
input text and the application result of the first training data
as training data and using the application instruction
sequence of the first training data as correct answer data
(step S3).

[0111] The NLP model training unit 103 initializes an NLP
model and creates an initial NLP model (step S4).

[0112] The NLP model training unit 103 inputs the input
text and the application result of the second training data to
the NLP model as training data and makes the NL.P model
estimate an instruction sequence (program #1) (step S5).
[0113] Furthermore, the NLP model training unit 103
inputs the input text and the application result of the same
second training data to the PS model and makes the PS
model estimate an instruction sequence (program #2) (step
S6).

[0114] The NLP model training unit 103 obtains an execu-
tion result #1 by executing the program #1 estimated by the
NLP model on the input text of the second training data (step
S7).

[0115] Furthermore, the NLP model training unit 103
obtains an execution result #2 by executing the program #2
estimated by the PS model on the input text of the second
training data (step S8).

[0116] Thereafter, the NLP model training unit 103 per-
forms the first NLP model training for performing the
reinforcement learning (reinforcement training) so that the
instruction sequence estimated by the NLP model
approaches the instruction sequence estimated by the PS
model and the second NLP model training for performing
the reinforcement learning (reinforcement training) so that
an execution result of the instruction sequence estimated by
the NLP model approaches an execution result of the
instruction sequence estimated by the PS model (step S9).
As a result, a trained NLP model is generated.

[0117] (C) Effects

[0118] In this way, in the information processing device 1
according to the embodiment, the PS model training unit 102
trains the PS model using the first training data including the
correct answer data. As a result, a highly accurate PS model
may be generated.

[0119] Then, the NLP model training unit 103 performs
the reinforcement learning (first NLP model training) on the
NLP model so that the program estimated by the NLLP model
is similar to the program estimated by the PS model. As a
result, the program output from the NLP model may be
improved.

[0120] Furthermore, the NLP model training unit 103
trains the NLP model (second NLP model training) so that
the execution result (NLP output) of the program estimated
by the NLP model is similar to the execution result (PS
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output) of the program estimated by the PS model. This also
makes it possible to improve the program output from the
NLP model.

[0121] An NLP model suitable for the natural language
processing may be generated by training the PS model by the
PS model training unit 102, and training the NLP model on
the basis of the trained PS model by the NLP model training
unit 103.

[0122] Because the program (instruction sequence) gen-
erated by the NLP model represents an inference process of
the NLP model, a user may easily understand the inference
process of the NLP model by referring to this program.
[0123] The training dataset creation unit 101 randomly
extracts a passage having a length equal to or longer than a
predetermined length from a known unlabeled corpus so as
to create the input text of the first training dataset. Further-
more, the training dataset creation unit 101 acquires the
execution result by executing the application instruction
sequence on the input text.

[0124] Then, the PS model training unit 102 uses the input
text (first input data) and the execution result (second input
data) of the first training data as training data and uses the
application instruction sequence of the first training data as
correct answer data (teacher data). In this way, the training
of'the PS model may be achieved without preparing a corpus
of correct answer programs, and it is possible to reduce cost.
[0125] When the NLP model is trained, the NLP model
training unit 103 performs the reinforcement learning (first
NLP model training) on the NLP model so that the program
estimated by the NLP model is similar to the program
estimated by the PS model. Furthermore, the NLP model
training unit 103 trains the NLP model (second NLP model
training) so that the execution result (NLP output) of the
program estimated by the NLP model is similar to the
execution result (PS output) of the program estimated by the
PS model.

[0126] In other words, for example, the training of the
NLP model may be also achieved without preparing a corpus
of correct answer programs, and it is possible to reduce the
cost.

[0127] (D) Others

[0128] FIG. 6 is a diagram illustrating a hardware con-
figuration of the information processing device 1 according
to the embodiment.

[0129] The information processing device 1 is a computer
and includes, for example, a processor 11, a memory 12, the
storage device 13, a graphic processing device 14, an input
interface 15, an optical drive device 16, a device connection
interface 17, and a network interface 18 as components.
These components 11 to 18 are configured to be communi-
cable with each other via a bus 19.

[0130] The processor (processing unit) 11 controls the
entire information processing device 1. The processor 11
may be a multiprocessor. The processor 11 may be, for
example, any one of a central processing unit (CPU), a micro
processing unit (MPU), a digital signal processor (DSP), an
application specific integrated circuit (ASIC), a program-
mable logic device (PLD), and a field programmable gate
array (FPGA). Furthermore, the processor 11 may be a
combination of two or more types of elements of the CPU,
MPU, DSP, ASIC, PLD, and FPGA.

[0131] Then, by executing a control program (machine
learning program, not illustrated) by the processor 11, func-
tions as the training dataset creation unit 101, the PS model
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training unit 102, and the NLP model training unit 103
illustrated in FIG. 1 are implemented.

[0132] Note that the information processing device 1
implements the functions as the training dataset creation unit
101, the PS model training unit 102, and the NLP model
training unit 103, for example, by executing the program
(machine learning program, OS program) recorded in a
computer-readable non-transitory recording medium.
[0133] A program in which processing content to be
executed by the information processing device 1 is described
may be recorded in various recording media. For example,
the program to be executed by the information processing
device 1 may be stored in the storage device 13. The
processor 11 loads at least some of the programs in the
storage device 13 on the memory 12 and executes the loaded
programs.

[0134] Furthermore, the program to be executed by the
information processing device 1 (processor 11) may be
recorded on a non-transitory portable recording medium
such as an optical disk 164, a memory device 174, or a
memory card 17¢. The program stored in the portable
recording medium may be executed after being installed in
the storage device 13, for example, by control from the
processor 11. Furthermore, the processor 11 may directly
read the program from the portable recording medium and
execute the program.

[0135] The memory 12 is a storage memory including a
read only memory (ROM) and a random access memory
(RAM). The RAM of the memory 12 is used as a main
storage device of the information processing device 1. The
RAM temporarily stores at least some of the programs to be
executed by the processor 11. Furthermore, the memory 12
stores various types of data needed for the processing by the
processor 11.

[0136] The storage device 13 is a storage device such as a
hard disk drive (HDD), a solid state drive (SSD), or a storage
class memory (SCM), and stores various types of data. The
storage device 13 is used as an auxiliary storage device of
the information processing device 1.

[0137] The storage device 13 stores an OS program, a
control program, and various types of data. The control
program includes a machine learning program.

[0138] Note that a semiconductor storage device such as
an SCM or a flash memory may be used as the auxiliary
storage device. Furthermore, redundant arrays of inexpen-
sive disks (RAID) may be configured by using a plurality of
storage devices 13.

[0139] The storage device 13 may store the NLP data
group and the first training dataset and the second training
dataset created by the training dataset creation unit 101.
Furthermore, the data or the like generated according to the
processing by the PS model training unit 102 and the NLP
model training unit 103 may be stored. For example, the data
included in the PS model and the data included in the NLP
model may be stored.

[0140] The graphic processing device 14 is connected to a
monitor 14a. The graphic processing device 14 displays an
image on a screen of the monitor 14« in accordance with an
instruction from the processor 11. Examples of the monitor
14q include a display device using a cathode ray tube (CRT),
a liquid crystal display device, and the like.

[0141] The input interface 15 is connected to a keyboard
15a and a mouse 154. The input interface 15 transmits
signals sent from the keyboard 154 and the mouse 155 to the
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processor 11. Note that the mouse 155 is an example of a
pointing device, and another pointing device may also be
used. Examples of the another pointing device include a
touch panel, a tablet, a touch pad, a track ball, or the like.
[0142] The optical drive device 16 reads data recorded on
the optical disk 16a by using laser light or the like. The
optical disk 16a is a non-transitory portable recording
medium having data recorded in a readable manner by
reflection of light. Examples of the optical disk 164 include
a digital versatile disc (DVD), a DVD-RAM, a compact disc
read only memory (CD-ROM), a CD-recordable (R)/rewrit-
able (RW), or the like.

[0143] The device connection interface 17 is a communi-
cation interface for connecting peripheral devices to the
information processing device 1. For example, the device
connection interface 17 may be connected to the memory
device 17a and a memory reader/writer 175. The memory
device 174 is a non-transitory recording medium equipped
with a communication function with the device connection
interface 17 and is, for example, a universal serial bus (USB)
memory. The memory reader/writer 175 writes data to the
memory card 17¢ or reads data from the memory card 17c.
The memory card 17¢ is a card-type non-transitory record-
ing medium.

[0144] The network interface 18 is connected to the net-
work. The network interface 18 transmits and receives data
via the network. Other information processing devices,
communication devices, and the like may be connected to
the network. For example, connection with a corpus used to
generate the first training dataset and the second training
dataset or the like may be performed via the network
interface 18, and the connection may be appropriately modi-
fied and performed.

[0145] Then, the disclosed technique is not limited to the
above-described embodiment, and various modifications
may be made and implemented without departing from the
spirit of the present embodiment. Each configuration and
each processing of the present embodiment may be selected
or omitted as needed or may be appropriately combined.
[0146] For example, in the embodiment described above,
an example has been given in which an English sentence is
used as the text sentence. However, the embodiment is not
limited to this, and may be applied to languages other than
English, and may be variously modified and implemented.
[0147] Furthermore, in the embodiment described above,
an example has been given in which the program such as
PASSAGE_SPAN, DIFF, or SUM is used as the application
instruction sequence. However, the embodiment is not lim-
ited to this. For example, as the application instruction
sequence, a Python (registered trademark) program such as
max.py, count.py, or extract_number.py may be used, and
the embodiment may be appropriately modified and imple-
mented.

[0148] Here, for example, extract_number.py is a program
for extracting a number. Furthermore, max.py is a program
for selecting the maximum number from a set of numbers.
These programs may include information such as argu-
ments.

[0149] Furthermore, the present embodiment may be car-
ried out and manufactured by those skilled in the art accord-
ing to the disclosure described above.

[0150] All examples and conditional language provided
herein are intended for the pedagogical purposes of aiding
the reader in understanding the invention and the concepts
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contributed by the inventor to further the art, and are not to
be construed as limitations to such specifically recited
examples and conditions, nor does the organization of such
examples in the specification relate to a showing of the
superiority and inferiority of the invention. Although one or
more embodiments of the present invention have been
described in detail, it should be understood that the various
changes, substitutions, and alterations could be made hereto
without departing from the spirit and scope of the invention.

What is claimed is:

1. A non-transitory computer-readable recording medium
storing a program that causes a computer to execute a
process, the process comprising:

acquiring a training dataset that includes a plurality of

pieces of training data in which passage data, a question
sentence related to the passage data, and an output
value that is an answer to the question sentence are
associated one another; and

training a first model using the training dataset so that first

derivation information output from the first model
approaches to second derivation information output
from a second model, the first model being configured
to output a first output value and the first derivation
information when first passage data and a first question
sentence are input, the first output value corresponding
to the first question sentence, the first derivation infor-
mation indicating a method of deriving the first output
value from first information included in the first pas-
sage data, the second model being configured to output
the second derivation information when the first pas-
sage data and a second output value are input, the
second derivation information indicating a method of
deriving the second output value from the first infor-
mation.

2. The non-transitory computer-readable recording
medium according to claim 1, the process further compris-
ing:

prior to the training of the first model, training the second

model by inputting training data and an instruction
sequence as derivation information, the training data
including training passage data and an output value that
is derived by executing the instruction sequence on the
training passage data.

3. The non-transitory computer-readable recording
medium according to claim 1, the process further compris-
ing:

training the first model so that an output value that is

derived from the first information in accordance with
the first derivation information approaches to an output
value that is derived from the first information in
accordance with the second derivation information.

4. An information processing device, comprising:

a memory; and

a processor coupled to the memory and the processor

configured to:

acquire a training dataset that includes a plurality of

pieces of training data in which passage data, a question
sentence related to the passage data, and an output
value that is an answer to the question sentence are
associated one another; and

train a first model using the training dataset so that first

derivation information output from the first model
approaches to second derivation information output
from a second model, the first model being configured
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to output a first output value and the first derivation
information when first passage data and a first question
sentence are input, the first output value corresponding
to the first question sentence, the first derivation infor-
mation indicating a method of deriving the first output
value from first information included in the first pas-
sage data, the second model being configured to output
the second derivation information when the first pas-
sage data and a second output value are input, the
second derivation information indicating a method of
deriving the second output value from the first infor-
mation.

5. The information processing device according to claim

4, wherein

the processor is further configured to:

prior to the training of the first model, train the second
model by inputting training data and an instruction
sequence as derivation information, the training data
including training passage data and an output value that
is derived by executing the instruction sequence on the
training passage data.

6. The information processing device according to claim

4, wherein

the processor is further configured to:

train the first model so that an output value that is derived
from the first information in accordance with the first
derivation information approaches to an output value
that is derived from the first information in accordance
with the second derivation information.

7. A method of machine learning, the method comprising:

acquiring, by a computer, a training dataset that includes
a plurality of pieces of training data in which passage
data, a question sentence related to the passage data,
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and an output value that is an answer to the question
sentence are associated one another; and

training a first model using the training dataset so that first
derivation information output from the first model
approaches to second derivation information output
from a second model, the first model being configured
to output a first output value and the first derivation
information when first passage data and a first question
sentence are input, the first output value corresponding
to the first question sentence, the first derivation infor-
mation indicating a method of deriving the first output
value from first information included in the first pas-
sage data, the second model being configured to output
the second derivation information when the first pas-
sage data and a second output value are input, the
second derivation information indicating a method of
deriving the second output value from the first infor-
mation.

8. The method according to claim 7, further comprising:

prior to the training of the first model, training the second
model by inputting training data and an instruction
sequence as derivation information, the training data
including training passage data and an output value that
is derived by executing the instruction sequence on the
training passage data.

9. The method according to claim 7, further comprising:

training the first model so that an output value that is
derived from the first information in accordance with
the first derivation information approaches to an output
value that is derived from the first information in
accordance with the second derivation information.
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