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METHODS AND APPARATUSES FOR
CONTENT PREPARATION AND/OR
SELECTION

TECHNICAL FIELD

[0001] Embodiments of the present disclosure relate to the
field of data processing, in particular, to methods and appa-
ratuses for content preparation and/or selection that involves
searching electronic documents and/or databases.

BACKGROUND

[0002] Notwithstanding the significant advances made in
the past decades, electronic document and database technol-
ogy continues to suffer from a number of disadvantages pre-
venting users from fully realizing the benefits that may flow
from advances in computing and related technology.

[0003] Current Web search employs both query-indepen-
dent and query-dependent processes. Query-independent
processes such as Google™ PageRank™ focus search results
on well-cited or otherwise significant portions of the Web.
With such focus, query-dependent processes developed for
text search perform reasonably well. However, Web content is
far more highly configured than plain text documents. Web
pages typically contain complex content items that contain
other complex content items. By their nature, text search
processes ignore a great deal of useful information. Similar
observations apply to markup search more generally, to key-
word search over databases, and to database search more
generally, especially for databases that have been subject to
data mining. Prior extensions of text search processes take
note of the relatively simple hierarchical configurations of
classic text documents, and take note of inter-document con-
figurations within collections of text documents. However,
these prior extensions are not equipped to fully and efficiently
use available configurational information.

[0004] U.S. patent application (USPA) No. 2007-0288438,
and USPA No. 2009-0254549, among other things, intro-
duced a new category of query-dependent search processes
for configured content. These processes systematically apply
configurational information and work in conjunction with
text search processes, content valuation processes, database
query processes, clustering processes, and other prior art
technology. They enable more accurate and more focused
search results. They also enable more highly specified search
expressions. They also support the application of automati-
cally generated search expressions that indicate nested juxta-
positions of sub-expressions, such as those generated by
methods introduced in USPA No. 2013/0103662. While the
processes of USPA No. 2007-0288438, and USPA No. 2009-
0254549 allow search matches within a given content item to
influence the relevance scores of content items that neither
contain nor are contained by the given content item, these
processes’ sensitivity to the possibilities of mutual influence
potentially can be further improved.

[0005] The use of configurational information necessarily
requires computational resources. So does the evaluation of
complex search expressions. The processes of USPA No.
2007-0288438, and USPA No. 2009-0254549 maintain effi-
ciency in evaluating complex search expressions over com-
plex content hierarchies. However, additional opportunities
for optimization remain, as do opportunities for shifting the
computational burden to systems that operate prior to search
time, opportunities for distributing both search-time process-
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ing and pre-search-time processing among various system
instances, and opportunities for maintaining consistency in
the assignment of numerical relationships within and across
content hierarchies.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1 illustrates processing modules invoked in
applications that prepare, store, select, and present content, in
accordance with various embodiments.

[0007] FIG. 2 illustrates how a non-associative juxtaposi-
tion operator can reflect contrasting content hierarchies.
[0008] FIGS. 3-4 illustrate selected operations of the con-
tent correspondence determination module of FIG. 1, in
accordance with various embodiments.

[0009] FIG. 5 illustrates a selective schematic presentation
of'a Web page, in accordance with various embodiments.
[0010] FIG. 6 illustrates an example computing environ-
ment suitable for practicing embodiments of the present dis-
closure.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

[0011] Illustrative embodiments of the present disclosure
include but are not limited to methods, storage medium and
apparatuses for content preparation and/or selection, in par-
ticular, an apparatus that includes a content preparation or
selection module to receive, as part of a content preparation or
selection, a representation of a concept; and determine, for
the content preparation or selection, topical relevance of a
content item (N) of a content hierarchy to the concept. The
content hierarchy may include a plurality of content items,
including N, and determine topical relevance of N to the
concept may be based at least in part on interrelationships
among at least some of the other content items of the content
hierarchy other than N, its ancestor content items, and/or its
descendant content items. Further, other embodiments may
include determination of topical relevance of a content item in
an externally context-sensitive and/or externally juxtaposi-
tional-sensitive manner, and/or may be based on external
mediated influence, to be described more fully below.

[0012] The present disclosure’s methods and apparatuses
potentially permit search results to correspond more accu-
rately to users’ requests. In various embodiments, search
results may systematically reflect the principle that proximity
to relevant content is an indicator of relevance. In various
embodiments, searches return content items of varying
granularity. In various embodiments, search requests may be
formulated with a non-associative juxtaposition operator,
permitting more accurate results for searches based on com-
binations of search terms. In various embodiments, compu-
tations of search results are subject to diverse optimizations.
The present disclosure’s methods and apparatuses can be
applied in advance of content-request time, and the resulting
content-related information can be stored and then accessed
at content-request time. Processing that incorporates the
present disclosure’s methods and apparatuses can be applied
in parallel threads within a single computer system, and/or
can be distributed across diverse systems. The present disclo-
sure’s methods and apparatuses may apply to Web search, and
in particular to mobile Web search. They also may apply to
search of document content more generally, and to search of
content stored in databases more generally. They also may
apply to finding content instances that are related according to
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diverse similarity criteria, and more generally to finding
instances of data complexes that are related according to
diverse similarity criteria.

[0013] Various aspects of the illustrative embodiments will
be described using terms commonly employed by those
skilled in the art to convey the substance of their work to
others skilled in the art. However, it will be apparent to those
skilled in the art that alternate embodiments may be practiced
with only some of the described aspects. For purposes of
explanation, specific numbers, materials, and configurations
are set forth in order to provide a thorough understanding of
the illustrative embodiments. However, it will be apparent to
one skilled in the art that alternate embodiments may be
practiced without the specific details. In other instances, well-
known features are omitted or simplified in order not to
obscure the illustrative embodiments.

[0014] Further, various operations will be described as
multiple discrete operations, in turn, in a manner that is most
helpful in understanding the illustrative embodiments; how-
ever, the order of description should not be construed as to
imply that these operations are necessarily order dependent.
In particular, these operations need not be performed in the
order of presentation.

[0015] The phrase “in one embodiment” is used repeatedly.
The phrase generally does not refer to the same embodiment;
however, it may. The terms “comprising,” “having,” and
“including” are synonymous, unless the context dictates oth-
erwise. The phrase “A/B” means “A or B”. The phrase “A
and/or B”means “(A), (B), or (A and B)”. The phrase “at least
oneof A, Band C”means “(A), (B), (C), (Aand B), (A and C),
(B and C) or (A, B and C)”. The phrase “(A) B” means “(B)
or (A B)”, that is, A is optional.

[0016] Referring now to FIG. 1, wherein a block diagram
illustrating processing systems, functions, and modules
invoked in applications that prepare, store, select, and present
content, in accordance with various embodiments, is shown.
As illustrated, for the embodiments, the processing systems
and functions may include content storage/access systems
101, content preparation functions 102, content selection
functions 103, and content presentation systems 104, opera-
tively coupled with each other, to prepare, store, select and
present content. “Content,” as used herein, may include, but is
not limited to, plain text, media such as images, video, and
audio, fully-specified markup such as DHTML files and
XML files, partially-specified markup files such as server
pages, database fields, database records, database tables, and
data complexes constructed from primitive data. In embodi-
ments, content storage/access systems 101 may include, but
are not limited to, file systems, database management sys-
tems, and content management systems. Content preparation
functions 102 may include, but are not limited to, functions
such as Web page authoring, server page authoring, database
schema design, data collection, Web crawling, data analysis
as through data mining and predictive analytics, inverse
indexing, and content valuation as through application of
Google™ PageRank™ Some, but not all, content preparation
functions may rely on human input in conjunction with
greater or lesser amounts of automatic assistance, and/or
guidance, and/or analysis. Content selection functions 103
may include, but are not limited to, functions such as identi-
fying a sequence of Web pages that correspond to a given
search expression (“Web search”); identifying a sequence of
Web page constituents that correspond to a given search
expression; choosing advertisements to appear on a Web
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page; choosing Web page links, with associated content, to
appear on a social media news feed; choosing clothing items,
or streamed movies, or music discs, or news stories, that
correspond to a given search expression and/or that corre-
spond to a given instance or set of instances of similar items,
and/or that correspond to a user profile, and/or that corre-
spond to a demographic profile, and/or that correspond to a
given time, and/or that correspond to a given location; choos-
ing events or sets of events, as defined according to data-
related conditions, that correspond to a given search expres-
sion and/or that correspond to a given event or set of events;
and choosing other entities, where entities are defined accord-
ing data-related conditions, that correspond to a given search
expression and/or that correspond to a given similar or non-
similar entity or set of similar or non-similar entities. Content
presentation systems 104 may include, but are not limited to,
functions such as generating a database report, instantiating a
server page as a Web page by a content management system,
rendering a Web page by a proxy server, rendering and paint-
ing a Web page by a Web browser, displaying news items by
a dedicated news app, displaying items for purchase by a
dedicated retail app, and displaying posts by a dedicated
social app. Content preparation functions 102 may receive
input from content storage/access systems 101, and in some
cases send their output to possibly different content storage/
access systems. Content selection functions 103 may also
receive input from content storage/access systems 101, and in
some cases send their output to possibly different content
storage/access systems. Content preparation functions 102
and content selection functions 103 may participate indepen-
dently or together in supplying content to content presenta-
tion systems 104. In embodiments, modules 105-109 may be
incorporated with the teachings of the present disclosure. As
will be apparent from the descriptions to follow, any or all of
105-109 may be used in conjunction with modules incorpo-
rating prior art methods in content preparation functions 102,
and/or in content selection functions 103. Categorize content
module 105 may be configured to associate content items
with content categories, such as the category that comprises
captioned images, and the category that comprises news
articles related to the topic of international commerce. Set/
adjust content graphs modules 106 may be configured to
establish directed acyclic graphs of documents and other
content items according to the containment relation or
according to other relations. Module 106 may also be config-
ured to adjust such directed acyclic graphs, in cases where the
graphs have previously been established by module 106, and
also in cases where the graphs have been established by
modules incorporating prior art methods. The adjustments of
module 106 may include inserting new nodes, moving nodes,
adding parent-child relationships, and similar. Module 105
and/or module 106 may be configured to send their outputs to
module 107, configured to determine mutual influence rela-
tions within content graphs. Module 105 and/or module 106,
in embodiments, however, may bypass module 107 and send
their output directly to module 108, configured to determine
content correspondence. Module 105 and/or module 106, still
in other embodiments, may bypass both module 107 and
module 108 so that the outputs of 105 and/or 106 may go
directly to prior art content preparation and/or content selec-
tion modules, or go directly to content presentation systems
104 and/or go directly to content storage/access systems 101.
Determine mutual influence relations within content graphs
module 107 may analyze the potential of content items within
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content graphs to influence relevance for other content items
within the content graphs. Module 107, in embodiments, may
bypass module 108 so that the output of 107 goes directly to
prior art content preparation and/or content selection mod-
ules, or goes directly to content presentation systems 104
and/or content storage/access systems 101. Determine con-
tent correspondences module 108 may be configured to
assign scores to content items paired with search expressions.
Module 108 thus may perform a function commonly associ-
ated with the term “search.” Module 108 may operate in
conjunction with modules incorporating prior art methods.
Generate search expressions module 109 may be configured
to generate search expressions from content items. When
module 109 operates in conjunction with module 108, mod-
ule 108 may perform functions that extend beyond the func-
tions commonly associated with the term “search.” For
example, 108-109 may assign scores to pairs of content items
that reflect content items’ mutual relevance. More generally,
108-109 may determine similarities among entities that are
defined according to data-related conditions, where the simi-
larities may or may not involve “relevance” as this term is
commonly understood.

[0017] While for ease of understanding, the functions per-
formed by systems, functions, and modules 101-109 are illus-
trated as distinct components, in practice, their functions may
be partitioned and assigned to different smaller modules and/
or tasks. Alternatively, they may be combined in a single
module. The various modules and/or tasks may be executed
as a single thread, or as multiple threads where appropriate. In
various embodiments, the execution of systems, functions,
and modules 101-109, may be on the same system, and in
other embodiments, they may be on different systems. For
these latter embodiments, communications among systems,
functions, and modules 101-109 may be in accordance with
any one of a number of communication protocols, including
but not limited to HTTP and/or HTTPS, with or without going
through one or more communication modules/layers (where
HTTP=Hypertext Transmission Protocol, and
HTTPS=Hypertext Transmission Protocol Secured). In still
other embodiments, other implementation arrangements may
also be possible.

1. Framework

A. Content Hierarchies, Content Items, and Content
Universes

[0018] Hereafter, the term “content hierarchy” will be used
to refer to documents, such as Web pages, XML documents,
and text documents, and more inclusively to content such as
sub-documents, collections of documents and sub-docu-
ments, database records/objects, and collections of database
records/objects, where database records/objects may be
drawn from one or more databases and/or one or more data-
base views. In some but not all cases, content comes equipped
with configurational information. For example, for a docu-
ment, configurational information may include specification
of'which sub-documents of the document contain which other
sub-documents of the document. Embodiments of the present
disclosure, as well as prior art, may deduce configurational
information from a given content hierarchy, and add this new
information to the content hierarchy. In some cases, these
embodiments may replace given configurational information
with new configurational information. Hereafter, the term
“content item” will be used to refer to constituents of content
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hierarchies. A content item may be a document, a collection
of'documents, a syntactic constituent of a document, a seman-
tic constituent of a document, a sub-document that corre-
sponds to neither a syntactic constituents nor a semantic
constituent of the document, a collection of sub-documents, a
database record/object, or a collection of database records/
objects, where database records/objects may be drawn from
one or more databases and/or one or more database views.
Content items may themselves correspond to content hierar-
chies, and may contain other content items. According to
various embodiments of the present disclosure, content hier-
archies may be organized as trees, where the content item
corresponding to a parent node contains the content items
corresponding to the parent node’s child nodes. More gener-
ally, according to various embodiments, content hierarchies
may be organized as directed acyclic graphs according to the
containment relation, so that a content item may be directly
contained by more than one other content item. According to
various embodiments, content hierarchies may be organized
as directed acyclic graphs where the parent-child relation
corresponds to a relation other than the containment relation.
Hereafter, a terminal content item within a content hierarchy
will be referred to as an “atomic content item.” Note that what
counts as an atomic content item depends on how the con-
taining hierarchy is organized. For example, in some content
hierarchies, words count as atomic content items, while in
other content hierarchies, sentences count as atomic content
items, while in yet other content hierarchies, sub-word mor-
phemes count as atomic content items.

[0019] Hereafter, the term “content universe” will be used
to refer to collections of content hierarchies, where the col-
lections are inputs to pre-search-time processes that generate
data to support search. The World Wide Web is an example of
a content universe, with crawling, indexing, and caching as
examples of pre-search-time processes. Note that nothing
precludes a content hierarchy from coinciding with a content
universe. For example, a database may be subject to pre-
search-time processing to identity and record semantically-
based clusters, and subject to search-time processing whose
inputs include cluster memberships. Note further that pre-
search-time processing of a content universe will typically
include processing on an individual basis of all or some of the
content hierarchies that comprise the content universe.

B. Themes and Queries

[0020] Hereafter, “theme” will be used as a realization of
the notion of concept—that to which content may be topically
relevant. An “atomic search expression” is either a quoted
string of characters, or a string of characters that doesn’t
contain a designated delimiter (such as space, period, and
quotation mark). Hereafter, “atomic theme” will be used to
refer to concepts that correspond to atomic search expres-
sions. According to various embodiments, atomic themes
may correspond to words (such as “dog™), or phrases (such as
“friendly dog”), or word classes that contain words related
through regular morphological patterns (such as {“dog”,
“dogs”}), or classes of words related through morphological
similarity more generally (such as {“dog”, “dogs”, “dog-
gish”, . .. }), or classes of words related through synonymy
(such as {“dog”, “pooch™, . . . }) and/or morphological simi-
larity, or classes of words annotated with parts of speech (such
as ({“dog”, . . . }, noun)), or syntactic patterns wholly or
partially filled by words, phrases, or word classes (such as the
subject-verb-object pattern with the subject slot filled by a
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class represented by “dog,” with the verb slot filled by a class
represented by “chase,” and with the object slot unfilled).
Various embodiments identify and represent classes and/or
patterns according to various methods of prior art.

[0021] Further, according to various embodiments, atomic
themes may correspond to database queries, such as the SQL
query, “SELECT ISBN FROM BOOK WHERE
AUTHORLASTNAME="XYZ’”, or may be expressions that
specify details of XML, HTML, or other markup documents,
such as the XPATH expression “//book
[authorlastname="Xyz’|”.

[0022] However, not all language patterns count as atomic
themes, not all database queries count as atomic themes, and
not all queries specifying markup details count as atomic
themes. An atomic theme necessarily corresponds to a con-
cept, to which a content item may or may not be topically
relevant. Whether a particular language pattern or query cor-
responds to a concept is ultimately a matter of judgment, or of
stipulation. In very many cases, judgments of concepthood
are likely to be uncontroversial. For example, the SQL query
in the preceding paragraph, the XPATH expression in the
preceding paragraph, and the phrase “author Xyz” corre-
spond to very similar concepts. In contrast, the SQL query
“SELECT ISBN FROM BOOK WHERE (ISBN % 11)=0"
(books whose ISBN’s are divisible by 11), corresponds to a
concept only in far-fetched circumstances. Similarly, the
XPATH expression “//TR[position( ) mod 11=0]" (table rows
whose positions in the table are multiples of 11) corresponds
to a concept only in far-fetched circumstances. Similarly, the
text pattern “contains ‘dog’ within 11 words of ‘cat”™ corre-
sponds to a concept only in far-fetched circumstances.
[0023] Hereafter, when the term “relevance” is used with-
out qualification, it refers specifically to “topical relevance,”
a relationship between topics (themes) and content, and simi-
larly for “relevant.” Distinct themes may be mutually rel-
evant. In particular, themes may be mutually relevant on the
condition that their corresponding concepts are perceived as
mutually relevant, or on the condition that their correspond-
ing concepts are perceived to be perceived to be mutually
relevant. For example, it’s a mathematical fact that —e™
equals 1. However, most people who are not currently under-
going their secondary school mathematics training have
slight awareness of this fact, or no awareness of this fact. A
secondary school mathematics teacher, or someone else with
perfect awareness of the fact, might still judge that “—e™ is
not very relevant to “1” for purposes of search, because that
person perceives that most people don’t perceive “—e™ to be
relevant to “1,” or because “1” figures in many more subject
matter contexts than “—e™ so expressed. In contrast, aware-
ness that H,O is equivalent to water is much more wide-
spread. Consequently, a judgment that “H,O” is relevant to
“water” for purposes of search is reasonable.

[0024] Further, themes that correspond to concepts in vari-
ous semantic or factual relationships may be mutually rel-
evant. For example, if one theme corresponds to a category,
and another theme corresponds to a sub-category or super-
category of the first theme, then the two themes may be
mutually relevant, on the condition that the sub-/super-cat-
egory relationship is perceived, or is perceived to be per-
ceived. Thus a judgment that “dog” is relevant to “beagle” for
purposes of search is reasonable, and a judgment that
“beagle” is relevant to “dog” for purposes of search is rea-
sonable. For another example, the factual relationship
between Napoleon Bonaparte and Josephine Beauharnais
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may support a judgment that “Napoleon Bonaparte” and
“Josephine Beauharnais™ are mutually relevant.

[0025] Relevance judgments, which may be recorded as
numerical assignments of degrees of relevance, reasonably
depend in part on the semantic or factual relationships of
concepts corresponding to themes. For example, equivalent
concepts may reasonably be judged more mutually relevant
than concepts that stand in a sub-/super-category relationship.
Moreover, the less the relative set-difference between the
sub-category and super-category, the more mutually relevant
the concepts. Thus “beagle” and “dog” are more mutually
relevant than are “beagle” and “mammal.”

[0026] Further, relevance judgments reasonably depend in
part on the extent to which a relationship instance is recog-
nized, as illustrated by the H,O/—e™ contrast discussed
above. Such recognition judgments may be made relative to
particular populations, or relative to particular individuals.
For example, the mutual relevance of “H,O” and “water”
might be judged higher in the context of search within a Web
site intended for chemists, than in the context of general Web
search.

[0027] An atomic theme is a “theme.” The juxtaposition of
two or more themes yields a “mixed theme,” which is itself a
“theme.” For example, the juxtaposition of the atomic themes
corresponding to “dog” and “cat” is a theme. An article on the
topic of dogs and cats living in the same houses would be
highly relevant to this theme.

[0028] Hereafter, “0” (lower case Greek letter omicron)
denotes the theme juxtaposition operator. According to vari-
ous embodiments of the present disclosure, the theme juxta-
position operator is commutative (as with the structural prox-
imity operator ## of USPA No. 2007-0288438, and USPA
No. 2009-0254549). According to alternative embodiments,
the theme juxtaposition operator is non-commutative.
According to various embodiments of the present disclosure,
the theme juxtaposition operator is associative. According to
alternative embodiments, the theme juxtaposition operator is
non-associative (as with the structural proximity operator ##
of USPA No. 2007-0288438, and USPA No. 2009-0254549).
Hereafter, presentation of examples will assume that the
theme juxtaposition operator is commutative and non-asso-
ciative.

[0029] FIG. 2 illustrates how a non-associative juxtaposi-
tion operator can reflect contrasting content hierarchies. The
content in FIG. 2 comprises a heading and six paragraphs.
« ” indicates any word other than “cat,” “food,” or
“kitchen.” The content in FIG. 2 is a better match for

[0030] cat o (food o kitchen)
than for
[0031] (cat o food) o kitchen

Hereafter, given a theme T that corresponds to an expression
E constructed with the juxtaposition operator, a “sub-theme”
of T corresponds to a sub-expression of E. Thus the atomic
theme corresponding to “food” is a sub-theme of the non-
atomic theme corresponding to “food o kitchen.” The non-
atomic theme corresponding to “food o kitchen” is a sub-
theme of the non-atomic theme corresponding to “cat o (food
o kitchen).” For purposes of brief exposition, themes will be
identified with corresponding expressions.

[0032] A content item may be relevant to a theme to a
greater or lesser extent. Theme specifications are often vague
and/or ambiguous, as when an atomic search expression is
vague and/or ambiguous. Relevance is ultimately in the eye of
the beholder. Evaluations of relevance encompass probability
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of correspondence between content item and theme, as well
as quality of correspondence between content item and
theme.

[0033] A theme is a query, in the sense that it can corre-
spond to a request for content items that are relevant to the
theme. Hereafter, an atomic content item that is relevant to an
atomic theme will be called a “hit” for the theme. An atomic
content item that is relevant to all atomic sub-themes of a
complex theme will be called a “hit” for the theme. A content
item that contains one or more hits for a theme will be called
a “match” for the theme. For a complex theme T, a content
item that contains at least one hit for each atomic sub-theme
of T will be called a “match” for T. Hits for a theme are
themselves “matches” for the theme. For a complex theme T,
a content item that contains at least one hit for at least one
atomic sub-theme of T will be called a “partial match” for T.
Matches for a theme are themselves “partial matches” for the
theme. For the theme that corresponds to the word “dog,” an
occurrence of “dog” is a hit, a text that contains the occur-
rence is a match, a product description that contains the text is
amatch, and a Web page that contains the product description
is also a match. Any of the results for the SQL query
“SELECT SERIALNUMBER FROM ALBUM WHERE
GENRE=JAZZ> AND STYLE="BEBOP’)” applied to a
database is a hit for the corresponding theme. According to
various embodiments, relevant content items may be identi-
fied through indirect means. For example, consider an article
in an online periodical by someone named Xyz, where the
article includes a header comprising the article title and “by
Abc Xyz,” rendered so that publishing conventions make it
clear that Abc Xyz is the author. Then the byline content item
may be identified as a hit for the theme corresponding to
“author Xyz,” the full article may be identified as a match for
this theme, and a paragraph within the article that doesn’t
explicitly mention Xyz may be identified as a relevant content
item for this theme. Hereafter, a content item whose relevance
to an atomic theme is identified through indirect means will
be called an “apposite” content item for the theme. A content
item that is apposite to all sub-themes of a complex theme T
is “apposite” to T. A content item that is apposite to at least
one atomic sub-theme of a complex theme T is “partially
apposite” to T. Apposite content items to a theme are them-
selves “partially apposite” to the theme. Matches for a theme
are themselves “apposite content items” for the theme. Partial
matches for a theme are themselves “partially apposite con-
tent items” for the theme.

[0034] Themes may occur within queries that do not them-
selves correspond to themes. An example of such a query asks
for product descriptions matching “wheel” that appear on
Web pages that contain product descriptions matching “tire.”

[0035] Embodiments of the present disclosure accommo-
date content items as imperfect matches to themes. For
example, the theme corresponding to “pooch” might be con-
sidered as an imperfect match for the theme corresponding to
“dog,” given the differences in connotation between “pooch”
and “dog.” For another example, the theme corresponding to
the SQL query “SELECT CUSTOMERID FROM CUS-
TOMER WHERE CUSTOMERZIPCODE=98075" might
be considered as an imperfect match for the theme corre-
sponding to the SQL query “SELECT CUSTOMERID
FROM  CUSTOMER WHERE  CUSTOMERZIP-
CODE=98001", given that zip code 98075 is near zip code
98001. Various prior art methods assign scores to imperfect
matches of search expression terminals. Embodiments of the
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present disclosure incorporate these prior art methods, and
the methods of USPA No. 2007-0288438, as follows: first,
imperfect match scores are normalized as positive real num-
bers less than 1, then in place of the formula X, _,_, (1/(1+d,))
of USPA No. 2007-0288438 (yielding the r-value of a word W
in text S, where k is the number of perfect or imperfect
matches for a given search expression terminal E in a given
text, where x (the “distance attenuation exponent”) is a posi-
tive real number, and where d, is the distance between W and
the i-th occurrence of E), Z, _,_, (€,/(1+d,)") is used instead,
where 0<e,<1 is the score assigned to the i-th perfect or
imperfect match for E. Various embodiments similarly adjust
final search scores according to scores assigned to imperfect
matches to search expression terminals.

[0036] The method of the preceding paragraph for dealing
with imperfect matches is similar to the method of USPA No.
2007-0288438 for assigning varying weights to different
search atomic search expressions. For example, because
“beagle” occurs more rarely than “dog,” a literal match of
“beagle” may be considered more significant than a literal
match of “dog.” Thus a literal match of “beagle” might be
assigned a weight of 0.89, while a literal match of “dog”
might be assigned a weight of 0.27. Moreover, according to
the method of the preceding paragraph, “dog” might be
assigned a score of 0.08 as an approximate match for
“beagle.”” Numbers in the preceding two sentences are illus-
trative only. Various embodiments maintain annotated word
and phrase lists with scores for approximate matches, weights
for literal matches, and formulas for deriving other weights
and scores. For an example of a formula for deriving weights,
suppose that data is available that numerically indicates the
relative rarity of words, where rarity may correspond to a
general judgment, or may derive from counting occurrences
within a given content universe. Then words may be assigned
weights corresponding to a constant times relative rarity, so
that the rarest words are assigned weights close to 1.0, and so
that the most common words are assigned weights close to
0.0. For an example of a formula for deriving scores for
approximate matches, suppose that data is available that indi-
cates the relative rarity of words, and data is also available
indicating which words participate in entailment relations
with which other words. Because “is-a-beagle” entails “is-a-
dog,” the score for “dog” as a match for “beagle” can be a
constant times the ratio of the relative rarity of “dog” with the
relative rarity of “beagle.”

[0037] Various embodiments of the present disclosure
incorporate prior art methods that extend the concept of “hit”
for words and phrases beyond literal string match. For
example, morphological variants of a word may be consid-
ered as hits for the word. For another example, synonyms of
a word may be considered as hits the word. Non-literal hits
may be assigned scalar values according to presumed quality
of hit.

[0038] Moreover, the concept of hit need not be tied to
occurrences of words. Semantic categories may be cata-
logued in a more or less richly structured ontology, and
assigned (exclusively or non-exclusively) to content items, by
various prior art methods. For example, the XML and RDF
standards support such assignments. The methods of the
present disclosure apply to content hierarchies whose con-
stituent content items have assigned semantic categories, in
the same way that they apply to content hierarchies whose
constituent content items match atomic search expressions.
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C. Content Archetypes

[0039] In USPA No. 2007-0038643, and USPA No. 2007-
0288438, the notion of “content category” includes widely
used categories such as captioned images, and also sets of
content items corresponding to highly specific one-off que-
ries. Subject-matter content categories, such as “music” or
“counterpoint in Haydn’s Opus 20 quartets,” may be distin-
guished from publishing-convention content categories, such
as “captioned image” or “captioned image with image of less
than 250,000 bytes.” Content categories may be defined in
terms of both subject matter and publishing conventions, for
example “captioned image with image credited to Bourke-
White.”

[0040] Hereafter, the term “content archetype” will be used
without formal definition to refer to a content category that
has the following three characteristics: A content archetype is
a prototype of a first-order template. A content archetype is
built from and/or built into other content archetypes, and/or is
built into first-order templates, and/or is built into content
items. A content archetype is widely used.

[0041] Examples of “first-order templates” may include,
but are not limited to, server pages and constituents of server
pages (in the context of the World Wide Web), schemas and
sub-schemas (in the context of databases), and XML Sche-
mas and XML complex element declarations (in the context
of XML documents). Informally, templates have slots. When
the slots of a template are filled, the result is a content item.
Content items may be more or less complex configurations,
such as instances of Web pages, or instances of database
tables, or instances of XML documents.

[0042] Content archetypes may correspond to prototypes
of first-order templates. Captioned image is an example of a
content archetype in the context of the Web, and also in the
context of print publishing. Various first-order captioned
image templates share some common properties but differ in
such details as whether they include image credits, how the
caption is positioned relative to the image, permitted number
of characters in the caption, and so on. Employee table is an
example of a content archetype in the context of relational
databases. Various employee tables share the property that
each row corresponds to an employee, but differ in such
details as whether employee birthdate is represented, and for
those employee tables where birthdate is represented, differ
in date format and in constraints on date.

[0043] Concerning the building block characteristic of con-
tent archetypes, consider the captioned image archetype. The
captioned image archetype is built from an image archetype
and a short text archetype. It’s built into a news article arche-
type. It’s also built into server page constituents that instan-
tiate the captioned image archetype, and into concrete
instances of captioned images within HTML files.

[0044] Concerning the wide use characteristic of content
archetypes, “wide” is obviously a matter of degree. Captioned
images, for example, are very widely used. The literate popu-
lation is conditioned from youth to recognize captioned
images. Web site authoring systems may allow their users to
incorporate captioned images, so-called, in server pages and
static Web pages. Content recognition systems, as USPA No.
2007-0038643, and USPA No. 2007-0288438, may allow
captioned images to be recognized as such. Content arche-
types can be associated with more or less fully specified
configurational information. For example, relationships
among the saliences (discussed below) of constituents of a
captioned image archetype may be stipulated or constrained,
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and relationships among the affinities (discussed below) of
constituents of a captioned image archetype may be stipu-
lated or constrained.

D. Relevance to Themes

[0045] Hereafter, relevance will be discussed in terms of
functions that assign real numbers to (content item, theme)
pairs, indicating the relevance of a given content item to a
given theme.

1. Degree of Relevance; Probability of Relevance

[0046] Computationally generated valuations of relevance
may correspond more or less exactly to human judgments of
relevance. Assignment of a single number for relevance
simultaneously reflects an assignment of degree of relevance,
and an assignment of probability of relevance. A case where
there’s arelatively low probability of relevance, but where the
degree of relevance is relatively high if present, may be
assigned the same valuation of relevance as a case where
there’s a relatively high probability of relevance, but where
the degree of relevance is relatively low if present. A single
number for relevance may be thought of as the expected value
of'degree of relevance. According to various embodiments of
the present disclosure, relevance is assigned a single number.
According to alternative embodiments, relevance is identified
with a function that assigns probabilities to degrees of rel-
evance.

2. Relevance Inferred from General Knowledge

[0047] Prior art search technology typically incorporates
the insight that word occurrences within texts are indicators
of relevance. For example, a text with occurrences of
“Haydn” is likely to be relevant to a theme corresponding to
Franz Joseph Haydn. Prior art search technology further
incorporates applications of inferences based on various cat-
egories of general knowledge. These categories include lan-
guage-related knowledge, such as knowledge of synonyms,
morphological variants, and common misspellings. They also
include various categories of topical knowledge. For
example, given that Haydn is known to be an 18th century
Austrian composer, a text with occurrences of Haydn is likely
to be relevant to a theme corresponding to 18th century Aus-
trian composers. For another example, the knowledge that the
composer Franz Joseph Haydn is more widely known than
other people with the name “Haydn” supports a more confi-
dent judgment that a text with occurrences of “Haydn” is
relevant to this particular person. Categories of general
knowledge further include various categories of knowledge
related to specific users and/or to specific populations of
users. For example, if a specific user’s known purchase pat-
terns indicate that the user is a primarily a cyclist rather than
a motorist, then the user’s search for “tires” might be inter-
preted as a search for bicycle tires. Categories of general
knowledge further include various categories of knowledge
related to specific times and/or to specific places. For
example, a search for “schedule” that comes from a particular
airport on a particular day might be interpreted as a search for
a flight schedule for that airport and day.

[0048] When relevance is inferred from general knowl-
edge, a given content item may be judged to be highly relevant
to each ofalarge number of atomic themes, even if the content
item is relatively small according to such measures of quan-
tity as word count.



US 2015/0169580 Al

[0049] Embodiments of the present disclosure apply prior
art techniques for inferring relevance. According to various
embodiments, such applications take the form of sub-routines
optionally called at various points within various processes of
the present disclosure. Output of such prior art applications
can serve as input to calls of other sub-routines of processes of
the present disclosure, and vice-versa.

3. Relevance Inferred from Context

[0050] Long-standing conventions of authorship, publica-
tion, and content organization underlie the principle that
proximity to relevant content is an indicator of relevance.
According to a companion principle, proximity to irrelevant
content is an indicator of irrelevance.

[0051] Prior art also recognizes that more prominent rel-
evant content items have greater capacity to affect the rel-
evance of other content items than do less prominent relevant
content items. For example, a hit within an article title has
greater capacity to affect relevance than a hit within a para-
graph in the article body. And prior art includes treatments
where distance figures in the calculation of relevance scores.
Various works of prior art use various distance measures, such
as the number of intervening words, or the minimum number
of clicks required to reach one Web page from another, or a
chosen measure of tree distance in parsed markup.

[0052] In general, the capacity for a first content item to
affect the relevance of a second content item does not depend
solely on the distance between the content items and the
prominence of the first content item, no matter how promi-
nence and distance are defined. It also depends on other
content items within the context of the first and second con-
tent items. In particular, it depends on the relationships these
other content items have with the first and second content
items and with each other. The capacity of the first content
item to affect the relevance of the second is mediated through
these relationships.

[0053] As an illustration of these principles, consider con-
tent hierarchies that include content items corresponding to
recordings by Coleman Hawkins Over the course of his
career, Hawkins participated in the development of several
jazz styles, including swing and also including styles that
preceded and followed swing chronologically. Consider the
atomic theme corresponding to Hawkins juxtaposed with the
atomic theme corresponding to swing juxtaposed with the
atomic theme corresponding to cd, as when a user issues a
search query such as “hawkins swing cd” or ““coleman hawk-
ins’ swing ‘compact disc’” or similar, with the goal of finding
compact discs that feature Hawkins playing swing. Further
consider two Web pages. Each of the two Web pages contains
product descriptions of compact discs, contains no other
product descriptions, and contains minimal content other
than product descriptions. Each of the two pages contains
exactly 50 product descriptions, laid out in 10 rows of 5
product descriptions each. Each product description on each
page mentions “CD.” Each ofthe two pages is laid out accord-
ing to a loose convention under which CD products contain-
ing earlier performances appear closer to the top of the page.
Neither page is laid out according to any convention under
which CD products appearing closer to the top of the page
have greater capacity to affect relevance than CD products
appearing closer to the bottom of the page. Each of the two
pages contains exactly 1 product description that mentions
Hawkins, where this product description does not contain
“swing” or any morphological variant of any synonym of
“swing,” or any term particularly associated with swing as
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opposed to other jazz styles. Each of the two pages contains
exactly 10 product descriptions that match swing, with all
swing-matching product descriptions matching swing
equally well, and with no other product descriptions matching
swing. On each page, the swing matches all occur within 4
rows, the 1st through 4th rows for the first page, and the 4th
through 7th rows on the second page. The 1st through 4th
rows on the first page are identical to the 4th through 7th rows
on the second page, with the same distribution of swing
matches. The single Hawkins match occurs in the 6th row on
the first page and in the 9th row on the second page, in the
same position within the respective rows. The density of
swing matches is the same for the two pages, whether density
is measured in terms of product descriptions or in terms of
words. The density of Hawkins matches is the same. The
frequency of swing matches is the same. The frequency of
Hawkins matches is the same. For purposes of inverse docu-
ment frequency, by hypothesis the two pages belong to the
same document corpus. The distances between Hawkins
match and the swing matches are the same on both pages,
whether distance is in terms of Cartesian distance between
centers of product descriptions as laid out on pages, or in
terms of word distance, or in terms of Manhattan distance, or
in terms of other common distance measures. For purposes of
this illustration, the question is whether the Hawkins CD
product description on one of the Web pages is more apposite
to swing than the Hawkins CD product description on the
other Web page. For each of the two pages, the Hawkins CD
product description is apposite to swing solely by virtue of its
proximity to product descriptions that match swing. Compar-
ing the first Web page, with swing matches in the 1st through
4th rows, and the second Web page, with swing matches in the
4th through 7th rows, the product descriptions in the 8th
through 10th rows on the second page are farther from swing
matches than any product descriptions in the first page. Given
the chronological layout convention, the CD’s described in
8th through 10th rows in the first page are relatively unlikely
to contain swing performances, and relatively likely to con-
tain performances in post-swing styles. The Hawkins CD in
the first page is close to swing matches, but is also close to the
CD’s in the 8th through 10th rows, and correspondingly sub-
jectto their capacity to affect relevance. In contrast, the CD’s
described in the 1st through 3rd rows on the second page are
somewhat likely to contain swing performances, given their
distances from the swing matches in the 4th through 7th rows.
These possible swing CD’s aren’t particularly close to the
Hawkins match on the second page, but their capacity to
affect the relevance of the Hawkins match isn’t negligible.
Comparing the proximity of the Hawkins CD to the 8th
through 10th rows on the first page, with the proximity of the
Hawkins CD to the 1st through 3rd rows on the second page,
it may be judged that the Hawkins CD on the second page is
more apposite to swing than the Hawkins CD on the first page.
As an additional effect of these page-internal contrasts, it may
be judged that the second page is a better match for swing than
the first page.

[0054] Hereafter, for ease of exposition, unless otherwise
qualified, the term “relevance” will be used in the sense of
topical relevance. However, the methods of the present dis-
closure apply more generally. Content items may be general-
ized very broadly to items, including examples such as rep-
resentations of customers in a database. The notion of
appositeness may also be generalized very broadly, including
examples such as representations of products that are appo-
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site to representations of customers, or conversely, represen-
tations of customers that are apposite to representations of
products. And the notion of proximity may be generalized
very broadly. For example, proximity among customers
might be based on prior purchases in common, or might be
based on complex criteria that trade off multiple factors. If the
notion of appositeness and the notion of proximity are such
that apposite items may be expected to be found in proximity
to other apposite items, methods of the present disclosure

apply.
4. Proportion of Potential Relevance

[0055] Given a content item and a theme, the maximum
potential relevance of the content item to the theme may be
posited as a useful idealization. For purposes of this idealiza-
tion, the meaning-bearing elements of the content item are
allowed to vary, while the internal configuration of the con-
tent item is fixed. For example, suppose that the internal
configuration of a informational article is analyzed roughly as
follows: title of 7 words with a by-line of 7 words, followed by
three paragraphs of 150, 100, and 200 words, respectively,
with a captioned image that is not presented as anchored to
any part of the text, where the captioned image comprises an
image of 300 pixels by 400 pixels and a 15 word caption. Of
course, given such a news article, alternative analyses of its
internal configuration are possible, and similarly for other
content items. As the words of the title, by-line, paragraphs,
and caption vary, and as the image varies, judgments of the
relevance of the article to a given theme will vary. Suppose
that the given theme corresponds to the composer Beethoven.
In the extreme case where every word of the article is
“Beethoven” and where the image is of Beethoven, the article
might be considered to be of maximum potential relevance to
Beethoven. Alternatively, the article might be considered to
contain very little information, and thus to be of small rel-
evance to Beethoven. Embodiments of the present disclosure
are compatible with both perspectives, and with alternative
perspectives on maximum relevance more generally, includ-
ing perspectives where the maximum potential relevance of a
content item to a theme may depend on both the content item
and the theme.

[0056] Hereafter, relevance will be discussed in terms of
“proportion of potential relevance,” where proportion of
potential relevance is a real number greater than or equal to 0
and less than or equal to 1. If the proportion of potential
relevance of a content item to a theme is 1, the content item
could not any be any more relevant to the theme. If the
proportion of potential relevance of a content item to a theme
is 0, the content item could not any be any less relevant to the
theme. Proportion of potential relevance corresponds to func-
tion that takes three arguments—a content item, a theme, and
a content hierarchy. In what follows, p (lower case Greek
letter rho) will be used as a symbol for this function. N will be
used as a variable over content items. When a parent content
item within a content hierarchy is discussed together with its
child content items, P may be used to refer to the parent
content item. T will be used as variable over themes. C will be
used as a variable over content hierarchies. The notation
pAN, T)=x will be used to indicate that the proportion of
potential relevance of content item N to theme T, as evaluated
in the context of content hierarchy C, is x. As previously
noted, O=x<1. If the context of discussion establishes which
content item and/or which theme and/or which content hier-
archy are under consideration, any or all of C, N, and T may
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be omitted from the notation, as in p(N, T), pAN), p, and so
on. Similarly, if the context of discussion doesn’t involve
specific C and/or N and/or T, any or all of these may be
omitted from the notation. p(N, T) will be used as an alterna-
tive notation to p,{N, T), indicating the proportion of poten-
tial relevance of content item N to theme T in the context of N
itself, rather than in the context of a larger content hierarchy
that contains N. N and/or T may be omitted from this alter-
native notation if the context of discussion establishes which
content item and/or which theme are under discussion, or if
the context of discussion doesn’t involve specific N and/or T.
Hereafter, the “context-independent” proportion of potential
relevance of N to T will refer to p(N, T). Moving N from one
larger content hierarchy to another has no eftect on the con-
text-independent proportion of potential relevance of N to T.

[0057] Two effects of proportion of potential relevance may
be distinguished. First, if a content item within a content
hierarchy has positive p with respect to one or more themes,
it affects the relevance to those themes of other content items
in the content hierarchy. Second, in the case where the con-
ditions for satisfying a query include relevance to a theme, to
the extent that a content item has positive p with respect the
theme, it makes the content item more suitable for delivery in
response to the query. Of course, positive p is only one of
many factors that may affect deliverability, as discussed in
USPA No. 2007-0288438. To add one additional example of
such factors, in many circumstances the deliverability of con-
tent items falls off sharply as the amount of text (and/or image
and/or video and/or audio) they contain decreases past a
threshold—in the extreme, a content item comprising just an
occurrence of an atomic search expression is unlikely to be
useful as a response to a request for content items relevant to
the theme corresponding to the atomic search expression.

[0058] To reflect the correspondence of content to search
queries, various embodiments of the present disclosure cal-
culate proportion of potential relevance as a ratio, where the
numerator corresponds to a measure of actual relevance, and
the denominator corresponds to a measure of maximum
potential relevance. Such prior art measures as word density,
as in number of matching words divided by total number of
words, are similar insofar as they correspond to ratios. Instead
of number of matching words, or number of matching content
items, or a similar simple count, various embodiments use
combined increments of relevance of content item N to theme
T in hierarchy C as the numerator of a ratio, where increments
ofrelevance may be attributed to the proximity of N to content
items within C that are relevant to T. Instead of total number
of words, or total number of content items, or similar simple
count, these embodiments use maximum potential combined
increments of relevance of N to T in C as the denominator of
a ratio, where maximum potential combined increments of
relevance of Nto T in C corresponds to combined increments
of relevance in the hypothetical situation where every content
item of C has 1 as its context-independent proportion of
potential relevance to T. Of course, the method used for
calculating combined increments of relevance in the denomi-
nator must correspond to the method used for calculating
combined increments of relevance in the numerator. Hereaf-
ter, when “proportion of potential relevance” or “p” is used
without explicit mention of how the proportion is calculated,
it’s implicit that the proportion is calculated according to
these embodiments. These and other, alternative embodi-
ments, share the property that given N, T, and C, no content
item of C, whether contained by N or not contained by N,
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contributes more than once to the numerator that corresponds
to a measure of actual relevance, and no content item of C,
whether contained by C or not contained by C, contributes
more than once to the denominator that corresponds to a
measure of maximum possible relevance.

E. Salience and Affinity

[0059] As noted above, long-standing conventions of
authorship, publication, and content organization underlie the
principle that proximity to relevant content is an indicator of
relevance, and the companion principle that proximity to
irrelevant content is an indicator of irrelevance. Given two
content items within a content hierarchy, the first content item
may have a greater or lesser capacity to affect the relevance of
the second content item to themes. This notion of capacity to
affect relevance relates pairs of content items. An abstraction
yields a notion of the capacity of a content item within a
content hierarchy to affect the relevance of other content
items within the content hierarchy generally, with specific
second content item abstracted out, and with specific theme
abstracted out. Hereafter, this property of a single content
item within a content hierarchy will be called “salience.”
Salience is a realization of the notion of prominence. For
example, a news article title comprising 10 words in 24 point
font typically has greater salience within the news article than
a passage comprising 10 words in 12 point font within the
body of the article. Hereafter, the term “affinity” will used to
indicate the capacity of one particular content item within a
content hierarchy to affect the relevance of a second particular
content item within the content hierarchy, with the salience of
the first content item abstracted out, and with specific theme
abstracted out. For example, within a news article, a para-
graph within the body of the article typically has greater
affinity to the immediately following paragraph than to a
paragraph that follows after 10 intervening paragraphs. Affin-
ity is a realization of the notion of distance, in inverse. While
greater distance implies less capacity to affect relevance,
“affinity” will be used here with a convention that greater
affinity implies greater capacity to affect relevance. Assign-
ment of saliences to the content items of a content hierarchy
may be partial. Assignment of affinities to the ordered pairs of
content items of a content hierarchy may be partial. When the
term “content hierarchy” is used here, it refers to a directed
acyclic graph of content items and/or other data, with accom-
panying assignment of saliences and affinities.

1. Salience

[0060] Salience, as used herein, is a measure that corre-
sponds to the capacity of a content item within a content
hierarchy to affect the relevance of other content items within
the content hierarchy. While salience may correlate to some
extent with measures of quality and quantity, in the general
case, salience is distinct from such measures. Salience may be
stipulated or inferred. Layout conventions and other publish-
ing conventions, inherited from print publishing or otherwise,
partially determine the salience of Web content. Concerning
salience versus quality, a site home page may be more salient
than another page on the site that ranks higher than the home
page according to such quality measures as Google™ Pag-
eRank™. Concerning salience versus quantity, a 500-charac-
ter paragraph in 24 point bold font may be more salient than
a 2000-character paragraph in 12 point standard font. A
50-character title in 40 point bold font near the top of a Web
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page may be more salient than a 500-character paragraph in
24 point bold font in the middle of the page, even though the
paragraph contains 10 times as many characters and occupies
a larger area of the page. A 20-character topic sub-header in
the form of a link, in 12 point font at the top of a news article
Web page, may be more salient than the 50-character title of
the single news article on the page, where the title appears in
40-point bold font, by virtue of specific-to-Web publishing
conventions. For example, the text of the topic sub-header
might be “Baseball,” while various instances of article titles
include “A Game for the Ages” and “Cy Young Candidate
Fans 15.” While the second title strongly indicates that the
article is about baseball, drawing this conclusion requires
baseball knowledge. The topic sub-header is expected to be a
reliable indicator of subject matter, by virtue of publishing
conventions. Salience measures may be assigned to docu-
ments, to sub-documents, to collections of documents and
sub-documents, to database records/objects, and to collec-
tions of database records/objects, where database records/
objects may be drawn from one or more databases and/or one
or more database views.

[0061] Hereafter, for purposes of discussion it’s assumed
that salience is a function that maps (content item, content
hierarchy) ordered pairs to positive real numbers, with larger
numbers indicating greater salience, and thus greater poten-
tial for the content item’s relevance to themes to affect the
relevance of other content items to themes. As a matter of
convenience, the content hierarchy involved in a salience
relationship may be considered to be implicit, so that salience
is a function that maps content items to positive real numbers.
C (lower case Greek letter final sigma) will be used to denote
this function, with C.(N) indicating the salience of content
item N within content hierarchy C.

2. Affinity

[0062] For an example of contrasting affinities, consider a
news article. Two adjacent paragraphs tend to be more mutu-
ally relevant than paragraphs separated by ten intervening
paragraphs. For another example, the caption of a captioned
image tends to be more relevant to the image of that captioned
image than to the image of a different captioned image. For
document collections, library classification systems offer
examples of affinity measures that reflect mutual relevance.
Thus a book tends to be more relevant to a second book that
shares its top-level Dewey class than to a third book that does
not share this class. Also for document collections, various
prior art methods automatically compute affinity measures
that reflect mutual relevance. For example, latent semantic
indexing has been applied to document classification. For
databases, well-designed database schemes provide a foun-
dation for affinity measures that reflect mutual relevance.
Data mining can establish graph structures that supplement
database schemes. These graph structures can provide addi-
tional foundations for affinity measures that reflect mutual
relevance. Data mining can also more directly establish affin-
ity measures that reflect mutual relevance.

[0063] According to various embodiments of the present
disclosure, affinity may be asymmetric. Suppose that in some
category of text documents, paragraphs of equal length may
be considered to have equal salience, while for two adjacent
paragraphs of equal length, the potential for the preceding
paragraph to affect the relevance of the following paragraph is
greater than the potential for the following paragraph to affect
the relevance of the first paragraph.
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[0064] Hereafter, for purposes of discussion it’s assumed
that affinity is a function that maps (content item, content
item, content hierarchy) ordered triples to non-negative real
numbers, with larger numbers indicating greater affinity, and
thus greater potential for the first content item’s relevance to
themes to affect the second content item’s relevance to
themes. As a matter of convenience, the content hierarchy
involved in an affinity relationship may be considered to be
implicit, so that affinity is a function that maps (content item,
content item) ordered pairs to non-negative real numbers. o
(lower case Greek letter alpha) will be used to denote this
function, with a.~(N;, N,) indicating the potential for N,
with its salience abstracted, to affect the relevance of N,
within content hierarchy C. a(N,, N,) will be referred to as
the “the affinity of N, to N,,” or alternatively, as “the affinity
of N, from N,.”

[0065] Various embodiments of the present disclosure
allow stipulation or inference of affinity of content items to
themselves, as in a (N, N) or a(N, N), hereafter referred to as
“self-affinity.” Moreover, some of these embodiments allow
a(N;, N))<a(N,, N,) for N, =N,. Consider a Web site where
the HTML ALT attribute for images is used strictly to encode
the following information on when and where photographs
were taken: year, month, day, latitude, and longitude. No texts
other than these values of the ALT attributes are directly
associated with images. No image analysis is provided. On
this Web site, images always appear with descriptive cap-
tions, where image and caption appear in HTML under a DIV
constituent corresponding to a captioned image. For this Web
site’s captioned images, the content of the caption is generally
a better indicator of the relevance of the image to themes than
is the available content of the image itself. Put in other terms,
the affinity of the caption to the image is greater than the
affinity of the image to itself.

3. Influence

[0066] Hereafter, the increments of relevance that are com-
municated among content items within content hierarchies
will be discussed in terms of “influence.” v (lower case Greek
letter iota) will be used to denote the influence function, so
that L(N,, N,, T) is the influence of content item N, on
content item N, for theme T within content hierarchy C. As
with salience and affinity assignments, the content hierarchy
involved in an influence relationship may be considered to be
implicit. Also, the theme involved in an influence relationship
may be considered to be implicit. Thus, for example, (N,
N,) indicates the influence of N, on N,, with content hierar-
chy and theme both implicit.

[0067] Various embodiments of the present disclosure pro-
ceed from an assumption that the influence of content item N,
on the relevance of content item N, to theme T within content
hierarchy C is determined by the following three quantities:
the salience of N, the affinity of N, to N,, and the context-
independent proportion of potential relevance of N, to Tin C.
Various embodiments define influence in terms of various
functions applied to these three quantities. In particular, vari-
ous embodiments proceed from an assumption that the influ-
ence of content item N, on the relevance of content item N, to
theme T within content hierarchy C is proportional to these
three quantities, so that 1 (N;, N,, T)=K*Z(N,)*o(N,, T)*c.
(N, N,), where K>0. Hereafter, for ease of exposition, such
proportional influence will be assumed, and as a convention,
K will be taken as equal to 1, and omitted from discussion.
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[0068] “Self-influence,” the influence of a content item on
itself, is introduced as a terminological convenience. The
self-influence of content item N for theme T, denoted as 1 (N,
N, T), will be taken as equal to ZN)*(N, T)*a(N, N). “Rel-
evance salience” will also be introduced as a terminological
convenience. The relevance salience of content item N for
theme T is equal to ZN)*p(N, T). Hereafter, 1 (lower case
Greek letter psi) will be used as a variable over relevance
salience.

4. Scaling Salience, Affinity, and Influence

[0069] Various embodiments ofthe present disclosure scale
salience assignments. Suppose that content items N, ..., N,
comprise the children of content item P in content hierarchy
C. Suppose further that saliences for N, . .., N, are given so
that 2, _,_,(T(N,))=z, where z is some target positive number.
Then these embodiments change salience assignments for the
children of P so that for 1 <j<k, the new salience assignment of
N, is EN)/(Z | .,(€(N,))). Thus the sum of the new salience
assignments for the children of P is z. Various embodiments
apply this scaling recursively over content hierarchies. For
these embodiments, if the new salience assignments for the
children of the root node of the hierarchy sum to 1, if the new
salience assignment for a non-terminal content node P is T(P),
and if the new salience assignments for the children of P sum
to T(P), then the new salience assignments represent propor-
tions of the total of the saliences assigned to the content
hierarchy. Such salience scaling supports commensurability
within and across content hierarchies, including content hier-
archies assembled from content provided from multiple
sources. It also partially counteracts possible attempts by
content providers to manipulate search results through
manipulation of salience assignments.

[0070] Variousembodiments ofthe present disclosure scale
affinity assignments among sibling content items within con-
tent hierarchies. Suppose that content items N, . . . , N,
comprise the children of content item P in content hierarchy
C. Suppose further that the maximum affinity assignment
(N, N)) for 1=ij<k is z, where z>1. Then some of these
embodiments change salience assignments among ordered
pairs of children of P so that for N,, N, 1=i,j<k, if the old
affinity assignment is a(N,, N), then the new affinity assign-
ment is (N, N;)/z. Suppose that the maximum over 1 <i<k of
2 e (CN)*a(N,, N,))=z, where z>1. Then alternative ones
of these embodiments change affinity assignments among
ordered pairs of children of P so that for N,, N, 1=<i,j=<k, if the
old affinity assignment is a(N,, N)), then the new affinity
assignment is a(N,, N )/z. Suppose that = _,_, >, __, (C(N)
*a(N;, N,))=z, where z>1. Then other alternative ones of
these embodiments change affinity assignments among
ordered pairs of children of P so that for N,, N, 1=<i,j=<k, if the
old affinity assignment is a(N,, N)), then the new affinity
assignment is a(N,, N,)/z. The computational cost of scaling
affinities among N, . . ., N, is reduced in commonly encoun-
tered cases. For example, in the case of a plain text comprising
k words, if the salience of each word is defined as 1/k, if the
affinity of a word with itself is defined as 1, and if the affinity
of' a word with a different word is 1/(2+m), where m is the
number of intervening words, then for word N, 2, __, (TG(N))
FoN N)=URHE (VA +-)+142,, (V1 4)-1)))-
lejsi_l(l/(l +i—j))and Zi+1sjsk(l/(l+j—i)) are harmonic num-
bers minus 1.

[0071] Such affinity scaling, in conjunction with the
salience scaling discussed above, supports commensurability
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within and across content hierarchies, including content hier-
archies assembled from content provided from multiple
sources. It also partially counteracts possible attempts by
content providers to manipulate search results through
manipulation of affinity assignments.

[0072] Variousembodiments ofthe present disclosure scale
affinity assignments across levels within content hierarchies.
Some of these embodiments scale affinity assignments in
coordination with scaling of salience assignments across lev-
els as discussed above. Suppose that content items N, ..., N,
comprise the children of content item P in content hierarchy
C, and suppose that the scaled salience of P corresponds to a
proportion z, 0<z=1, of the sum of the scaled saliences of P
and its sibling nodes. Then some of these embodiments
change affinity assignments among ordered pairs of children
of P so for N, N, 1=i,j<k, if the old affinity assignment is
a(N,, N)), then the new affinity assignment is a(N,, N )*z.
These embodiments have the effect of canceling the inflation
of influence of siblings of P on children of P that would
otherwise occur when saliences are scaled across levels.

[0073] Hereafter, for content item N within a content hier-
archy, a sibling node N' of an ancestor node of N will be called
a “senior node” or “senior content item” of N, and N will be
called a “junior node” or “junior content item” of N'.

[0074] Alternative embodiments that scale influence
assignments across levels within content hierarchies recog-
nize that the possibilities for siblings of a parent node to
influence children of the parent node can vary within and
across content hierarchies. In some cases, children of the
parent content node may be more sensitive to influence from
siblings of the parent content node. In some cases, children of
the parent content node may be less sensitive to influence
from siblings of the parent content node. In some cases,
appropriate adjustments to sensitivity of influence from sib-
lings of the parent node may be uniform among children of
the parent node. In some cases, appropriate adjustments to
sensitivity of influence from siblings of the parent node may
be non-uniform among children of the parent node. There-
fore, various alternative embodiments assign “parent-di-
rected senior influence adjustment factors™ to parent nodes,
and scale influence assignments across levels within content
hierarchies accordingly, so that if the parent-directed senior
influence adjustment factor assigned to a parent node P is z,
and ifthe old influence assignment of a senior content node N'
on a child content node N of P for theme T is u(N', N, T), then
the new influence assignment of N' on N is (N', N, T)*z.
Other alternative embodiments assign “self-directed senior
influence adjustment factors” to content nodes, and scale
influence assignments across levels within content hierar-
chies accordingly, so that if the self-directed senior influence
adjustment factor assigned to a content item N is z, and if the
old influence assignment of a senior content node N' on N for
theme Tis N, N, T), then the new influence assignment of N'
on N is yN', N, T)*z. Various embodiments assign both
parent-directed senior influence adjustment factors and self-
directed senior influence adjustment factors.

[0075] For ease of exposition, default assumptions con-
cerning scaling will hereafter be as follows: salience assign-
ments are scaled so that for each set of sibling content items,
the sum of the saliences of the sibling content items is 1;
affinity assignments are scaled so that for each set of sibling
content items N, .. ., N, the maximum over 1=i<k of Z,__,
(EN*aN,, N) is 1; no parent-directed or self-directed
senior influence adjustment factor are assigned.
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E. Proportion of Potential Relevance to Themes

1. Proportion of Potential Relevance to Atomic Themes

[0076] Resuming the discussion of proportion of potential
relevance from discussion above, consider 2, (LN, N,
T)), the sum of influences on content item N, for atomic
theme T from all the content items within content hierarchy C.
This sum includes the influence of N, on itself, and is equiva-
lent to 2 ACMN)*p N, T)*a(N, N,)). Also consider 2, ~
CMN)*a(N, N,)). This second sum corresponds to 2, (L (N,
Njs T)) in the case where for every content item N in content
hierarchy C, the proportion of potential relevance of N to T in
C is 1, the maximum possible proportion of potential rel-
evance. The first sum is suggestive of the combined incre-
ments of relevance to T that N, receives from itself and from
the other content items within C. The second sum is sugges-
tive of the maximum possibility of such combined increments
ofrelevance for C. The first sum divided by the second sum is
suggestive of the proportion of potential relevance of N, to T
in C. But proportion of potential relevance cannot be defined
so that p (N, T)=(Ee CN)*p N, T)* (N, No)V(Zpe (T
N)*a(N, Ny))), because such a definition would be circular.
pc(Np, T) appears in a term of the numerator. Moreover, for
every NeC, this definition requires p (N, T) as input to the
calculation of p (N, T).

[0077] For atomic theme T, various embodiments of the
present disclosure avoid circularity in the definition of pro-
portion of potential relevance by defining p(N, T) for the case
where N is a terminal node of C (Case 1a). The embodiments
then further define p (N, T) for the case where P is a non-
terminal node of C and where N is a child of P in C (Case 2a).
The embodiments then further define p(N, T) for the case
where N is a non-terminal node of C (Case 3a). The embodi-
ments then further define p (N, T) for the general case (Case
4a). For purposes of these definitions, and for all subsequent
definitions that involve ratios, when the numerator of a ratio
equals O, the ratio is stipulated to equal 0, even when the
denominator equals 0.

[0078] (Case 1a) Suppose content item N is a terminal node
of content hierarchy C, such as a word or phrase within a text,
or an image or media file. Then various embodiments define
p(N, T) as discussed above. Thus if T is associated with the
atomic search expression “beagle,” if N is the word “beagle,”
p(N, T) might equal 1, while if N is the word “dog.” p(N, T)
might be positive but less than 1.

[0079] (Case 2a) If content item P corresponds to a non-
terminal node of content hierarchy C, and if N, . . ., N,
comprise the children of content item P, then for each N,,
Isi<k, various embodiments define pp(N,, T) as (Z, s
EMNY*(N;, TY*aN;, N))V(E, e CN)* (N, N,)). This
definition relies for non-circularity on prior computation of
p(N,, T), 1=iz<k, through application of Case 1a, Case 2a, and
Case 3a at lower levels of C.

[0080] (Case 3a) If content item P corresponds to a non-
terminal node of content hierarchy C, and if N, . . ., N,
comprise the children of content item P, then various embodi-
ments define p(P, T) as (2, CN)* PN, THV(Z )1 0icr
(TC(N)). This definition relies for non-circularity on prior
computation of p 5(N,, T), 1=i<k, through application of Case
la, Case 2a, and Case 3a at lower levels of C.

[0081] (Case4a)For content item N in content hierarchy C,
if N, . . ., N, comprise the content items that are either
siblings of N within C or senior to N within C, then various
embodiments define p(N, T) as EMN)*p(N, T)*oa(N,
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N)+2, i (EN)*P (N, TY*a(N,, NDYEMNY N, N)+2, s
(CN,)*a(N,, N))). This definition relies for non-circularity on
prior computation of p(N, T) and p(N,, T), 1=i=<k, through
application of Case 1a, Case 2a, and Case 3a at all levels of C.
2. Proportion of Potential Relevance to Themes Constructed
with the Juxtaposition Operator

[0082] Various embodiments of the present disclosure
define the proportion of potential relevance of content item N
to non-atomic theme T, 0 T, 0. .. 0 T,, on content hierarchy
C as the arithmetic mean, or the geometric mean, or the
harmonic mean, or some other function whose inputs are
PN, T, pc(N, T,), . . ., pc(N, T,,). Hereafter, these
embodiments will be said to incorporate the “theme-synthe-
sized method” of calculating proportions of potential rel-
evance to themes constructed with the theme juxtaposition
operator, and the function that applies to p-(N, T,), po(N,
T,), ..., pN,T,)will be called the “theme-synthesization”
function and will be represented as “F.”” F (p (N, T,), p(N,
Ty, ..., pcN, T,,)) will be represented as T (N, T), with the
lower-case Greek letter “tau.” (Various embodiments that
incorporate the theme-synthesized method accommodate
varying weights assigned to constituents of non-atomic
themes. For example, suppose that for 1<i=m, T, is assigned a
weight O<w,<1. Various embodiments then calculate t (N, T)
as Fr(pcN, T)* 0y, p(N, To)*ws, - .., pcM, T,)%w,,).)
Alternative embodiments calculate the proportion of poten-
tial relevance of content item Nto T, 0 T, 0...0T,, by the
method described above for atomic themes. Hereafter, these
embodiments will be said to incorporate the “hierarchy-syn-
thesized method” of calculating proportions of potential rel-
evance to themes constructed with the theme juxtaposition
operator. The result of applying the hierarchy-synthesized
method will be represented as k(N,, T), with the lower-case
Greek letter “kappa.” Other alternative methods reconcile the
theme-synthesized method and the hierarchy-synthesized
method. For these alternative methods, the theme-synthe-
sized method and the hierarchy-synthesized methods are both
applied, and proportion of potential relevance of content item
NtoT,0T,0...0T,,is the output of a “reconciliation”
function whose first input is the result from applying the
theme-synthesized method, whose second input is the result
from applying the hierarchy-synthesized method, and whose
output is the “reconciled” result for the proportion of poten-
tial relevance of Nto T, 0 T, 0. .. 0 T,,, where the reconciled
result is greater than or equal to the greater of the theme-
synthesized result and the hierarchy-synthesized result, and
where the reconciled result is less than or equal to 1. An
example of a reconciliation function is max(p,, p,)+(1-max
(P> P2))*min(p,, p,), where p, is the theme-synthesized
result and p, is the hierarchy-synthesized result. Hereafter,
whatever function is chosen as the reconciliation function
will be represented as F. Reconciliation takes into account
proximity of relevant content items at a given level of a
hierarchy (theme-synthesized result), while also taking
account proximity of content items at other levels of the
hierarchy (hierarchy-synthesized result).

[0083] For theme T constructed with the juxtaposition
operator, various embodiments of the present disclosure
avoid circularity in the definition of proportion of potentlal
relevance by defining p(N, T) for the case where N is a
terminal node of C (Case 1b). The embodiments then further
define p (N, T) for the case where P is a non-terminal node of
C and where N is a child of P in C (Case 2b). The embodi-
ments then further define p(N, T) for the case where N is a
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non-terminal node of C (Case 3b). The embodiments then
further define p-(N, T) for the general case (Case 4b). For
each of Cases 1b, 2b, 3b, and 4b, these embodiments define
proportions of potential relevance to higher level sub-themes
of T in terms of proportions of potential relevance to lower
level sub-themes of T. Through recursive application, Case 1b
ultimately arrives at Case la, Case 2b ultimately arrives at
Case 2a, Case 3b ultimately arrives at Case 3a, and Case 4b
ultimately arrives at Case 4a.
[0084] (Case 1b) Suppose contentitem N is aterminal node
of content hierarchy C. As discussed above, a terminal con-
tent item may be relevant to more than one distinct theme. For
non-atomic theme T, 0 T, 0. . . o T, various embodiments
definep(N, T, 0T,0...0T,)asFAAp(N,T)),...,p(N,T,)),
where F;, is the theme-synthesization function discussed
above.
[0085] (Case 2b) If content item P corresponds to a non-
terminal node of content hierarchy C,if N, ..., N, comprise
the children of content item P, and if non-atomic theme T
corresponds to T, o T, 0. .. 0 T,, then for each N,, 1=i<k,
various embodiments define the theme-synthesized result
TN, T) as FAps(N,, T)), . .., pp(N;, T,)), define the
hierarchy-synthesized result k 5(N,, T) as (2, ., (CN j)*f)(Nj
Ty N, N, gyar N N, N,), and define p (N, T)
as Fx(tp(N,, T), T), kp(N;, T)). This definition relies for
non-circularity on prior computation of p(N T), 1=i=k,
through application of Case 1b, Case 2b, and Case 3b at lower
levels of C, and also on prior computation of p(N,, T)), 1=i<k,
1=j=m, through application of Case 2b.
[0086] (Case 3b) If content item P corresponds to a non-
terminal node of content hierarchy C,if N, ..., N, comprise
the children of content item P, and if non-atomic theme T
corresponds to T, 0 T, 0. , then various embodiments
define p(P, T) as @lszsk (C(N Yoo, IOV cisre EN))-
This definition relies for non-circularity on prior computation
of pp(N,, T), 1=i<k, through application of Case 1b, Case 2b,
and Case 3b at lower levels of C.
[0087] (Case4b)Forcontent item N in content hierarchy C,
if N, . . ., N, comprise the content items that are either
siblings of N within C or senior to N within C, and if non-
atomic themeT correspondsto T, 0T,0...0T,, then various
embodiments define the theme-synthesized result t(N, T) as
FApcN,T)),....pcN,T,)), define the hierarchy-synthe-
sized result K AN, T) as (G(N)*o(N, T)*a(N, N)+2, _,_ (CG(N,)
*o(N,, T)*aN, NDVEN*aMN, N+E,_ CN)* (N,
N))), and define p(N, T) as Fx(t-(N, T) KAN, T)). This
definition relies for non-circularity on prior computation of
p(N, T) and p(Nl, T), 1=i<k, through application of Case 1b,
Case 2b, and Case 3b at all levels of C, and also on prior
computation of pN, T), 1sj=m, through application of
Case 4b.
G. Properties of Functions that Assign Relevance Scores
[0088] For purposes of defining properties of functions
related to search, so that these definitions apply to various
treatments of search, the following terms will be used: “con-
cept,” 7 > “prominence,” and

[ 744

content item,” “relevance score,
“contextual distance.” For a given concept, relevance scores
are assigned to content items according to how closely the
content items correspond to the concept. As described earlier,
themes correspond to concepts, and proportions of potential
relevance correspond to relevance scores. Salience corre-
sponds to prominence. Various treatments of search in prior
art use prominence to affect relevance scores. For example,
for Web content, text within an <H1>HTML constituent may
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be considered to have greater salience than text within an
<H2>HTML constituent. Contextual distance corresponds to
the inverse of affinity. Various treatments of search in prior art
use contextual distance to affect relevance scores. For
example, for plain text, if a first word exactly corresponds to
a concept, then the relevance of a second word to the concept
may be considered to vary inversely with the number of
intervening words. For another example, for two Web pages
such that one page can be reached from the other by sequen-
tially clicking a link to a Web page and clicking a link within
the consequently downloaded Web pages, the mutual rel-
evance of the two Web pages may be considered to vary
inversely as the minimum number of clicks required to reach
one from the other.

[0089] Current Web search primarily applies to Web pages.
More generally, suppose that there is a default granularity of
content item for purposes of search. Hereafter, a function that
assigns relevance scores for concepts to content items will be
called “frangitive” if it applies to content items contained by
content items of the default granularity. Hereafter, a function
that assigns relevance scores for concepts to content items
will be called “agglomerative” if it applies to content items
that contain content items of the default granularity.

[0090] Embodiments of methods discussed thus far, sup-
port both frangitive and agglomerative search.

[0091] Suppose that no measure of prominence is given.
Then it may be assumed by default that all content items have
equal prominence. Suppose that no measure of contextual
distance is given. Then it may be assumed by default that for
any two ordered pairs of content items, the contextual dis-
tance of the first member of the pair to the second member of
the pair is equal.

[0092] Suppose that a prominence measure is given, by
default or otherwise. Hereafter, a function that assigns rel-
evance scores for concepts to content items will be called
“internally context-sensitive” if for some concept and for
some content item N, that contains content items N, and N,
where the prominence of N, is greater than or equal the
prominence of N, the relevance score of N, for the concept is
greater for case A than for case B, where case A and case B are
identical, except that according to case A, among the content
items contained by N;, N; has relevance score x>0 for the
concept while all other content items contained by N, have
relevance score 0, and according to case B, N, has relevance
score X for the concept while all other content items contained
by N, have relevance score 0. Internal context-sensitivity
implies that with prominence factored out, moving a hit
within a content item can change the relevance score of the
content item.

[0093] Suppose that a prominence measure is given, by
default or otherwise, and that a contextual distance measure is
given, by default or otherwise. Hereafter, a function that
assigns relevance scores for concepts to content items will be
called “externally context-sensitive” if for some concept and
for some content items N, N,, and N5, where none of N, N,
and Nj contains any other of N;, N,, and N;, where the
prominence of N, is greater than or equal the prominence of
N, and where the contextual distance from N; to N, is greater
than or equal to the contextual distance from N, to N, the
relevance score of N, for the concept is greater for case A than
for case B<Q. what is this?>, where case A and case B are
identical with respect to the internals <Q: what is this?> of N
as these bear on the relevance score for the concept of N, and
identical with respect to assigned relevance scores for the
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concept to content items other than N, except that for case A,
the relevance score for the concept of N; is greater than the
relevance score for the concept of N,, while for case B, the
relevance score for the concept of N, is greater than the
relevance score for the concept of N;. External context-sen-
sitivity implies that with prominence factored out, the effect
on a content item N of moving a hit that lies outside N is not
completely determined by the change in contextual distance
from the hit to N.

[0094] Suppose that a prominence measure is given, by
default or otherwise, and that a contextual distance measure is
given, by default or otherwise. Suppose that there is a juxta-
position operator O that maps n-tuples of concepts to con-
cepts, so that other things being equal, as the contextual
distances between a content item and hits for concepts within
an n-tuple of concepts decreases, the relevance score of the
content item for the concept that is obtained through applica-
tion of O to the n-tuple of concepts increases. Hereafter, a
function that assigns relevance scores for concepts to content
items will be called “non-associative” if O is non-associative.
Hereafter, a function that assigns relevance scores for con-
cepts to content items will be called “externally juxtaposi-
tionally sensitive” if for concept T that is a result of applying
operator O to sub-concepts T, and T,, and for content hierar-
chies C, and C, that contain sub-hierarchies, rooted respec-
tively at N, and N, such that the sub-hierarchies rooted at N,
and N, are identical with respect to member content items,
parent-child relationships, assignments of relative promi-
nence to content items, assignments of distances between
content items, and assignments of relevance scores for T, T,
and T, to member content items other than N, and N,, such
that the relevance score for T, for N, in C, is greater than or
equal to the relevance score for T, for N, in C,, and such that
the relevance score for T, for N, in C, is greater than or equal
to the relevance score for T, for N, in C,, the relevance score
for T for N, in C, is greater than the relevance score for T for
N, in C,. Hereafter, a function that assigns relevance scores
for concepts to content items will be said to exhibit “mediated
influence” if for some concept and for some content hierar-
chies C, and C,, where C, and C, comprise the same directed
acyclic graph of content items, except that C, contains exactly
one content item N, that is not contained in C,, where the
prominences assigned to content items other than N, are the
same for C, as for C,, where the conceptual distances for pairs
of'content items, other than pairs of content items that include
N, are the same for C, and C,, where content item N, is the
only content item in either C, or C, that matches the concept,
and where Nj is a content item that is contained in C, and C,,
the following is the case: the relevance score for N; is greater
for C, than for C,. Inboth C, and C,, the relevance of N, to the
concept may be affected directly by N,, and the relevance of
N to the concept may be affected indirectly by other content
items whose relevance to the concept is directly or indirectly
affected by N,. In C,, N; receives an additional increment of
relevance to the concept that N, matches, through the media-
tion of N,. A function that assigns relevance scores for con-
cepts to content items will be said to exhibit “external medi-
ated influence” if for some concept and for some content
hierarchies C, and C,, where C, and C, comprise the same
directed acyclic graph of content items, except that C, con-
tains exactly one content item N, that is not contained in C,,
where the prominences assigned to content items other than
N, are the same for C, as for C,, where the conceptual dis-
tances for pairs of content items, other than pairs of content
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items that include N, are the same for C, and C,, where
content item N, is the only content item in either C, or C, that
matches the concept, and where Nj is a content item that is
contained in C, and C,, that contains neither N, nor N,, and
that is contained by neither N, nor N,, the following is the
case: the relevance score for N, is greater for C, than for C, .
Note that external mediated influence implies mediated influ-
ence.

[0095] Embodiments of methods discussed thus far, sup-
port assignments of relevance scores that are internally con-
text-sensitive, externally context-sensitive, externally juxta-
positionally sensitive, and that exhibit external mediated
influence. For example, suppose that within content hierarchy
C, the following applies: for any two content items N, and N,
where neither of N, and N, contains the other, where N, and
N, are not siblings, and where if (N, N,,) is the lowest pair of
sibling content items such that N is an ancestor of N; and N,
is an ancestor of N, the affinity of N, to N, equals the affinity
of N to N,,. For C, a hit for theme T within a content item N
whose affinity to its siblings is smaller leads to a smaller
proportion of potential relevance for the parent of N (internal
context-sensitivity), which leads to a smaller proportion of
potential relevance for descendants of siblings of the parent of
N (external context-sensitivity). N influences the relevance of
its siblings to T. The siblings of T communicate the incre-
ments of relevance they receive from N to the parent of N, and
from there to siblings of ancestors of N and to descendants of
siblings of ancestors of N (external mediated influence). Sup-
pose that sibling N' of N matches theme T'. Suppose that in
content hierarchy C, content item N, is a hit for theme T,
content item N, is ahit for theme T,, and no other content item
is a hit for either T, or T,. Suppose further that N is a child of
the lowest common ancestor of N, and N,, and that N, is not
an ancestor of either N, or N,. The relevance of descendants
of N, to T, o T, varies according to the affinity of N from N,,,
as well as according to the affinity of N; from N, and the
affinity of N, from N, (external juxtapositional sensitivity).

II. Optimizations

[0096] The methods of the present disclosure can be
embodied in processes such that the number of operations to
calculate the proportion of potential relevance of a single
content item in a content hierarchy to a single atomic theme,
is quadratic in the number of content items in the hierarchy.
Such processes may be impractical, due to the amount of
computing resources available, for content hierarchies that
contain many content items, even without considering the
more computationally challenging case where proportion of
potential relevance to a theme constructed with the juxtapo-
sition operator is calculated for more than one content item.
This section will introduce optimizations that individually
and/or collectively enable practical computation of propor-
tions of potential relevance, for content hierarchies ranging
from complex single documents to large document collec-
tions to large databases to heterogeneous content hierarchies,
and for themes ranging from atomic themes to complex
themes constructed with the juxtaposition operator.

[0097] As described earlier, for content item N, theme T,
and content hierarchy C, computation of p(N, T), under meth-
ods of the present disclosure, relies on prior computation of
o(N', T) for all descendants N' of N in C. Computation of
0N, T) relies on prior computation of p(N', T) for all senior
content items N' of N in C. Various embodiments of the
present disclosure calculate context-independent proportions
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of potential relevance to one or more themes, for one or more
content items in a content hierarchy, in a depth-first traversal
of the content hierarchy. Various embodiments subsequently
calculate proportion of potential relevance, relative to the
content hierarchy, to all or some of these themes, for all or
some of these content items, in a second depth-first traversal
of the content hierarchy. Hereafter, the discussion assumes
that calculations of proportions of potential relevance pro-
ceed in this way, with two depth-first traversals of the content
hierarchy. The first depth-first traversals will be referred to as
the “p traversal” or the “rho hat traversal ” The second depth-
first traversal will be referred to as the “p traversal” or the
“rho sub C traversal.”

[0098] According to various embodiments, the p traversal
includes a “sibling influence outer loop” and a “sibling influ-
ence inner loop” for each parent content item that the p
traversal visits. The sibling influence outer loop is an iteration
over the children of a parent content node. For some embodi-
ments, as the sibling influence outer loop visits child content
node N, N becomes the “inbound sibling content item,” and
the sibling influence inner loop is executed for N. The sibling
influence inner loop is also an iteration over the children of a
parent content node. As the sibling influence inner loop visits
child content node N', N' becomes the “oubound sibling con-
tent item,” SND*p(N', T)*a(N', N) is added to the sum of
inbound influences for N, and T(N")*a(N', N) is added to the
sum of maximum inbound influences for N. When the inner
loop is complete, these sums are used to calculate p (N, T) as
in Case 2a and Case 2b. Where for these embodiments, the
outer loop is inbound and the inner loop is outbound, for
other, alternative embodiments, the outer loop is outbound
and the inner loop is inbound. Hereafter, for ease of exposi-
tion, it will be assumed that the p traversal includes a sibling
influence outer loop and a sibling influence inner loop, where
the outer loop is inbound and the inner loop is outbound.
[0099] Various embodiments calculate results in addition
to proportions of potential relevance during the p traversal
and p traversals. Some of these additional results may be
required as inputs for the calculation of proportions of poten-
tial relevance. Some of these additional results may be
required as inputs for the determination of necessary condi-
tions, besides proportions of potential relevance to one or
more themes, for content items to qualify as responses to a
user request. For example, in the case of Web content, during
the p traversal, widths and heights of rendered content items
may be noted, these measurements may be input to the deter-
mination of content categories, and content categories may be
input to the determination of saliences and affinities. For ease
of exposition, hereafter it will be assumed that all required
results, except for proportions of potential relevance of con-
tent items that are not terminal within the content hierarchy,
are stored within the content hierarchy prior to the p traversal
and the p - traversal. For example, it will be assumed that prior
to the p traversal and the p. traversal, the hierarchical orga-
nization of the content hierarchy is fully given, that saliences
and affinities are fully given, that it is known which non-
terminal content items contain hits for which themes of inter-
est, and that it is known which content items satisfy necessary
conditions, besides proportions of potential relevance to
themes of interest, to qualify as responses to the user request.

A. Optimizations Based on Encapsulation Per Set of Sibling
Content Items

[0100] Case 2a and Case 2b, as earlier described, can be
embodied in processes such that the number of operations to
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calculate the proportions of potential relevance to a theme for
a set of sibling content items, relative to the parent of the
sibling content items, is quadratic in the number of sibling
content items. For calculations of proportions of potential
relevance relative to parent content items, these processes
may be said to “encapsulate” the calculations per set of sib-
ling content items, in the sense that the processes require no
inputs except those previously associated with the sibling
content items themselves. Hereafter, a process will be said to
be “encapsulated per set of sibling content items” if it applies
to sets of sibling content items, and if the number of its inputs
is less than or equal to k, *n+k,, where n is the number of
sibling content items in a particular case, and wherek, and k,
are fixed for all sets of sibling content items, for all content
hierarchies.
[0101] Case 4a and Case 4b, as earlier described, can be
embodied in processes such that the number of operations to
calculate the proportions of potential relevance to a theme for
the content items in a content hierarchy, relative to the content
hierarchy, is quadratic in the number of content items in the
content hierarchy. For many content hierarchies, far fewer
steps will be involved in calculating proportions of potential
relevance if all sub-routines are encapsulated per set of sib-
ling content items.
[0102] Various embodiments of the present disclosure
accomplish this by introducing “accumulated senior influ-
ence” into the computation of proportions of potential rel-
evance. Given content hierarchy C, content item N, and theme
T, the accumulated senior influence on N for T in C corre-
sponds to the combined influence on N for T in C from all the
senior content items of N in C. The proportions of potential
relevance of these senior content items reflect the proportions
of'potential relevance of their descendants. Thus accumulated
senior influence, together with influence from sibling content
items and self-influence, comprises the entirety of influence
on a content item within a content hierarchy. Hereafter,
T (N, T)” will be used to denote the accumulated senior
influence on N for T in C. The maximum accumulated senior
influence on N for T in C corresponds to a situation where
every senior content item of N has proportion of potential
relevance to T equal to 1. The maximum accumulated senior
influence on N for a theme in C is the same for any theme, and
will be denoted “L~(N)”.
[0103] Various embodiments calculate accumulated senior
influences and maximum accumulated senior influences dur-
ing the p. traversal. If content item N is the root of content
hierarchy C, or if the parent of N in C is the root of C, then N
has no senior content items in C, and T (N, T)=t(N)=0.
Otherwise, if the parent of N is P, if the senior influence
adjustment factor for N (whether parent-directed from P or
self-directed) is z, if the siblings of Pare N, ..., N,, and if
theme T is atomic, then T (N, T)=7 (P, T)* Z+21515k (TN)
F;gst T)*a(N,, N), and L c(NJ (P24 par (G, Fa(N,,

[0104] IfT correspondsto T, 0T,0...0T,, then various
embodiments calculate 7 (N, T) after calculating the
“theme-synthesized accumulated senior influence” on N for

T
T in C, denoted “7 AN, T)”, and after calculating the “hier-
archy-synthesized accumulated senior influence on N for T in

C, denoted “7T AN, T)”. For some of these embodiments,
TN, T)=T B TF242 e GNY*O(N, TN, N)),

aI}d TN, T)=F A7 (N, Tl)/EC(N)s TN, Tm)/EC(N))
*L(N), where F is the earlier described theme-synthesiza-
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tion function. Note that if f F - has the property that F (x,*c,

*c) FAx,,...,x)%c, then T (N, T)=F A7 (N, T)),
s Te (N, Tm)) For some embodiments that calculate

0 C(N T) and T AN, T), T (N, T)= FR(1 AN, T)/LC(N)

T C(N, AN L(N), where Fj is the earlier described
reconciliation function. Note that if F has the property that

FR(X*Cs y*c):FR(Xs y)*C, then TC(Ns T):FR(T C(Ns T)
TN, T)).

[0105] Various embodiments encapsulate calculation of
proportion of potential relevance, per sets of sibling content
items, by replacing earlier described Case 4a with Case 4a-i
below, and by replacing earlier described Case 4b with Case
4b-1 below.

[0106] (Case 4a-i) For content item N in content hierarchy
C,if Ny, ..., N, comprise the content items that are siblings
of N Within C then various embodiments define p(N, T) as
EM)*p(N, Ty*oUN, N)+2, 4, (EN, *p(N,, T)*ou(N,, N))+
T N, T EMN)*N, NIE g (CN)* N, N)+LAN)).
[0107] (Case 4b-i) For content item N in content hierarchy
C,if Ny, ..., N, comprise the content items that are siblings
of N Within C, and if non-atomic theme T corresponds to T,
oT,o0. , then various embodiments define the theme-
synthes1zed result TN, Tyas F(pcN, T)), ..., p(N, T,,.)),
define the hierarchy-synthesized result k (N, T) as (EN)*p
(N, Ty*a(N, NJ+Z e CN)*O(N,, TY*aN, ND+T (N,
THAEN a(N, N}, EN)*a(N, N+ N). and
define p~(N, T) as Fx(t (N, T), kN, T)).

[0108] For embodiments that calculate accumulated senior
influence, for each content node N for which p (N, T) is
calculated, the senior content items of N are effectively taken
in aggregate. In Case 4a-i and Case 4b-i this aggregate is
treated in a way similar to the way the sibling content items of
N are treated. Some of these embodiments include a “senior
influence loop” for each child content node that the p. tra-
versal visits. The senior influence loop for child content node
Nis an iteration over the siblings of N. As the senior influence
loop visits content node N, Z(N)*p (N, T)*a(N', N) is added
to the sum of inbound sibling influences for N, and Z(N")*a
(N', N) is added to the sum of maximum inbound sibling
influences for N. When the senior influence loop is complete,
these sums are used to calculate p (N, T) as in Case 4a-i and
Case 4b-i. With the p traversal visiting the siblings of N in
turn as an outer loop, the senior influence loop is an inner
loop.

[0109] According to various embodiments of the present
disclosure, any or all instances of any or all the following may
be repeated during a single search over a content hierarchy:
traversal, traversal, sibling inbound influence loop, sibling
outbound influence loop, senior influence loop. Such repeti-
tion allows a content item that doesn’t match a given theme to
influence the calculated relevance of other content items to
that theme. During a first traversal or loop, a non-matching
content item may acquire positive proportion of potential
relevance. For some embodiments, numbers of repetitions are
fixed, as when the sibling inbound influence loop is always
run twice. For alternative embodiments, the number of rep-
etitions is determined by diagnostic tests, and when the sib-
ling inbound influence loop is run until aggregate changes in
loop results fall below a threshold.

[0110] Each of Case 2a, Case 2b, Case 4a, Case 4b, Case
4a-i, and Case 4b-i involves summing influences received
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from sibling content items. Various embodiments of the
present disclosure save such sums as they are computed dur-
ing the p traversal and use the saved sums during the p-
traversal. Hereafter, for ease of exposition, it will be assumed
that sums of influences from sibling content items are saved
during the p traversal so that they may be used during the p c
traversal, so that the p - traversal does not involve nested loops
over sibling content items.

[0111] Various embodiments of the present disclosure
establish a bound on the number of children of a content item
N within a content hierarchy. When the number of children of
content item N exceeds the established bound, the children of
N become grandchildren of N, and a level of content item
nodes is interposed between N and its former children, so that
the number of new nodes is less than the established bound,
and so that none of the new nodes has more children than the
established bound. If a single level of new nodes isn’t suffi-
cient to satisty the condition that for both N and for each of the
new content item nodes established under N, the number of
child content items is less than or equal to the established
bound, then the operation of interposing a new level of con-
tent item nodes is repeated as required. Hereafter, the opera-
tion of interposing one or more new levels of content item
nodes underneath a content item node will be referred to as
“unflattening.” Encapsulation per sets of sibling content items
doesn’t eliminate quadratic processing from the calculation
of proportions of potential relevance, but rather reduces the
potential for such quadratic processing to involve a large
number of computational steps. The unflattening optimiza-
tion further reduces this potential.

B. Optimizations Based on Applying Computations Only to
Selected Content Items

[0112] Content hierarchies such as database views, docu-
ment collections, and even single documents, may include
many content items. Within a content hierarchy, a parent
content item may have many child content items. Because
relevance to themes derives from hits at the terminal level of
a content hierarchy, it may be wasteful to calculate p for
content items that contain no hits, and that are not in proxim-
ity to content items that contain hits. Further, when calculat-
ing p for a parent content item, it may be wasteful to consider
the contributions of child content items that contain no hits,
and that are not in proximity to content items that contain hits.
Because only certain content items within a content hierarchy
may qualify as responses to a user request, it may be wasteful
to calculate p for content items that neither qualify as
responses, nor are contained by content items that qualify as
responses, nor are in proximity to content items that either
qualify as responses or that are contained by content items
that qualify as responses or that contain content items that
qualify as responses. Further, it may be wasteful to calculate
p for content items that neither qualify as responses, nor
contain content items that qualify as responses, nor are in
proximity to content items that either qualify as responses or
that contain content items that qualify as responses.

[0113] Embodiments of the present disclosure apply com-
putations only to selected content items. Suppose that theme
T and content hierarchy C and its constituent content items
are given. Some of these embodiments calculate p(N, T) only
for selected content items (selection 1). Some of these
embodiments calculate p (N, T) only for selected content
items (selection 2). Given a parent content item P for which
(P, T) is to be calculated, some of these embodiments cal-
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culate p(N, T) only for selected children of P (selection 3).
Given a child content item N of parent content item P for
which p(N, T) is to be calculated, some of these embodi-
ments include only selected siblings of N in the summations
of earlier described Case 2a and Case 2b (selection 4). Given
a parent content item P such that p (N, T) is to be calculated
for one or more children N of P, some of these embodiments
include only selected siblings of P in summations used for
calculating accumulated senior influence on N, as described
earlier (selection 5). Individually and collectively, these
selections can drastically reduce the number of steps used to
calculate proportions of potential relevance over a content
hierarchy.

[0114] Suppose that a content request is specified such that
in order for a content item N to satisfy the content request, N
must satisfy a condition that does not involve relevance to any
theme, where the condition may be logically complex. For
example, a content request may be for captioned images
whose captions are less than 200 characters long, where the
captions are relevant to Haydn. For N to satisfy the content
request, it must satisfy a condition along the lines of “is a
captioned image and contains a caption less than 200 charac-
ters long.” For another example, a content request may be for
captioned images that appear in posts on a social media site,
where the posts are more recent 5 days old, where the authors
of the post are site-friends of a certain individual, where the
captioned images have captions less than 200 characters long,
and where the captions are relevant to Haydn. Hereafter, a
content item is a “qualified content item” with respect to a
content request if (i) satisfaction of the content request
requires satisfaction of a condition that does not involve rel-
evance to any theme, and the content item satisfies this con-
dition, or (ii) satisfaction of the content request does not
require satisfaction of a condition that does not involve rel-
evance. A content item N within a content hierarchy is “lin-
eally qualified” with respect to a content request if N is a
qualified content item with respect to the content request, or if
N contains such a qualified content item, or if N is contained
by such a qualified content item. A content item N within a
content hierarchy is “collaterally qualified” with respect to a
content request if N is lineally qualified with respect to the
content request, or if N is a sibling of some lineally qualified
content items N', and if Z(IN)*a(N, N') is greater than a stipu-
lated threshold. For example, a new article Web page may
include a block (N) of headlines and short summaries of news
articles on various topics, where this block includes hits for a
given theme. Suppose that only the news article itself (N') is
qualified with respect to a given content request. Suppose
further that the affinity of the headline-and-summary block to
the new article is small, so that C(N)*a(N, N") is less than the
stipulated threshold. Then the headline-and-summary block
is not collaterally qualified with respect to the content request.
Hits for theme T within the headline-and-summary block
have little effect on the evaluation of the news article for
relevance to T.

[0115] (Selection 1) Given content hierarchy C and theme
T, for a content item N that isn’t a partial match for T, p(N,
T)=0, and p(N, T)=0 for all sub-themes T' of T. Various
embodiments therefore skip visiting N during the p traversal.
That is, information concerning N that is known prior to the p
traversal may be used during the p traversal, but p is not
calculated for N, and the descendants of N are not visited
during the p traversal. Suppose that N is a partial match for T,
and that only some content items within C are qualified con-
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tent items for a given content request. Given a content request,
if N'has only small capacity to affect p (N', T) for any lineally
qualified content item N' within C, then visiting N and its
descendants during the p traversal may be wasteful. Various
embodiments therefore skip visiting N and its descendants in
C durlng the p traversal if N is not a partial match for T, or if
N is a partial match for T but is not collaterally qualified.

Various embodiments use transformed versions of themes for
purposes of determining which content items to skip during
the p traversal. For example, various embodiments delete
atomic sub-themes whose frequency of occurrence within a
document corpus surpasses a threshold. Various embodi-
ments place conditions on qualities of partial matches to
atomic sub-themes, and/or to proportion of atomic sub-
themes matched, and/or to number of number of atomic sub-
themes matched, in determining which content items to skip
during the p traversal.

[0116] (Selection 2) Given content hierarchy C, a content
request, and a content item N that is not qualified with respect
to the content request, and that is not the ancestor of any
content item that is qualified with respect to the content
request, various embodiments skip visiting N during the p~
traversal. That is, information concerning N that is known
prior to the p . traversal may be used during the p. traversal,
but pis not calculated for N, and the descendants of N are not
visited during the p . traversal.

[0117] (Selection 3) Given content hierarchy C, theme T,
and content item N whose parent content item P is visited
during the p traversal, various embodiments skip N during the
sibling influence outer loop for P unless N satisfies stipulated
conditions corresponding to the potential of N to contribute to
which p(P, T). Some of these embodiments skip N during the
sibling influence outer loop unless {(N) is greater than a
stipulated threshold. Suppose that N, . . ., N, are the sibling
content items of N and that LIN)*au(N, N)}+Z,_._, (C(N)*a
(N,, N)) is known prior to the p traversal. Alternative embodi-
ments skip N during the sibling influence outer loop unless
CMN*(CMN)*aN, N)+2, ., (EIN)* (N, N))) is greater than
a stipulated threshold.

[0118] (Selection 4) Given content hierarchy C, theme T,
and content item N whose parent content item P is visited
during the p traversal, various embodiments skip N during the
sibling influence inner loop for all or some passes of the
sibling influence outer loop unless N satisfies stipulated con-
ditions. Among embodiments that skip content items during
the sibling influence inner loop for all passes of the sibling
influence outer loop, various embodiments establish a data
structure that includes all and only those content items that are
not to be skipped during the sibling influence inner loop, and
iterate over this data structure once for each pass of the sibling
influence outer loop. Various embodiments skip N during the
sibling influence inner loop for all passes of the sibling influ-
ence outer loop unless N is a partial match for T. Various
embodiments skip N during the sibling influence inner loop
for all passes of the sibling influence outer loop unless N is a
partial match for T and C(N) is greater than a stipulated
threshold. Suppose that N, . . ., N, are the sibling content
items of N and that (N, N)+Z 1221 (N, N,) is known prior to
the p traversal. Various embodiments skip N during the sib-
ling influence inner loop for all passes of the sibling influence
outer loop unless N is a partial match for T and Z(N)*(a(N,
N)+2, .. (N, N))) is greater than a stipulated threshold.
Partial matches with small salience have small potential influ-
ence on their sibling content items. Partial matches with small
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affinity to their sibling content items, in aggregate, have small
potential influence on their sibling content items.

[0119] (Selection 5) Given content hierarchy C, theme T,
and content item N such that one or more children of N are
visited during the p traversal, and given content item N' that
is a sibling of N, various embodiments skip N' during the
senior influence loop unless N' satisfies stipulated conditions.
Various embodiments skip N' during the senior influence loop
unless N' is a partial match for T. Various embodiments skip
N' during the senior influence loop unless N' is a partial match
for T and T(N") is greater than a stipulated threshold. Suppose
that Ny, . . ., N, are the sibling content items of N' and that
a(N',NY+Z, _,_. o(N',N) is known prior to the p . traversal or
can be calculated through a closed form. Various embodi-
ments skip N' during the senior influence loop unless N' is a
partial match for T and EIN)*(a(N', N)+Z _,_, a(N', N))) is
greater than a stipulated threshold.

[0120] Referring now to FIG. 3, wherein a block diagram is
shown illustrating the calculation of p(P, T) for parent content
item P and atomic theme T, in accordance with various
embodiments of the present disclosure. As illustrated, for the
embodiments, the sibling influence outer loop 302 calls the
sibling influence inner loop 303 for children of P that meet
inbound selection conditions 308. For each child N of P that
meets inbound selection conditions 308, for each child N' of
P that meets outbound selection conditions 312, the sibling
influence inner loop increments the sum of actual influences
for N by Z(ND*p(N', T)*a (N, N) 313. On completion of the
sibling influence inner loop for N, p(N, T) is calculated as
E1on CN,)*p(N,,, D*aN,, NO(E, e EN)*aN,,
N))), where Ny, . . ., N, are the children of P (including N),
and where N, , . .., N, are the children of P that meet the
outbound selection conditions for N 314. For the illustrated
embodiments, =, _,_, (G(N,)*a(N,, N)) is known prior to the p
traversal, or can be calculated through a closed form. On
completion of the sibling influence outer loop, p(P, T) is
calculatedas (2, . CN)*0 (N, D)(Z e (EON,), where
Ni, ..., N, are the children of P 304.

[0121] Referring now to FIG. 4, wherein a block diagram is
shown illustrating the calculation of p. for descendants of
parent content item P and atomic theme T, in accordance with
various embodiments of the present disclosure. As illustrated,
for the embodiments, if child N of P is qualified 404, p (N, T)
is calculated as @1515,1 €N, )*p (an Ty*a(N,,, N))+ T N,
THE, zyar CNY*a(N,, N)HL(N)), where Ny, ..., Ny are
the children of P (including N), where N,, , N, are the chil-
dren of P that meet outbound selection conditions for N
(Selection 4, described above) where 2,_,_, (N, )* f)(Nn,
TY*a(N,,, N)) is known prior to the p. traversal (as when
calculated durmg the p traversal), where 2, _,_, (G(N,)*a(N,,
N)) is known prior to the p. traversal or can be calculated
through a closed form, where 7 (N, T)=7 (P, T)*z+2 ...,
CMN,)*PMN,, T)*aN,, N)), where Lo(N)=UAP)*74Z 2er
(TN, j*a(Nl, N)) and where z is the senior influence adjust-
ment factor for N 405. If N is the ancestor of a qualified
content item 406, then 7T (N, T) and LC(N) are calculated if
this has not already been done as a step in the calculation of
p(N,T) 407, and the p traversal proceeds recursively to the
children of N 408.

C. Optimizations Based on Geometric Models of
Sub-Content-Hierarchies

[0122] A setofsibling content items will be said to conform
to a “local geometry” if each sibling can be assigned a posi-



US 2015/0169580 Al

tionin a Euclidean space, or other geometric space, so that the
affinity of sibling content item N to sibling content item N'
corresponds to a function of the distance between their posi-
tions, as distance is defined for the space. Various embodi-
ments relate affinity to distance according to various func-
tions, where different functions relating distance to affinity
may be used within a single content hierarchy. According to
various embodiments, if a local geometry is an ordered geom-
etry, sums whose terms include affinities as factors, as in
various formulas described above and to be described below,
are altered so that proportions of potential relevance are
greater when content items are between two or more other
content items from which they receive positive influence.
Hereafter, for ease of exposition, it will be assumed that for
content items N and N' within a set of sibling content items
that conforms to a local geometry, (N, N"=1/(1+d*), where
d is the distance between N and N', and where x>0 is a
stipulated “attenuation exponent.” It will further be assumed
that proportions of potential relevance are calculated without
consideration of whether content items are between other
content items in ordered local geometries.

[0123] As an example of a set of sibling content items
where each sibling can be associated with a position in a
Euclidean space, consider a text where words appear in dif-
ferent fonts. For this example, the salience of each word
depends on the word’s font, with larger fonts corresponding
to larger saliences, and the position of each word corresponds
to a point in one-dimensional Euclidean space, with the first
word assigned position (0), the second word assigned posi-
tion (1), and so on. Thus for this example, the saliences
assigned to words have no effect on the positions assigned to
words. Affinity for this example is a function of Euclidean
distance. For variants of this example, the position assigned to
a given word depends on saliences of the words that precede
the given word in the string.

[0124] Asasecond example ofa set of sibling content items
where each sibling can be associated with a position in a
Euclidean space, consider a database table withn rows, where
for any pair of distinct rows, the distance between the rows is
the same. Thus the distance between the first row and the
second row is the same as the distance between the first row
and the last row, and so on. For this example, each row is
assigned a position in (n-1)-dimensional Euclidean space, as
a vertex of a regular n-simplex. Distance for this example is
identified with Euclidean distance.

[0125] Note that a single content tree may exhibit different
local geometries for different sets of siblings. For example, a
content tree may include a set of siblings corresponding to the
rows of a table, as in the preceding paragraph, where each row
includes a field corresponding to a text, as in the example in
the paragraph that precedes the preceding paragraph.
Embodiments of the present disclosure impose no require-
ment that the local geometry of the children of a content node
N be related in any way to the local geometry of the children
of any ancestor of N, or to the local geometry of children of
any descendant of N. Thus the local geometry of the children
of N may have a higher dimension than the local geometry of
the set of siblings that includes N. For example, consider a
Web slide show where each slide shows the five starting
players of the Seattle SuperSonics basketball team during a
playing season, and the slide show proceeds season by sea-
son, from earlier years to later years. The local geometry
corresponding to each slide may be given as a regular 5-sim-
plex, with each player corresponding to the vertex of the
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regular 5-simplex, while the local geometry of the slide show
may be given as a 1-dimensional sequence.

[0126] According to various embodiments, a single local
geometry may apply across multiple levels within a content
tree.

[0127] Embodiments of the present disclosure use local
geometries to ensure that the number of computational steps
required to calculate proportions of potential relevance is
linear, rather than quadratic, in the number of sibling content
items.

[0128] Some of these embodiments eliminate the sibling
influence inner loop nested within sibling influence outer
loop, and instead use a “sibling outbound influence loop”
followed by a “sibling inbound influence loop,” where neither
of'these loops is nested within the other. These embodiments
use what will be called “influence centers.” The sibling out-
bound influence loop accumulates at influence centers the
influences exerted by siblings. The sibling inbound influence
loop calculates the influences received by siblings from influ-
ence centers. Influence centers are similar to centers of grav-
ity in physics, in the sense that they substitute points of focus
for more complex structures, thereby permitting simplified
computations. However, no analog of Newton’s Shell Theo-
rem applies in general for computations with influence cen-
ters. As with the embodiments of USPA No. 2013-0173578
that uses virtual content items, embodiments of the present
disclosure that use influence centers produce approximate,
but still useful, results.

[0129] Various embodiments that use influence centers use
a single influence center per sub-theme for a set of sibling
content items that conforms to a local geometry. The sibling
outbound influence loop iterates over the sibling content
items, or over sibling content items that have been selected as
discussed above. Suppose that content items N, . . ., N, are
the children of content item P. Various “single influence cen-
ter” embodiments calculate p(N,, T), 1=i<k, for theme T as
follows: for each sub-theme T' of T, including T itself, the
sibling outbound influence loop accumulates =, _,_(C(N,)*p
(N, T)*p(N,)) and %, _, o CN,)*p(N,, ")), where p(N,) is the
position of N, in the local geometry. The sibling outbound
influence loop also accumulates X, _,_.(C(N,)*p(N,)) and
2, ,=xo(N,). Then the position p,.of the influence center for T'
Is (25 CMNY* PN, T PN/, o EN)*P(N,, TH)),
and the relevance salience 1), associated with this influence
center is leisk(C(Ni)*f)(Ni, T"). The position p,,,, of the
“maximum influence center” for P is (Z,_, .. (CN)*p(N,))/
(2= (C(N))), and the relevance salience 1, associated
with the maximum influence center is =, _,_,C(N,). The sib-
ling inbound influence loop calculates p(N, T'), 1sj<k, as
equal to (Y 7/(1+d(p;, 7))/ (W e/ (144D, Prra))); Where
d(p,, p7) is the distance between N, and the influence center of
T" and where d(p;, p,,,..) is the distance between N, and the
maximum influence center for P.

[0130] Various embodiments interpose levels of new con-
tent items, similarly to the discussion of “unflattening” above,
by partitioning a region corresponding to a local geometry
into sub-regions, with new content items corresponding to
sub-regions. For some of these “grid” embodiments, division
into sub-regions is recursive. For some grid embodiments, at
a given hierarchical level of sub-regions, the distance
between two sub-regions is identified with the distance
between their centers. As sub-regions become smaller, results
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obtained through operation of the sibling inbound influence
loop in coordination with the sibling outbound influence loop
become more accurate.

[0131] Given a parent content item P with children N, . . .
, N, that conform to a local geometry, various embodiments
identify a single “receptor position” for N, . . ., N, and use
this receptor position to receive influence from N, . .., N,.
For some of these embodiments, the receptor positionis equal
10 (2, 1ooe CIN)D)V(E, .o EN,)), where p, is the position of
N,, 1=i<k. With scaled salience, 2, _,_,C(N,)=1, and the recep-
tor positionis =,_,_,(C(N)*p,). Given theme T and the recep-
tor position p,, various embodiments accumulate 2,=X%, _,_,
(EMNY*(N,, T))/(1+d(p,, p,)) and 2, =%, (EN)/(1+d
(p;, p,)") inasingleiteration over N, . . ., N,. 2 corresponds
to the sum of the influences for T exerted by N, ..., N, onthe
receptor position. 2 corresponds to the maximum possible
sum of influences exerted by N, . . . , N, on the receptor
position. Given X2, and X . various embodiments use
3,/2 . as an approximate value for p(P, T).

[0132] Hereafter, search that incorporates methods intro-
duced above will be called “affinitive search.”

II1. Content Preparation

[0133] Some of the inputs to relevance calculations
described above are theme-independent, and are calculated
from more primitive inputs. Various embodiments of the
present disclosure calculate such theme-independent, inter-
mediate results in advance of calculating responses to one or
more content requests, and save these theme-independent
results so that they can be quickly accessed during theme-
dependent calculations. Some of these embodiments store
theme-independent intermediate results in association with
the content to which the results apply. Calculating theme-
independent results and storing them in this way will hereat-
ter be referred to as “theme-independent content prepara-
tion.”

[0134] Various embodiments of the present disclosure cal-
culate relevance results for themes and content items, and
store the results in association with the content items. Calcu-
lating theme-dependent results and storing them in this way
will hereafter be referred to as “theme-dependent content
preparation,” or alternatively as “match-dependent content
preparation.” Various embodiments calculate matching
results and apposite results for items more generally, as dis-
cussed above. Storing such results in association with items
will also be referred to “theme-dependent content prepara-
tion,” or alternatively as “match-dependent content prepara-
tion.”

[0135] Given a set of sibling content items N, . .., N,, let
the “salience sum” forN,, ..., N, be Z, _,_,C(N,), and let the
“maximum mutual influence sum” for N, ..., N, be X, _,_.
2, CND*aN,, N)). For each N, 1=i=k, let the “maxi-
mum outbound influence sum” be =, __,(CIN)*a(N,, N))),
and let the “maximum inbound influence sum” be X,_,_.(§
(N)*oN;, N)). If Ny, . . ., N, conform to a local geometry,
and if p, is the receptor position for N, . . . , N, let the
“maximum inbound influence sum” for the receptor position
be Z,_, . (CN)Y/(1+d(p,, p,)"), where X is the attenuation
exponent and where p; is the position of N,, 1=i<k. Given a
content hierarchy, various embodiments may perform theme-
independent content preparation by calculating and storing
some or all of the following, for some or all of the sets of
sibling content items within the content hierarchy: salience
sum, maximum mutual influence sum, maximum outbound
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influence sum for some or all siblings, maximum inbound
influence sum for some or all siblings, maximum inbound
influence sum for the receptor position.

[0136] Given a content hierarchy, various embodiments
perform theme-independent content preparation by calculat-
ing and storing saliences and affinities, scaled or otherwise,
for some or all of the content items within the content hier-
archy. Calculations of saliences and affinities may rely on
prior determination of content categories of content items.
Various embodiments perform theme-independent content
preparation by determining and storing content categories.
[0137] Various embodiments perform theme-independent
content preparation by organizing content items into content
hierarchies. Organization of content items into content hier-
archies may rely on prior determination of containment rela-
tionships, or may rely on other bases for parent-child rela-
tionships within content hierarchies. Various embodiments
perform theme-independent content preparation by deter-
mining containment relationships, and/or by determining
other bases for parent-child relationships within content hier-
archies.

[0138] Various embodiments that perform theme-indepen-
dent content preparation supplement the methods of the
present disclosure with various prior art methods. For
example, for Web content, various embodiments assign con-
tent categories, and/or saliences, and/or affinities, based in
part on results of parsing and rendering DHTML.. For another
example, for database content, various embodiments assign
containment relationships among sets of items based on
recursive application of cluster analysis.

[0139] The methods of USPA No. 2013-0103662 that gen-
erate search expressions from content effectively generate
themes from content. For content items that contain many
words, methods of the present disclosure may limit the sizes
of generated themes by including in generated themes only
those words, or words as representatives of word classes,
whose inverse document frequency measures, with respect to
agiven content universe, satisty a threshold, where the thresh-
old may be fixed, or may vary to satisfy a stipulated limit on
the size of generated themes. Methods of the present disclo-
sure apply methods—described above to determine the rel-
evance of content items within content collections to gener-
ated themes. This supports various social media applications
described in USPA No. 2013-0103662, such as recommend-
ing optimal times for commercial social media posts, or pre-
dicting reactions to social media posts. Calculating and stor-
ing such recommendations and predictions constitute
examples of match-dependent content preparation. Methods
of the present disclosure described above support additional
social media applications that involve match-dependent con-
tent preparation, as well as applications in additional fields
that involve match-dependent content preparation. For
example, in the online news field, suppose that when a new
article is posted, the article is posted together with links to
recent topic-related articles. Suppose further that a corpus of
prior articles is organized into a content hierarchy, where
parent article collections contain child collection articles, and
where when the content hierarchy was first established to
contain articles that existed at that time, articles were
assigned to collections according human judgments of topic
similarity, or according to prior art methods of determining
topic similarity. Embodiments of the present disclosure use
methods of—described above to determine which pretermi-
nal article collections within the content hierarchy best match
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the new article, then assign the news article to one or more of
these preterminal article collections, storing the assignment
or assignments in association with the new article. Various
embodiments then select articles within the assigned preter-
minal article collections, or within article collections that
contain the preterminal article collections, according to stipu-
lated criteria, with a stipulated function that trades off among
stipulated criteria. Examples of criteria for selecting prior
articles include, but are not limited to, degree of match with
the new article as assessed by methods of—the present dis-
closure described above, recency of prior articles, and
assessed values of prior articles, where Google™ PageR-
ank™ is an example of a process for assessing values of Web
pages that present articles Links to selected articles are then
posted together with the new article. Various embodiments
similarly associate advertisements with articles and article
collections, as a partial basis for selecting advertisements to
appear with articles. Various embodiments maintain the hier-
archy of article collections by storing the associations of the
new article with its assigned preterminal article collections.
Some of these embodiments provide initial organization of
articles into a hierarchy of article collections, in place of or in
coordination with prior art methods and human judgments.
For these embodiments, initial assignments proceed incre-
mentally, article by article. Among embodiments that main-
tain hierarchies of article collections, and also among
embodiments that provide initial organization of articles into
a hierarchy of article collections, various embodiments reas-
sign articles when stipulated conditions for reassignment are
met. Examples of stipulated conditions for reassignment
include, but are not limited to, conditions that involve size of
article collections, conditions that involve relative size of
article collections, conditions that involve minimum degree
of match among articles within article collections, and con-
ditions that involve average degree of match among articles
within article collections. Various embodiments similarly
maintain hierarchies of collections of content items other than
news articles, and similarly perform selections from such
hierarchies.

[0140] Embodiments of the present disclosure allow a user
to request content by highlighting one or more passages
within one or more texts, and/or by highlighting other con-
tent. According to various embodiments, users may drag a
mouse cursor over text to be highlighted. Other prior art user
interface mechanisms for highlighting may be used. Accord-
ing to various embodiments, additional controls, incorporat-
ing prior art user interface mechanisms, are available to users,
including but not limited to the following: (1) designation of
content universe to be searched, where a designated content
universe may correspond to the full Web, or to news articles of
one or more publications, or to articles of an online reference
such as Wikipedia, or to other collections of content and other
data; (2) designation of conditions on deliverability of con-
tent, such as a range of dates of publication for news articles,
or a range of prices for product descriptions; (3) designation
of which portion or portions of user viewing history and/or
user highlighting history to include as input to the content
request; (4) designation of relative weights to be assigned to
highlighted text passages, and/or designation of relative
weights to be assigned to content items in the viewing history,
and/or designation of relative weights to be assigned to con-
tent items that have not been viewed. According to various
embodiments, some or all of designations (1)-(4) may be
calculated according to stipulated rules, without user input, or
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with incomplete user input. According to various embodi-
ments, search expressions corresponding to highlighted pas-
sages are generated according to methods of disclosed in
USPA 2013-0103662.

[0141] According to various embodiments, weights
assigned to passages correspond to weights assigned to sub-
themes generated from passages. Hereafter, “ow” (lower-case
Greek letter “omega’) will be used as a variable over assigned
weights. For some embodiments, for themes recursively con-
structed from sub-themes with the o operator and with paren-
theses, weights assigned to sibling sub-themes in the theme
parse tree are normalized, and the normalized weights are
multiplied by proportions of potential relevance for corre-
sponding sub-themes, as inputs to the calculation of theme-
synthesized results. Hereafter, “o” will be used as a variable
over normalized weights. As described earlier for the case
without weights, for T=T, 0T, 0...0T,,, TN, T)=F {p (N,
T pcN, Ty), ..., pAN, T,,)). For 1=i=m, if , is the weight
assigned to sub-theme T}, nothing prevents F {w, *p~(N, T,),
0,* PN, Ty), ..., ,*p N, T,)) from being greater than 1.
According to various embodiments that normalize weights
assigned to sub-themes, normalization is determined so that
the maximum value of F {o, *p (N, T)), 0, *p (N, T,,), . . .,
,,*pN, T,)) is 1, where o, is the normalized weight
assigned to sub-theme T, I<i=m. FAw, *p-N, T)),
0, *p N, T,), . . ., 0, *p-N, T, )) reaches its maximum
value whenp (N, T))=p-(N, T,)=...=pN, T, )=1. Let zbe
the solution of the equation F {w, *z, w,%z, . . ., w, *2)=1.
Then for these embodiments, m,=,*z. For example, suppose
that F ,is the geometric mean, that T=T, 0 T, 0 T, that m,=10,
that w,=50, and that w;=100. Then for the normalization
factor z for these weights, (10¥z*50%z*100%z)' =1, so that
7=0.0271, »,=0.27, w,=1.36, and w,=2.71.

[0142] According to various embodiments, histories of
user selections, through highlighting or otherwise, are
reflected in changes to saliences assigned to content items and
sets of content items. For example, if a set of content items
corresponding to a node in a content hierarchy has a high
proportion of relevance for a theme corresponding to a pas-
sage highlighted by a user for purposes of search, the salience
assigned to that set of content items may be increased for
purposes of subsequent searches by the user. Saliences may
also be increased based on searches by sets of users. Accord-
ing to some embodiments that increase saliences based on
histories of user selections, saliences that have been increased
may subsequently be decreased, for example, as time elapses,
or as more searches occur since the search that triggered the
increase in salience.

[0143] According to various embodiments, for searches
that involve one or more highlighted passages, the high-
lighted passage or passages may be considered in the context
of the containing document, or if highlighted passages are
contained in more than one document, the highlighted pas-
sages may be considered in the context of the containing
documents. For some of these embodiments, a more inclusive
context than just the immediately containing documents of
the highlighted passages may be considered. According to
various alternative embodiments, searches that involve one or
more highlighted passages are not considered in the context
of containing document or documents.

[0144] According to various embodiments that do not con-
sider context in this way, a search expression corresponding
to a single highlighted passage is constructed according to
methods of USPA No. 2013-0103662. For some of these
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embodiments, for multiple highlighted passages, search
expressions for the highlighted passages are constructed
according to methods of USPA No. 2013-0103662. If themes
corresponding to the highlighted passages are T,, ..., T,,
then the content hierarchy is searched for the theme T, o . ..
oT,,.

[0145] According to various embodiments that do consider
highlighted passages in the context of containing document
or documents, search expressions corresponding to non-high-
lighted passages within the containing document or docu-
ments are constructed according to methods of USPA No.
2013-0103662.

[0146] According to various embodiments that consider
highlighted passages in the context of containing document
or documents, search expressions corresponding to non-high-
lighted passages within the containing document or docu-
ments are constructed according to the methods of USPA No.
2013-0103662, in the same way that search expressions cor-
responding to highlighted passages are constructed. Themes
corresponding to search expressions corresponding to non-
highlighted passages are assigned lower weights than themes
corresponding to search expressions constructed from high-
lighted passages. For some of these embodiments, common
words are elided from search expressions corresponding both
to highlighted passages and to non-highlighted passages, but
the criteria for identifying common words in non-highlighted
passages are different from the criteria for identifying com-
mon words in highlighted passages, so that a higher propor-
tion of words are elided from non-highlighted passages. Cri-
teria for eliding words may also vary by weights assigned to
passages, in embodiments that consider highlighted passages
in the context of containing document or documents, and also
in embodiments that do not consider highlighted passages in
context. According to various embodiments that consider
highlighted passages in the context of containing document
or documents, boundaries between highlighted and non-high-
lighted passages are treated by methods of USPA No. 2013-
0103662 similarly to such boundaries as inter-sentence
boundaries and inter-paragraph boundaries. Some of these
embodiments consider boundaries between highlighted and
non-highlighted passages to be the lowest level in the bound-
ary hierarchy, while other embodiments place them at other
levels in the boundary hierarchy. Higher-level boundaries
within a highlighted passage may effectively divide one high-
lighted passage into several highlighted passages.

[0147] According to various embodiments, weights
assigned to both highlighted and non-highlighted passages
may be adjusted according to their treatments within their
containing documents. For example, passages in bold font, or
in larger font, are adjusted to have greater weight.

[0148] Embodiments of the present disclosure extend the
notion of atomic theme to data such as demographic data, and
extend the notion of relevance to correspondences between
content and data such as demographic data. For example,
given an atomic theme corresponding to “zip code 98001,”
given a first news article such that it is known or inferred that
50% of'the readers of the article have zip code within 50 miles
of 98001, and given a second news article such that it is
known or inferred that 50% of the readers of the article live
more than 500 miles from 98001, the demographic relevance
of'the first news article to the atomic theme is greater than the
demographic relevance of the second news article to the
atomic theme. Various embodiments extend the application
of the proximity operator o to such atomic themes, and to
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themes formed by prior application of o to themes, recur-
sively. Given a news article or collection of news articles N for
which a demographic profile is known or has been inferred,
various embodiments generate a demographic theme corre-
sponding to N by such recursive application of o. Various
embodiments then search hierarchies of news articles and
collections of news articles, or other hierarchies, according to
such demographic themes. The principle that proximity to
relevant content is an indicator of relevance may apply when
proximity is based on similarity of topics and relevance is
based on similarity of demographics. The principle may also
apply when proximity is based on similarity of demographics
and relevance is based on similarity of topics. Various
embodiments iterate search expression generation and search
over content hierarchies, where the results of a previous
search are used to generate a search expression for a subse-
quent search, and where the instances of search expression
generation and search are based on possibly different rel-
evance criteria and possibly different proximity criteria. For
example, a topical search expression may be generated from
a given news article N, according to methods of USPA No.
2013/0103662, and then applied to a content hierarchy C. If
news article collection N, receives the highest topical rel-
evance score for this topical search expression, a demo-
graphic search expression may be generated from N, and then
applied to C. If news article collection N; receives the highest
demographic relevance score for this demographic search
expression, then news articles contained in N5 have reader-
ship with similar demographics as news articles with topics
similar to the topics of N, . News articles contained in N; may
thus be good candidates to suggest to readers of N;.

[0149] Database technology offers various alternatives for
storing and accessing the results of theme-independent and
theme-dependent content preparation, as does markup tech-
nology. For content that is stored in the form of markup,
various embodiments of the present disclosure supplement
provided markup with attribute-value pairs, where the
attributes may be non-standard. For example, for HTML 5.0,
<figure salience="0.1" affinity="0.2, 0.9, 0.3”> can indicate
that the content item corresponding to the figure tag has
salience 0.1, and that the affinities of this content item to the
members of its sibling set, in left-to-right order, are 0.2, 0.9,
and 0.3. Various embodiments supplement provided markup
with new tag instances, where the tag names may be non-
standard. Various embodiments supplement provided markup
with new tag instances, where new tag instances collectively
constitute one or more parallel bracketing structures to
supplement the provided bracketing structure. For example,
for HTML 5.0, tags in a parallel bracketing structure might be
delimited with |- and -1, rather than < and > as in standard
HTML 5.0. Suppose that a fragment of provided HTML 5.0 is
as follows:

<div id="div1”>
<div id="div2"”>
<div id="div3”>
</div >
<div id="div4>
</div >
<div id="div5">
</div >
</div >
<div id="div6™>
</div >
</div>
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Then theme-independent content preparation can interpose a
new tag with the non-standard tag name “productDescrip-
tion” as follows:

<div id="div1”>
<div id="div2"”>
<div id="div3”>
</div >

I_ productDescription*
<div id=*“div4”>
</div >
<div id=*div5”>
</div >

</div >
<div id=*div6™>
</div >

|_ /productDescription*
</div>

The new tag is part of a parallel bracketing structure that cuts
across provided HTML 5.0 constituents.

IV. Cross-System Distribution of Content Preparation and
Content Request Processing

[0150] Embodiments of the present disclosure provide for
cross-system distribution of content preparation and content
request processing.

[0151] Content preparation may include, but is not limited
to, the following theme-independent content preparation
functionalities: (P-1) identification of content items, (P-2)
assignment of content items to content categories, (P-3) iden-
tification of content hierarchies, (P-4) hierarchical organiza-
tion of content items within content hierarchies, (P-5) deter-
mination of local geometries for sets of content items, (P-6)
assignments of saliences to content items, (P-7) assignments
of affinities to ordered pairs of content items, (P-8) determi-
nation of receptor positions for sets of content items with
local geometries, (P-9) determination of salience sums for
sets of content items, (P-10) determination of maximum
mutual influence sums for sets of content items, (P-11) deter-
mination of maximum outbound influence sums for content
items within sets of content items, (P-12) determination of
maximum inbound influence sums for content items within
sets of content items.

[0152] Whether or not content preparation includes theme-
independent content preparation functionalities, content
preparation may include, but is not limited to, the following
match-dependent content preparation functionality: (P-13)
determination of correspondences between content items and
atomic themes.

[0153] Search providers currently determine correspon-
dences between Web pages and search terms, which is an
example of (P-13), and store the results of such determina-
tions so that given a search term, the identity of Web pages
that contain the search term can be rapidly retrieved, and so
that the positions of the search term within Web pages that
contain it can be rapidly retrieved. (P-13) encompasses
inverted indexing for content items more generally, including
sub-page content items. (P-2) is similar, but where (P-13) can
prepare for retrieval of content items that match search terms,
(P-2) can prepare for retrieval of content items that belong to
content categories.

[0154] For ease of exposition, systems that process Web
content may be categorized as authoring systems, content
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management systems, search engines, proxy server content
processing systems, and client content processing systems,
such as Web browsers and various mobile apps. Also for ease
of exposition, current steps leading to the publication of a
Web page may be characterized as follows: (C-1) a server
page is manually authored with the assistance of an authoring
system, and (C-2) a content management system instantiates
the server page by filling its open slots with content, and then
publishes the resulting Web page. (C-3) Search engines cur-
rently prepare for inclusion of a Web page in search results by
assigning one or more values to the Web page, analyzing it for
occurrences of search terms, and storing these results, with
other information about the Web page. (C-4) In response to
search requests, search engines rank Web pages that corre-
spond to a given search request, according to their assigned
values and how well they correspond to the search request,
and provide search result pages that include links to ranked
Web pages and extracts (“captions”) from ranked Web pages.
(C-5) Search engines, proxy server content processing sys-
tems, and client content processing systems may cache Web
pages. (C-6) Proxy server content processing systems may
parse and/or render and/or transcode Web pages. (C-7) Client
content processing systems may parse and/or render and/or
paint Web pages. It should be emphasized that this portrayal
of the current distribution of Web content preparation func-
tionalities and Web content request processing system func-
tionalities is highly simplified, is incomplete, and that it does
not apply universally. Current systems vary widely in their
functionalities.

[0155] Embodiments of the present disclosure incorporate
software modules that may enhance some or all of the fol-
lowing: authoring systems, content management systems,
search engines, proxy server content processing systems, cli-
ent content processing systems, and database management
systems in a broad sense of “database management systems”
that includes, for example, XML database management sys-
tems and database management systems augmented with data
mining functionality. For ease of exposition, such software
modules may be classified as interactive content preparation
modules, fully automatic content preparation modules, affini-
tive search modules for prepared content, and affinitive search
modules for unprepared content. The discussion that follows
will focus on the case of Web content, which presents par-
ticular challenges related to the size of the World Wide Web,
and related to the diversity of the systems that process Web
content.

[0156] Web content publishers that engage in content
preparation might wish to assign excessively large salience
and affinity values, in the expectation that this will increase
the prominence of their content in search results. Scaling for
salience values, as discussed above, and scaling for affinity
values, as discussed above, counteract possible publisher
attempts to manipulate search results. According to various
embodiments, systems that include interactive content prepa-
ration modules and/or include fully automatic content prepa-
ration modules scale salience and affinity values and other-
wise prepare content in accordance with methods of the
present disclosure described above. According to some of
these embodiments, systems that include such modules sup-
ply digital certificates with their outputs, indicating the iden-
tity of the systems that wholly or partially prepared the con-
tent. Then for these embodiments, systems that include
search modules for prepared content validate digital certifi-
cates received together with prepared content from systems
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that prepare content. If a receiving system trusts the systems
that prepared content, it searches the prepared content using
the supplied assignments of salience and affinity, and using
other results of content preparation as described above.
[0157] Content preparation modules, whether interactive
or fully automatic, may include all or some of the content
preparation functionalities described above. According to
various embodiments, functionalities may be divided among
multiple content preparation modules. For example, one
module may assign content categories, while another assigns
saliences and affinities, based in part on the output of the first
module, while a third module determines salience sums and
maximum influence sums, based on the output of the second
module. Interactive content preparation modules differ from
fully automatic content preparation modules through their
elicitation of human input. For example, an interactive con-
tent preparation module may offer a Web content author a
repertory of content categories, where instances of content
categories may contain instances of content categories, as an
early step in authoring a server page. For another example, an
interactive content preparation module may suggest relative
salience assignments within an instance of a content category,
and invite the Web content author to accept or amend these
suggestions.

[0158] Various affinitive search modules for prepared con-
tent may be equipped to process content that is prepared to
varying extents. According to various embodiments, affini-
tive search modules that are supplied with unprepared con-
tent, or with partially prepared content, perform all or some of
the earlier described content preparation steps during the
earlier described p traversal. For these embodiments, when a
node is visited during the p traversal, content preparation
operations are performed for that node before other opera-
tions described above.

[0159] According to various embodiments, the outputs of
content preparation modules may be cached and/or pub-
lished. For example, content management systems may pub-
lish content that includes outputs of content preparation sys-
tems, recorded in markup as discussed above. For another
example, search engines may cache the output of content
preparation modules as these modules have applied to the
pages of high-traffic Web sites, or to the pages of high-traffic
sections of Web sites, and similarly for proxy server content
processing systems and client content processing systems.
[0160] According to various embodiments, search engines,
and/or proxy server content processing systems, and/or client
content processing systems that include affinitive search
modules may apply these modules to all searched content, or
they may apply these modules only to some searched content.
They may apply these modules in all circumstances, or they
may apply these modules only in some circumstances. For
example, systems may apply affinitive search modules only to
Web pages that prior art methods rank highly in response to a
given search request. For another example, systems may
apply affinitive search modules only in response to user
requests.

[0161] According to various embodiments, systems may
apply affinitive search modules in threads whose execution
does not interrupt the presentation of content to users, or
otherwise interrupt users. For example, as the user examines
a search results page that includes links to Web pages that
correspond to the user’s search, and/or as the user downloads
and examines one or more linked-to Web pages, another
thread can apply affinitive search modules to linked-to Web
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pages. The results of affinitive search can subsequently be
presented to the user. According to various embodiments,
search engines, proxy server content processing systems, and
client content processing systems may apply affinitive search
in threads whose execution does not interrupt users. Accord-
ing to various embodiments, the content to which such affini-
tive search is applied may be indicated by the user, either on
a case-by-case basis during the course of content presenta-
tion, or through criteria established by the user. According to
alternative embodiments, the content to which affinitive
search is applied may be selected automatically, either by the
system that performs affinitive search, or by another system.

[0162] According to various embodiments, presentation of
the results of affinitive search may be limited to reordering
results obtained by prior art search. According to alternative
embodiments, the results of affinitive search are presented as
orderings of content items of varying granularities, rather
than orderings of content items at a single level of granularity.
For example, an ordering of Web pages is an ordering of
content items at a single level of granularity, while an order-
ing of content items that includes both Web pages and product
descriptions found within Web pages, is an example of an
ordering of content items of varying granularities.

[0163] According to various embodiments, presentation of
the results of affinitive search may include highlighting of
content items, and/or scrolling to content items, and/or navi-
gation from content items to other content items. For
example, if a content item within a Web page corresponds to
auser’s search content request, then when the user downloads
the Web page, the content item that corresponds to the search
content request may be highlighted, and/or the page may be
scrolled so that the content item is near the center of the
viewing window. For another example, if the content request
calls for content that matches a search expression built with
the juxtaposition operator, and if a Web page corresponds to
the search expression, with various content items within the
page having high proportions of potential relevance to various
sub-expressions of the search expression, then the presenta-
tion of the Web page may include navigation controls whose
operation results in successive scrolling between the content
items with high proportions of potential relevance to sub-
expressions. Embodiments with presentations that include
highlighting, and/or scrolling, and/or cross-content-item
navigation may be especially useful for mobile Web search
applications.

[0164] Current Web search results pages are an example of
what will hereafter be called “search summary presenta-
tions.” In a search summary presentation, each search result is
represented by a means of navigating to the search result
(links to Web pages, in the case of current Web search results
pages) and an indication of the contents of the search result
(short text extracts containing search terms, in the case of
current Web search results pages). According to embodi-
ments of the present disclosure, presentations of affinitive
search results may incorporate search summary presentations
that indicate matching content items within Web pages, rather
than indicating matching text passages within Web pages. For
these embodiments, indicated matching content item or con-
tent items are presented in the context of the full Web page,
possibly with key non-matching content item or items (such
as a top-level header, or brand identification) retained, with
other non-matching content items elided. Within indicated
matching content items, texts that surround search terms are
retained, images are represented as simple rectangles, or
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similar, and other content is elided. General layout character-
istics of the Web page are retained, as are general layout
characteristics of matching content items. Web pages pre-
sented in this way will hereafter be called “selective sche-
matic presentations,” where “selective” refers to matching
content items and to key non-matching content items. For
some of these embodiments, search summary presentations
include two links per Web page. Clicking one of these links
results in downloading the Web page and painting the viewing
window with the contents of the downloaded Web page, as
with current search summary presentations. Clicking the
other link results in downloading the Web page and painting
a selective schematic presentation of the Web page, superim-
posed over a portion of the search summary presentation.
Embodiments with presentations that include selective sche-
matic presentations may be especially useful for mobile Web
search applications, and for applications that are supported by
proxy server content processing. For some of these embodi-
ments, for a mobile Web search application supported by
proxy server content processing, when a user requests a selec-
tive schematic presentation of a Web page, the proxy server,
rather than the client, can download the page and render the
selective schematic presentation, while the client downloads
just the selective schematic presentation from the proxy
server.

[0165] Referring now to FIG. 5, wherein a selective sche-
matic presentation of a Web page is shown, in accordance
with various embodiments of the present disclosure. The
selective schematic presentation is based on a hypothetical
Web page associated with a hypothetical retail business,
named “Sammamish Garden Supplies.”” The Web page
includes a header, a footer, and 8 rows of product descrip-
tions, where each row contains 4 product descriptions, and
where each product description includes a product name, a
product image, a product price, and a short product descrip-
tion. According to an illustrative scenario, the user has sub-
mitted the search expression “sammamish border spade,” and
has downloaded the first corresponding search results page,
which includes an entry corresponding to the described Sam-
mamish Garden Supplies Web page. An occurrence of “bor-
der” is in close proximity to an occurrence of “spade” in the
markup corresponding to this Web page. However, the occur-
rence of “border” and the occurrence of “spade” appear in
different product descriptions. Assuming that the user is
shopping for a border spade in Sammamish, this Sammamish
Garden Supplies Web page is unlikely to be useful, and it will
be waste of bandwidth and of user time for the user to down-
load and examine it. In this illustrative scenario, the search
results page presents a “show preview” link with each of its
entries. That is, for each Web page listed on the search results
page, the search results page presents the “show preview” link
in addition to the following: a title that also functions as a link
to the page, an image of the top of a saved version of the page,
the page URL and other information about the page, and one
or more text extracts from the page, where the text extracts
contain search terms. If the user clicks the “show preview”
link for the Sammamish Garden Supplies Web page, the
selective schematic presentation is superimposed on the
search results page. In FIG. 5, different shadow treatments
stand in for different color backgrounds. Thus the header and
footer have the same background color, the Stellar Edging
Fork product description has a second background color, and
the Summit Digmaster product description has a third back-
ground color. Horizontal and vertical ellipses represent elided
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content items. Rectangles with x’s represent images. Eliding
content items and representing images with rectangles
reduced the size of the download associated with the selective
schematic presentation itself. The user can see at a glance that
“border” and “spade” appear in different product descrip-
tions, and that the page does not respond to the user’s intent.
The user may therefore choose not to download the page.

V. Computing Device Architecture

[0166] FIG. 6 illustrates an architecture view of a comput-
ing device 700, such as a desktop computer ora PDA, suitable
for practicing the present disclosure in accordance with one
embodiment. Computing device 700 may be a server or a
client. Whether as a server or client, computing device 700
may be coupled to clients or server via a wireless or wireline
based interconnection, over one or more private and/or public
networks, including the famous public network “Internet”.
[0167] As illustrated, for the embodiment, computing
device 700 includes elements found in conventional comput-
ing device, such as micro-controller/processor 702, digital
signal processor (DSP) 704, non-volatile memory 706, dis-
play 708, input keys 710 (such as keypad, select button,
D-unit), and transmit/receive (TX/RX) 712, coupled to each
other via bus 714, which may be a single bus or an hierarchy
of'bridged buses. Further, non-volatile memory 706 includes
operating logic 720 adapted to implement selected or all
aspects of the earlier described systems, functions, and mod-
ules 101-109, in and of itself/themselves or as part of one or
more larger components. In other words, the various engines
may be implemented on one or more computing systems. For
the latter implementations, the computing systems may be
directly coupled, through Local and/or Wide Area Networks.
The implementation(s) may be via any one of a number
programming languages, assembly, C, and so forth.
[0168] In alternate embodiments, all or portions of the
operating logic 720 may be implemented in hardware, firm-
ware, or combination thereof. Hardware implementations
may be in the form of application specific integrated circuit
(ASIC), reconfigured reconfigurable circuits (such as Field
Programming Field Array (FPGA)), and so forth.
[0169] Although specific embodiments have been illus-
trated and described herein, it will be appreciated by those of
ordinary skill in the art that a wide variety of alternate and/or
equivalent implementations may be substituted for the spe-
cific embodiment shown and described without departing
from the scope of the present disclosure. Those with skill in
the art will readily appreciate that the present disclosure may
be implemented in a very wide variety of embodiments. This
application is intended to cover any adaptations or variations
of the embodiments discussed herein. Therefore, it is mani-
festly intended that this invention be limited only by the
claims and the equivalents thereof.
What is claimed is:
1. A machine implemented method for content preparation
or selection, comprising:
receiving, as part of a content preparation or selection, by a
content preparation or selection module operated by a
computing system, a representation of a concept; and
determining, for the content preparation or selection, by
the content preparation or selection module, topical rel-
evance ofa content item (N) of a content hierarchy (C) to
the concept; wherein the content hierarchy includes a
plurality of content items, including N; and wherein
determining topical relevance of N to the concept is
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based at least in part on interrelationships among at least
some of the other content items of the hierarchy other
than N and its descendant content items.

2. The method of claim 1, wherein the hierarchy of content
items corresponds to a document, to a sub-document, to a
collection of documents, to a collection of sub-documents, to
a database of records, to a database of objects, to a collection
of'database records, or to a collection of database objects; and
wherein database records or objects are drawn from one or
more databases or one or more database views.

3. The method of claim 1 wherein the content item N is a
document, a sub-document, a collection of documents, a col-
lection of sub-documents, a database record, a database
object, a collection of database records, or a collection of
database objects; and wherein database records or objects are
drawn from one or more databases or one or more database
views.

4. The method of claim 3, wherein N is one of a plurality of
pre-terminal nodes Ny, . . ., N,, of C; wherein determining
further comprising determining topical relevance of each of
the other pre-terminal nodes N, . . ., N to the concept; and
the method further comprises obtaining a content hierarchy
C, from Cby assigning acontentitem N, , to some N, 1sj=n,
such that the topical relevance of N, to the concept is greater
than or equal to the topical relevance to the concept of the
other N,, I=i=n.

5. The method of claim 3, wherein the content hierarchy C
corresponds to a Web page; and wherein the method further
comprises displaying N by itself according to a layout stipu-
lated for N in the Web page, in response to determining the
topical relevance of N for the concept to be greater than a
threshold.

6. The method of claim 1, wherein determining comprises
determining with sub-modules of the content preparation or
selection module operating in a plurality of parallel threads
executing on the computer system.

7. One or more non-transitory computer-readable storage
medium comprising a plurality of instructions configured to
cause a computer system, in response to execution of the
instructions by the computer system, to provide a content
preparation or selection module to:

receive, as part of a content preparation or selection, a

representation of a concept; and

determine, for the content preparation or selection, topical

relevance of a content item (N) of a content hierarchy (C)
to the concept; wherein the content hierarchy includes a
plurality of content items, including N, and wherein
determine topical relevance of N to the concept is based
at least in part on interrelationships among at least some
of'the other content items of the hierarchy other than N,
its ancestor content items, and its descendant content
items.

8. The storage medium of claim 7, wherein the content
hierarchy comprises a directed acyclic graph, specifying one
or more assignments of relative prominence for the content
items of the content hierarchy, and one or more assignments
of relative distance for ordered pairs of content items of the
content hierarchy; wherein the content item N is a first content
item, and the content hierarchy further includes a second
contentitem (N,) and a third content item (N,), where none of
N, N,, and Nj is an ancestor of any other of N, N,, and N
according to the directed acyclic graph, where the promi-
nence of N, is greater than or equal to the prominence of N,
where the distance from N to N is greater than or equal to the
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distance from N, to N; and wherein determine comprises
determine a topical relevance score of N for the concept that
is greater, when N; has a greater topical relevance score
determined for the concept than N,, than when N, has a
greater topical relevance score determined for the concept
than N;.

9. The storage medium of claim 8, wherein determine the
topical relevance for N to the concept comprises including
topical relevance of the second content item (N,), where N, is
not in an ancestor or descendant relationship with N, and
where N, has a topical relevance to the concept below a
threshold.

10. The storage medium of claim 8, wherein determine
comprises:

when

the concept is a result of applying a juxtaposition operator
O to a first sub-concept and a second sub-concept,

a second content hierarchy C, includes a second content
item N,.

a first sub-hierarchy of C whose root in N is identical to a
second sub-hierarchy of C, whose root in N,, with
respect to member content items, parent-child relation-
ships, assignments of relative prominence to content
items, assignments of distances between content items,
and assignments of topical relevance scores for the con-
cept, the first sub-concept, and the second sub-concept
to member content items other than N and N,

a topical relevance score for the first sub-concept for N, in
C, is greater than or equal to the topical relevance score
for the first sub-concept for N in C, and

atopical relevance score for the second sub-concept for N,
in C, is greater than or equal to the topical relevance
score for the second sub-concept for N in C,

determine comprises determine a topical relevance score
for the concept for N in C that is greater than a topical
relevance score for the concept for N, in C,.

11. The storage medium of claim 10, wherein determine
further comprises assignment of weights to arguments of the
juxtaposition operator, so that relevance scores of N for child
sub-concepts of the concept are multiplied by the weights
prior to calculation of topical relevance scores of N for parent
sub-concepts of the concept.

12. The storage medium of claim 10, wherein the concept
corresponds to a search expression, and wherein execution of
the instructions further cause the computer system to provide
a search expression generator to:

receive a second content item (N,), and user input indicat-
ing one or more portions of N,; and

generate the search expression, based on N,, to facilitate
evaluating N, based at least in part on searching other
content items through execution of the search expres-
sion, wherein the search expression indicates nested jux-
tapositions of sub-expressions of the search expression;

wherein generate comprises recursively divide text of N,
into subtexts, and transform the subtexts, including the
one or more portions of N, indicated by the user input,
into the search sub-expressions;

wherein generate further includes insert instances of a jux-
taposition operator between sequence elements, and
between sibling parenthesized expressions within a
parenthesization hierarchy, during the recursive divi-
sion; and

wherein generate further includes assign weights to the
sub-expressions with the sub-expressions including the
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one or more portions of N, indicated by the user input
being assigned greater weights than sub-expressions
that do not include the one or more portions of N, indi-
cated by the user input.

13. The storage medium of claim 8, wherein determine
comprises determine a topical relevance score for N for the
concept that is a ratio of a numerator and a denominator,
where the numerator of the ratio is a sum of terms where each
term includes a topical relevance score of a content item of C
that is not in an ancestor-descendant relationship with N
within C, and where the denominator of the ratio is a sum of
terms where each term includes a maximum topical relevance
score of a content item of C that is not in an ancestor-descen-
dant relationship with N within C.

14. The storage medium of claim 13, wherein content
hierarchy C contains content hierarchy C,, and C, contains
content item N, and wherein determine comprises determine
atopical relevance score to the concept for N relative to C that
is different from a topical relevance score to the concept
determined for N relative to C,.

15. The storage medium of claim 14, wherein determine
comprises performance of a first depth-first traversal of the
content hierarchy C to calculate topical relevance of the con-
tent item N to the concept, relative to a sub-hierarchy whose
root is the content item N, and performing a second depth-first
traversal of content hierarchy C to calculate topical relevance
of N to the concept, relative to C.

16. The storage medium of claim 15, wherein performance
of each depth-first traversal comprises application of a num-
ber of inputs to one set of sibling content items of N at a time;
wherein the number of inputs per application to a set of
sibling content items is less than or equal to k, *n+k,, where
n is the number of sibling content items in a particular case,
and where k, and k, are fixed for all sets of sibling content
items, for all content hierarchies.

17. The storage medium of claim 16, wherein performance
of the second depth-first traversal comprises application to a
set of sibling content items, an accumulated effect on topical
relevance scores that these sibling content items receive from
descendant content items of siblings of their ancestor content
items.

18. The storage medium of claim 15, wherein determine
further comprises prior to performing the first and second
depth-first traversals, perform one or more traversals that
calculate inputs to the first and second depth-first traversals,
where the calculated inputs are not dependent on the concept.

19. The storage medium of claim 18, wherein performance
of one or more traversals that calculate inputs to the first and
second depth-first traversals comprises scaling calculation of
prominences of content items in C and distances between
content items in C so that maximum sum of increments of
topical relevance score of the content item N in C received
through the proximity of N to other content items in C is less
than or equal to k, where k is fixed for all content hierarchies.

20. The storage medium of claim 19, wherein for content
hierarchies corresponding to Web pages, the content prepa-
ration or selection module to further store results of the scaled
calculations as amendments to the Web page, and supply a
digital certificate verifying an identity of the content prepa-
ration or selection module that supplied the amendments.

21. The storage medium of claim 7, wherein the concept
corresponds to a result of applying a search expression gen-
erator to a result of a prior search, where the prior search over
the same or a different content hierarchy, and has same or
different relevance criteria.
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22. An apparatus for content preparation or selection, com-
prising:

one or more processors; and

a content preparation or selection module operated by the

processor:

receive, as part of a content preparation or selection, a

representation of a concept; and

determine, for the content preparation or selection, topical

relevance of a content item (N) of a content hierarchy (C)
to the concept; wherein the content hierarchy includes a
plurality of content items, including N, and wherein
determine topical relevance of N to the concept is based
at least in part on interrelationships among at least some
of the other content items of the hierarchy other than N,
its ancestor content items, and its descendant content
items.

23. The apparatus of claim 22, wherein the content hierar-
chy comprises a directed acyclic graph, specifying one or
more assignments of relative prominence for the content
items of the content hierarchy, and one or more assignments
of relative distance for ordered pairs of content items of the
content hierarchy; wherein the content item N is a first content
item, and the content hierarchy further includes a second
content item (N, ) and a third content item (N ), where none of
N, N,, and Nj is an ancestor of any other of N, N,, and N
according to the directed acyclic graph, where the promi-
nence of N, is greater than or equal to the prominence of N,
where the distance from N; to N is greater than or equal to the
distance from N, to N; and wherein determine comprises
determine a topical relevance score of N for the concept that
is greater, when N; has a greater topical relevance score
determined for the concept than N,, than when N, has a
greater topical relevance score determined for the concept
than Nj.

24. The apparatus of claim 23, wherein determine the topi-
cal relevance for N to the concept comprises including topical
relevance of the second content item (N,), where N, is not in
an ancestor or descendant relationship with N, and where N,
has a topical relevance to the concept below a threshold.

25. The apparatus of claim 23, wherein the concept com-
prises a search expression, and wherein the apparatus further
comprises a search expression generator operated by the one
Or mMore processors to:

receive a second content item (N,), and user input indicat-

ing one or more portions of N,; and

generate the search expression, based on N,, to facilitate

evaluating N, based at least in part on searching other
content items through execution of the search expres-
sion, wherein the search expression indicates nested jux-
tapositions of sub-expressions of the search expression;
wherein generate comprises recursively divide text of N,
into subtexts, and transform the subtexts, including the
one or more portions of N, indicated by the user input,
into the search sub-expressions;

wherein generate further includes insert instances of a jux-

taposition operator between sequence elements, and
between sibling parenthesized expressions within a
parenthesization hierarchy, during the recursive divi-
sion; and

wherein generate further includes assign weights to the

sub-expressions with the sub-expressions including the
one or more portions of N, indicated by the user input
being assigned greater weights than sub-expressions
that do not include the one or more portions of N, indi-
cated by the user input.
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