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(57) ABSTRACT

The invention is concerned with a method for performing a
calibration procedure for calibrating an eye tracking device
(12), wherein a stimulus object (S) is displayed within a
certain display area (22), such that the stimulus object (S) is
at least temporarily moving along a defined trajectory (26)
and images of at least one eye (16) of at least one user (18)
are captured during the displaying of the stimulus object (S).
Based on the captured images gaze data are provided and in
dependency of the gaze data gaze points (P) of the at least
one eye (16) of the user (18) with respect to the display area
(22) are determined. Further, at least one calibration param-
eter (al; a2; a3; ad; a5; a6; a7; a8; a9; al0; all; al2; al3;
ald; ©; R; K; a; b; r) of at least one predefined calibration
model (M, M1, M2, M3, M4, M5, M6) is determined in
dependency of a first analysis at least of positions of at least
part of the respective gaze points (P) with regard to the
defined trajectory (26) of the stimulus object (S). Further, at
least one control parameter (N, (A, D), T) is determined in
dependency of at least part of the captured gaze data and
controlling the execution of at least part of the calibration
procedure in dependency of the at least one determined
control parameter (N, (A, D), T).
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INTERACTIVE MOTION-BASED EYE
TRACKING CALIBRATION

[0001] The invention is concerned with a method for
performing a calibration procedure for calibrating an eye
tracking device, wherein a stimulus object is displayed
within a certain display area, such that the stimulus object is
at least temporarily moving along a defined trajectory and
images of at least one eye of at least one user are captured
during the displaying of the stimulus object. Based on the
captured images gaze data are provided and in dependency
of'the gaze data gaze points of the at least one eye of the user
with respect to the display area are determined. Further, at
least one calibration parameter of at least one predefined
calibration model is determined in dependency of a first
analysis at least of positions of at least part of the respective
gaze points with regard to the defined trajectory of the
stimulus object. The invention also relates to an eye tracking
system for performing a calibration procedure for calibrating
an eye tracking device.

[0002] A variety of eye tracking devices and eye tracking
systems are known from the prior art. Eye tracking devices
are configured to track persons, especially their eyes, their
point of regard or gaze direction. As certain properties of
human eyes are different from person to person, usually a
calibration procedure is performed to calibrate the eye
tracking device, so that the accuracy of the determined gaze
or gaze point can be improved.

[0003] During usual calibration procedures a user is being
shown a grid of stimulus points, appearing in sequence one
at that time at predefined locations on a screen. Usually 2, 5,
9 or 13 such points are used. A user is required to fixate said
points for a sufficient time for the eye tracker to detect the
fixation of the user’s gaze. By determining the difference
between the gaze points measured by the eye tracking device
and the positions, on which the stimulus points have been
shown on the screen, calibration parameters of a calibration
model can be determined, especially such that the difference
between the measured gaze points and the positions of the
shown stimulus points is minimized in average.

[0004] Alternatively, instead of showing static stimulus
points also a moving stimulus point can be shown on the
screen and the user is correspondingly required to follow the
moving stimulus point with his gaze.

[0005] However, such usual calibration procedures have a
lot of disadvantages. First of all, one has to rely on that the
user is actually fixating the stimulus points or follows the
moving stimulus point, as the eye tracker cannot reliably
detect if the user is sufficiently engaged and is really fixating
the points, which he is supposed to fixate, or not. However,
if the user does not, this leads to wrong or at least bad
calibration results. This again leads to a poor eye tracking
accuracy of subsequent eye tracking applications. Further,
calibration often has to be repeated to achieve good results,
especially with inexperienced users, which results in a time
consuming and annoying calibration procedure for the user.
Moreover, some users are unwilling or unable to achieve a
good calibration, because they cannot accurately fixate the
shown stimulus points, like infants, children, people with
cognitive disabilities or people with nystagmus.

[0006] Therefore, it’s an object of the present invention to
provide a method for performing a calibration procedure for
calibrating an eye tracking device and eye tracking system,
which allow for achieving better calibration results.
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[0007] This object is solved by a method and an eye
tracking system with the features according to the respective
independent claims. Advantageous embodiments of the
invention are subject of the dependent claims, the descrip-
tion and the figures.

[0008] According to the method according to the invention
for performing a calibration procedure for calibrating an eye
tracking device, a stimulus object is displayed within a
certain display area, such that the stimulus object is at least
temporarily moving along a defined trajectory and images of
at least one eye of at least one user are captured during the
displaying of the stimulus object. Based on the captured
images gaze data are provided and in dependency of the gaze
data gaze points of the at least one eye of the user with
respect to the display area are determined. Further, at least
one calibration parameter of at least one predefined calibra-
tion model is determined in dependency of a first analysis at
least of positions of at least part of the respective gaze points
with regard to the defined trajectory of the stimulus object.
Moreover, at least one control parameter is determined in
dependency of at least part of the captured gaze data and the
execution of at least part of the calibration procedure is
controlled in dependency of the at least one determined
control parameter.

[0009] First of all, by displaying a stimulus object, which
is at least temporarily moving, a lot of advantages can be
achieved in comparison to just showing static stimulus
points. This is due to the fact that the human visual system
is biologically engineered to notice moving objects and
spontaneously trying to follow them, evolutionarily to iden-
tify a potential predator or to follow a pray.

[0010] Showing a moving object as a stimulus achieves a
greater spontaneous engagement in a user compared to a
static stimulus. Also the motion path and velocity can be
used as features to compare against the user’s uncalibrated
gaze, which means the determined gaze points, to determine
dynamically his level of engagement, e.g. by determining
whether the user gaze path, which is the chronological
sequence of the determined gaze points, is substantially in
accordance with the motion of the calibration stimulus path,
which is the defined trajectory, and capability to follow.
[0011] Furthermore, the motion path provides a much
larger number of data samples to be used for the calibration
compared to the traditional grid of point, as hundreds or
thousands of samples, namely determined gaze points, can
be provided compared to just a dozen, which allows to
properly calibrate the system even when the user is not able
to follow the whole path.

[0012] But the main advantage of the invention is, that the
execution of the calibration procedure does not follow a
fixed procedure but instead can be adapted in dependency of
at least one determined control parameter. Especially, this is
based on the finding that the captured gaze data provide
information, which advantageously can be used to control
the execution of the calibration procedure to provide better
adaption, especially adaption to the properties and capabili-
ties of the user performing the calibration. To name some
examples, which are later explained in more detail, the
number of determined gaze points, like the total number of
determined gaze points or also a number of determined gaze
points fulfilling certain criteria, can advantageously serve as
such control parameter. Therefore, for example the capabil-
ity of the user of following the displayed stimulus object can
be determined and used for adapting the displaying of the
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stimulus object, to make it easier for the user to follow and
concentrate on the stimulus object. Also the calibration
model used for the calibration can be chosen in dependency
of the number of determined gaze points. Some models are
able to provide more accurate results, however also require
more a samples to provide reliable and stable results. Con-
sequently, the invention provides the possibility of taking
into account a number of parameters, which can serve as
control parameters, like the user engagement and his capa-
bility to follow the stimulus object, to provide better and
more suitable adaptions for the execution of the calibration
procedure. Thereby, the result of the calibration procedure,
which is the finally determined at least one calibration
parameter, can be significantly enhanced in accuracy. There-
fore also better adaptions for the calibration of people, who
are unable to fixate points, e.g. due to nystagmus, can be
provided, the overall calibration robustness and therefore
also the finally achieved eye tracking accuracy by using the
calibration results can be improved.

[0013] Generally, the stimulus object can be displayed
within a 2D or also within a 3D display area. So the display
area can be provided by for example a 2D display screen or
also by means of stereo displays or other type of 3D display.
Correspondingly, the stimulus object can be displayed mov-
ing along the defined 2D or 3D trajectory within the 2D or
3D display area.

[0014] Also the stimulus object can be displayed e.g. as a
stimulus point, but not in the mathematical sense but more
like a circle shaped extended stimulus point. Generally, as
the stimulus object any arbitrary stimulus image can be
displayed. But for the sake of simplicity, this stimulus object
may also be called stimulus point or just stimulus in the
following.

[0015] For providing the display area a head mounted
display can be used or also not head mounted, normal screen
or monitor. For capturing images of the at least one eye of
the user one or more cameras can be used. These one or
more cameras can also be integrated in a head mounted
system or be provided as remote camera. For providing the
gaze data on the basis of the captured images the processing
unit can be used, which is capable to analyze the captured
images and therefrom derive the gaze data, for example the
gaze direction of one or both eyes respectively or an
averaged gaze direction of both eyes. The gaze points can be
determined with respect to the display area for example by
intersecting the corresponding determined gaze directions or
gaze vectors with the 2D plane of the 2D display area. The
2D plane not necessarily has to be a flat plane but also can
be a curved plane as well. In case of a 3D display area, the
3D gaze point with respect to the display area can be
determined for example by intersecting the gaze vectors for
the left and the right eye. Additionally or alternatively the
gaze vectors of one or two eyes or the averaged gaze vector
can be intersected with a display plane comprising a depth
coordinate, which corresponds to the depths coordinate of
the displayed stimulus object at the time associated with the
corresponding capturing of the gaze, on the basis of which
the corresponding gaze point is determined. The time asso-
ciated with the corresponding capturing here does not mean
the same time. When using a moving stimulus object, the
determined gaze points and the corresponding stimulus
object comprise a time delay in their respective time course,
which also can vary.
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[0016] The determination of the at least one calibration
parameter of the at least one predefined calibration model
can also be performed by above-named processing unit. For
this purpose, the processing unit can analyze at least the
position of at least part of the respective gaze points with
regard to the defined trajectory of the stimulus object. But
not only the positions of the determined gaze points can be
used for calibration, but advantageously also other motion
parameters, like a current velocity and/or a current moving
direction and/or an acceleration or any other motion param-
eters of the respective determined gaze points. These addi-
tional motion parameters can correspondingly be analyzed
with respect to corresponding motion parameters of the
stimulus object. This allows for much better calibration
results, because, as explained later in more detail, a better
outlier detection can be provided, e.g. by applying correla-
tion criteria between position and motion of the determined
gaze points and position and motion of the displayed stimu-
lus object.

[0017] In general, the calibration model can be a param-
eterized model of the eye. For example the eyeball can be
modeled as sphere as well as also the cornea, wherein e.g.
the cornea diameter and the eyeball diameter are parameters
of the eye model, especially the at least one calibration
parameter, which is determined on the basis of the calibra-
tion procedure. Also, by means of an eye tracking device
only the optical axis of an eye can be determined, but the line
of sight, which usually differs from the optical axis by a
certain angle, cannot be measured directly. Also this certain
angle can constitute the at least one calibration parameter of
the parameterized eye model, which is determined according
to the calibration procedure. Also the calibration model can
be a parameterized correction model. Such a correction
model defines a function, which, when the parameters have
been determined in the calibration procedure, maps deter-
mined uncalibrated gaze points to the corresponding cali-
brated ones. Thereby one or more parameters of such a
function, especially the at least one calibration parameter, is
determined during the calibration procedure. After the cali-
bration, when performing eye tracking with the calibrated
eye tracking device, the eye tracking device determines gaze
points of the user on the basis of a standardized eye model
for an average human eye and the resulting determined gaze
points are mapped by the defined function to the calibrated
gaze points.

[0018] According to an advantageous embodiment of the
invention the controlling of the execution of at least part of
the calibration procedure in dependency of the at least one
determined control parameter comprises controlling of the
displaying of the stimulus object and/or controlling the
determining of the at least one calibration parameter in
dependency of the at least one determined control parameter.

[0019] As already mentioned above, it is very advanta-
geous to adapt for example the displaying of the stimulus
object to better comply with the capabilities of a certain user
to follow the stimulus. On the other hand, also the way the
at least one calibration parameter of the at least one pre-
defined calibration model is determined, can advantageously
be adapted in dependency of the control parameter. E.g. the
model to be used for the calibration can be chosen in
dependency of the quality and/or number of gaze samples.
So advantageously an adaptive calibration model can be
provided. Generally, the controlling can take place already
during the displaying of the stimulus object and e.g. the
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displaying of the stimulus object can be controlled in
dependency of the analysis of the gaze data captured so far.
On the other hand, the controlling also can take place not
until after the displaying of the stimulus object and the
corresponding capturing of the images and determination of
the gaze points is finished, namely when determining the at
least one calibration parameter.

[0020] According to another advantageous embodiment of
the invention the controlling of the displaying of the stimu-
lus object comprises specifying and/or adapting the pre-
defined trajectory and/or movement speed of the stimulus
object and/or a look of the stimulus object, especially a size
and/or form and/or color of the stimulus object. For
example, if it is detected that the stimulus object is too fast,
so that the user cannot follow the stimulus object with his
eyes, the movement speed of the stimulus object can be
reduced. On the other hand, if it is detected that the user is
not sufficiently engaged in the calibration procedure, the
attention of the user can be increased for example by
increasing the velocity of the displayed stimulus object or by
changing its color or form or look or size. Also the size of
the stimulus object can be changed, e.g. enlarged, to be
better visible for a user. Also the motion path can be changed
or adapted, e.g. certain sections of the motion path can be
repeated, if it is detected that no or only few suitable gaze
points have been determined in a certain section or segment
of the motion path. Therefore by controlling the displaying
of'the stimulus object, especially the way the stimulus object
is displayed, in dependency of the at least one control
parameter, it can be managed to facilitate the calibration
procedure for a user to increase the intention attention of the
user and finally improve the overall result of the calibration
procedure.

[0021] According to another advantageous embodiment of
the invention the controlling of the determining of the at
least one calibration parameter comprises specifying the
predefined calibration model by selecting the predefined
calibration model from several predefined calibration mod-
els. Therefore advantageously also a suitable calibration
model can be selected based on characteristics of the input
data, namely the gaze data. Therefore also from the com-
putational side the determination of the one or more cali-
bration parameters can be improved and best possibly
adapted to the available gaze data and the determined gaze
points.

[0022] In particular, the several predefined calibration
models differ from each other with regard to their degree of
complexity and/or with regard to their order. The degree of
complexity can for example be defined as the number of
parameters, which the respective calibration model contains,
and which are to be determined as the at least one calibration
parameter. Moreover, the order of a calibration model can be
defined e.g. as the power, analogously to the power or order
of a polynomial. The more parameters a model has and/or
the higher the order, also the more precisely the character-
istic of the user or his eyes or the gaze characteristics can be
modeled. However to achieve also stable results when using
a model having plenty of parameters, also plenty of reliable
gaze data, especially determined gaze points, are required.
Therefore on the other hand, a simple model with only few
or even only one single parameter, does not provide so much
flexibility to adapt to the eye characteristics or gaze char-
acteristics, however stable results can be achieved also in
case only few gaze data or gaze points can be used for the
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calibration. Therefore advantageously also the selection of a
suitable calibration model can be performed in dependency
of the characteristics of the input data, namely the gaze data
and the determined gaze points, like the number of gaze
points that can be used for the calibration.

[0023] According to another advantageous embodiment of
the invention for the determining the control parameter each
of the previously determined gaze points is either classified
as valid or invalid according to at least one predefined
criterion. For getting accurate and reliable results, not only
the number of determined gaze points is important. If a user
is for example distracted and does not follow the stimulus
object then the corresponding gaze points are not suitable for
the calibration, because they have nothing to do with the
shown stimulus position and moving path. So, according to
this advantageous embodiment of the invention the gaze
points can be classified to be suitable or not for the calibra-
tion and then e.g. only the suitable gaze points, namely the
valid gaze points, can be used to perform the calibration, i.e.
the determination of the at least one calibration parameter.
To classify the determined gaze points as valid or invalid for
example known outlier detection methods can be used, like
RANSAC (RANdom Sample Consensus), or others. Fur-
thermore, also predefined correlation criteria can be used to
determine whether determined gaze points are correlated
with the displayed stimulus object path or not. Therefore,
gaze points which are determined to be outliers according to
at least one outlier criterion and/or outlier detection method,
and/or gaze points, which are determined to be not corre-
lated with the shown stimulus path according to at least one
correlation criteria, can be classified as invalid gaze points
and can be discarded or at least not be used for determining
the at least one calibration parameter. The other determined
gaze points can correspondingly be classified as valid gaze
points. For determining, whether the determined gaze points
are correlated with the shown stimulus path or not, addi-
tionally to the positions of the determined gaze points and
the corresponding positions of the displayed stimulus object
over time also motion parameters, like velocity, moving
direction and/or acceleration of the respective determined
gaze points as well as those of the corresponding stimulus
object at corresponding times can be used as already men-
tioned above.

[0024] According to another advantageous embodiment of
the invention the at least one control parameter defines a
capability of the user to follow the displayed stimulus object,
wherein the capability is evaluated in dependency of the
number of valid gaze points, especially in comparison to the
number of invalid gaze points. This is a particular advanta-
geous embodiment of the invention, because the classifica-
tion of the determined gaze points as valid or invalid cannot
only be used to perform the calibration of the at least one
calibration parameter on the basis of the valid gaze points,
but also for judging whether the execution of the calibration
procedure, especially of the displaying of the stimulus
object, should be adapted or not in order to enhance the
capability of the user to follow the displayed stimulus object.
Especially by comparing the number of valid gaze points
with e.g. an empirical standard value or to the number of
invalid gaze points or to the total number of determined gaze
points, it is possible to quantify the capability of the user to
follow the displayed stimulus object, which then can advan-
tageously be used to adapt the calibration procedure corre-
spondingly to achieve better results. Also, the user’s perfor-
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mance can be evaluated, especially in dependency of above
described determined capability of the user to follow the
stimulus object, and therefrom for example an expected
calibration accuracy level or quality value can be estimated.
Such a quality value can also be determined by procedures
described further below.
[0025] Moreover, according to another embodiment of the
invention, the predefined trajectory is divided in several
segments, wherein the capability of the user to follow the
stimulus object is evaluated for each segment respectively.
This has the great advantage that for example for a first
segment it can be determined, whether the user is capable of
following the stimulus object or not or how good or how
bad. If it is determined, that the capability of the user to
follow the stimulus object is for example below a predefined
threshold, for the next segment of the trajectory the display-
ing of the stimulus object can be adapted, and then for the
second segment again it can be determined whether the
capability of the user to follow the stimulus object has
improved, and so on. This advantageously allows for a
closed loop control of the displaying of the stimulus object
in dependency of the defined capability of the user to follow
the stimulus object, segment by segment. Furthermore, the
separation of the trajectory in several segments also has the
advantage, that it can be determined for which segments the
capability of the user to follow the stimulus object is good
and for which segments it is bad. Then the displaying of the
stimulus object in regions with segments, for which the
capability of the user to follow the stimulus object was too
low, can be repeated. The capability of the user, either with
respect to the whole trajectory of the shown stimulus object,
or also with regard to single segments of the trajectory, can
further be used for selecting the predefined model, which is
explained later in more detail.
[0026] Furthermore, according to another advantageous
embodiment of the invention, the displaying of the stimulus
object is controlled in dependency of the evaluated capabil-
ity of the user to follow the displayed, especially such that
[0027] if the capability with regard to a segment is
lower than a predefined threshold, the stimulus object
is displayed with changed velocity in the next segment
of the trajectory; and/or
[0028] if the capability with regard to a certain segment
of the trajectory in an associated certain part of the
display is lower than a predefined threshold, the dis-
playing of the stimulus object is repeated in that certain
part of the display area in one of a following segment
of the trajectory; and/or
[0029] if the capability with regard to a segment is
lower than a predefined threshold, the stimulus object
is displayed with a different look in the next segment of
the trajectory.
[0030] Above named predefined thresholds can be the
same but also can be defined differently. So for example if
the velocity of the displayed stimulus object is reduced, it
may be easier for a user to follow the displayed stimulus
object and the results can be improved. On the other hand,
the velocity of the stimulus object can also be increased to
increase the attention of the user, e.g. if the user was not
paying attention due to being bored. Whether the velocity is
increased or reduced can depend on further factors. For
example, if the velocity is already low and the capability is
determined to be low as well, namely beyond a predefined
threshold, then probably the user is not paying attention and
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the velocity preferably is increased instead of reduced
further. If the velocity is already high and the capability of
the user is below the threshold, then the velocity of the
stimulus object preferably is reduced. Also it can be deter-
mined whether a low capability of the user to follow the
object is due to the fact that the user is distracted or is due
to the fact that the velocity is too high for the user’s eyes.
This can for example also be determined on the basis of the
already captured gaze data or an analysis of the determined
gaze points. If for example the determined gaze points over
time follow the displayed stimulus object, but comprise a
large scattering or the time delay between the shown stimu-
lus object and the corresponding gaze points is quite large,
this is probably is due to the incapability of the user to follow
the stimulus though he/she is trying to, whereas if the
determined gaze points lie far away from the shown stimulus
object and comprise a movement characteristic, which is not
correlated with the movement of the stimulus object at all,
this is probably due to the fact that the user is not paying
attention to the displayed stimulus object. Therefore also
these gaze characteristics can be considered for deciding
whether the velocity is increased or reduced, in case the
determined capability is beyond a threshold. So advanta-
geously, the method is able to interactively react on user’s
performance in following of the stimulus with the gaze by
adapting the process, namely the execution of the calibration
procedure, to achieve the best result.

[0031] Furthermore, to attract more attention of the user in
case the capability is beyond the threshold, the stimulus
object advantageously can also be displayed with a different
or varying color or with a different or varying size or in
general with a different or varying look to attract attention.
Also it’s very advantageous to repeat the displaying of the
stimulus object in certain parts of the display area, for which
the determined capability was too low. Therefore good gaze
data can be provided over the whole display area.

[0032] According to another advantageous embodiment of
the invention the predefined model is selected in dependency
of the number of valid gaze points and/or of the evaluated
capability of the user to follow the displayed stimulus,
especially with respect to the total trajectory. As already
mentioned, models with high complexity or high order also
require a large number of valid gaze points to provide stable
results. So if enough gaze data are provided, especially if
enough valid gaze points have been determined, e.g. more
than a threshold, then advantageously a model with higher
complexity can be selected for the calibration, and so the
calibration provides a higher accuracy. On the other hand, if
the number of valid gaze points is quite low, then a model
with lower complexity can be selected to provide more
stable and robust results. So advantageously, a calibration
model from the several calibration models of different levels
of complexity can be automatically selected based on char-
acteristics of the input data.

[0033] According to another advantageous embodiment of
the invention each of the several predefined models is
associated with a certain quality value, and further each
model is associated with at least one minimum value, which

specifies
[0034] arequired minimum number of valid gaze points
and/or
[0035] a required minimum total size of parts of the

display area, over which the spatial distribution of
segments, for which the number of valid gaze points
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and/or the evaluated capability of the user is higher
than a predefined threshold, extends and/or a required
minimum number of, in particular equally sized, sub-
areas of the display area, which are associated with
corresponding parts of the trajectory, for which the
number of valid gaze points and/or the evaluated capa-
bility of the user is higher than a predefined threshold.

[0036] For example the expected calibration accuracy
level or quality value can be defined by the final complexity
level, especially the associated certain quality value, of the
calibration model used for the calibration. So the certain
quality value assigned to each of the predefined models can
be assigned according to the level of complexity or order
associated with each model. So the higher the complexity
and/or order of the model is, the higher is the quality value
associated with a model or assigned to the model. As already
mentioned, a complex model only leads to stable results if
enough useful gaze data, namely valid gaze points, can be
used to calibrate the model to determine the model param-
eters. So according to this advantageous embodiment of the
invention, each of the several predefined models can be
associated with such a required minimum number of valid
gaze points. Consequently such a model is only selected to
be the predefined model according to which the calibration
procedure is performed for determining the at least one
calibration parameter if the number of valid gaze points is
above the required minimum number or even both required
minimum numbers defined above for that specific model.
Further, it’s very advantageous to assigne to each model a
required minimum total size of parts of the display area, over
which the spatial distribution of segments, for which the
number of valid gaze points and/or the evaluated capability
of the user is higher than a predefined threshold, extends
and/or a required minimum number of subareas of the
display area, which are associated with corresponding parts
of the trajectory, for which the number of valid gaze points
and/or the evaluated capability of the user is higher than a
predefined threshold. In other words, it is better if in a large
area of the display area valid and suitable or high quality
gaze points can be captured. If for example according to the
validity criterion it is determined that only gaze points in the
left corner on the bottom of the screen comprise a high
quality, but gaze points in all other areas of the screen have
been classified as being invalid, then even if the number of
valid gaze points would be high enough to choose a certain
model with high complexity, then this model would only be
able to accurately calibrate gaze points for the left bottom
corner of the screen, and it can happen that in subsequent eye
tracking applications using these calibration results when the
user looks in other parts of the screen the gaze points are not
correctly determined, because the calibration is not valid or
accurate for other parts of the screen. But when selecting a
model with low complexity instead in such a case, stable and
robust results can be achieved also for other parts of the
screen. Therefore, it is advantageous to have such selection
requirement for selecting a certain predefined model that a
certain spatial distribution of high-quality segments needs to
be present. If not, then a model with lower complexity or
order is selected satisfying these criteria and is used for the
calibration, in which the calibration parameters of the
selected model are determined.

[0037] According to another advantageous embodiment of
the invention the predefined model is selected in dependency
of a set minimum quality value, especially prior to display-
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ing the stimulus object. This set minimum quality value can
for example be set or be selected manually by a user, who
wants to achieve this certain minimum quality for the
calibration. Also this minimum quality value can be
requested by a certain application, for which eye tracking is
used to control this application. Some eye tracking applica-
tions may need a very high tracking accuracy and therefore
can communicate the required minimum quality value to the
processing unit of the eye tracking system, which then
correspondingly sets this minimum quality value and selects
the predefined model correspondingly. Furthermore, the
displaying of the stimulus object is then controlled such that
the stimulus object is displayed until the required minimum
number of valid gaze points and/or the required minimum
total size and/or the required minimum number of the
subareas of the display area associated with the selected
predefined model is reached. Or in other words, displaying
of' the stimulus object is performed until the requirements for
the selected model for achieving the set quality value are
satisfied.

[0038] Therefore, advantageously the calibration proce-
dure, especially the execution of the calibration procedure,
can be controlled such that a required minimum quality
value for the calibration is achieved. Generally, for perform-
ing the calibration procedure different constraints can be set
in advance, like above described set minimum quality value.
And then the execution of the calibration is performed such
that the set minimum quality value is reached. However, also
other constraints can be set in advance, like a time con-
straint. Correspondingly, the execution of the calibration can
be controlled such that the best possible quality is achieved
within a preset time limit defined by the time constraint.
[0039] Thus, according to another advantageous embodi-
ment of the invention for performing the calibration proce-
dure a mode out of at least two modes comprising a first
mode and a second mode can be selected, wherein in the first
mode a maximum duration for the calibration procedure is
settable and the displaying of the stimulus object and the
capturing of the images of the at least one eye are performed
only for a certain period of time, which is the set maximum
duration, and wherein in the second mode a minimum
quality value is settable and the displaying of the stimulus
object and the capturing of the images of the at least one eye
are performed until

[0040] arequired minimum number of valid gaze points
and/or
[0041] a required minimum total size of parts of the

display area, over which the spatial distribution of
segments, for which the number of valid gaze points
and/or the evaluated capability of the user is higher
than a predefined threshold, extends and/or a required
minimum number of, in particular equally sized, sub-
areas of the display area, which are associated with
corresponding parts of the trajectory, for which the
number of valid gaze points and/or the evaluated capa-
bility of the user is higher than a predefined threshold,
associated with the set minimum quality is reached or a user
input for stopping the displaying is received.
[0042] So advantageously on the one hand a time limit can
be set for the performance of the calibration procedure
according to the first mode. In this first mode then the
stimulus object is displayed until the time limit is reached.
Afterwards, the captured gaze data and the determined gaze
points are analyzed and depending on the number of valid
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gaze points and/or the determined capability of the user to
follow the shown stimulus object, the calibration model can
be selected, for which the above described minimum
requirements are satisfied. Therefore this method according
to the first mode allows for the highest possible quality
within the set time limit. In the second mode, instead the
minimum quality can be set, and an according calibration
model can be chosen, the associated quality value of which
is equal or above the set minimum quality value, and after
that the stimulus object is shown until the requirements
associated with the selected model are satisfied.

[0043] Consequently, according to the second mode a
quality based process is executed and according to the first
mode a time-based process is executed. In the quality based
process a minimum target quality level that needs to be
reached is set. In this case the method starts with a pre-
defined motion path and determines user engagement and
capability to follow the current stimulus. It also dynamically
assesses, if a sufficient number of samples of sufficient
quality in coverage of the user field of view, namely above
described minimum total size of the spatial distribution of
segments, has been collected and if this is sufficient to apply
the predefined calibration or correction model, which has
been chosen to achieve the target quality. Once the quality
criteria have been met, the stimulus animation is concluded
and the parameters of the correction model are being com-
puted. As long as the quality criteria have not been met, the
calibration continues the motion of the calibration stimulus,
possibly varying its path position, direction, velocity, size
and appearance, for example changing the displayed stimu-
lus image, to stimulate user engagement or to facilitate the
visual tracking of said stimulus in case it is determined that
the motion is too fast or too slow for the user. The calibration
can also end based on explicit user input, for example the
user presses a key to indicate that the calibration must be
interrupted. In that case the calibration will use all the
samples and information collected up to the interruption
point and behave as in the time-based process.

[0044] According to the time-based process, a maximum
calibration time is set. This might be necessary in some
situations where the calibration has to be concluded very
quickly, for example because the user might become very
tired, or to reduce the total time to perform an eye tracking
experiment. In this case according to the method a motion
path is determined based on the planned calibration duration
trying to achieve a maximum coverage of the user’s field of
view (or display size) within the time and a maximum
velocity constraint. During the stimulus display and motion,
the stimulus velocity may be adapted based on the deter-
mined capability of the user to follow the path. At the end
it is assessed the number of samples of sufficient quality in
coverage of the user field of view, which have been collected
during the calibration time, and a correction model is
adaptively selected depending on number and distribution of
said “good” samples, namely the number of valid gaze
points and/or number of gaze points for which the capability
of the user to follow the stimulus object has been rated to be
higher than a certain threshold. For few samples or limited
field of view coverage, a low order/complexity calibration
model will be adopted. For many samples and extensive
coverage of the field of view of the user, a higher order
calibration model or calibration model with higher complex-
ity may be adopted.
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[0045] According to another advantageous embodiment of
the invention the stimulus object is displayed such that the
stimulus object is at least temporarily static. The invention
or its embodiments on the one hand use motion as a feature
to the determine user engagement. This advantageous
embodiment on the other hand makes it possible also to
detect and use fixations present in the gaze data, like when
the stimulus motion is paused for some time window in
between motion. The use of gaze data relating to fixations is
very advantageous, as further information can be derived,
for example the average scattering or spread of gaze points.
In general, the system can also be configured to detect
fixations though the stimulus object is not static, for example
if the user at times is fixating his gaze due to distraction.
Gaze points associated with such a fixation then can be
easily determined as being outliers.

[0046] The invention also relates to an eye tracking system
for performing a calibration procedure for calibrating an eye
tracking device of the eye tracking system. The eye tracking
system comprises a display device, which is configured to
display an at least temporarily moving stimulus object,
which is moving along a defined trajectory. The eye tracking
device also comprises an imaging device, which is config-
ured to capture images of at least one eye of at least one user
during the stimulus object is displayed by the display device.
Further the eye tracking device comprises a processing unit,
which is configured to determine positions of respective
gaze points of the at least one eye of the user based on the
captured images. Moreover, the processing unit is config-
ured to determine at least one calibration parameter of at
least one predefined calibration model in dependency of an
analysis of the determined positions of the respective gaze
points with regard to the predefined trajectory of the stimu-
lus object. Moreover, the processing unit is configured to
determine at least one control parameter in dependency of at
least part of the gaze data and to control the execution of at
least part of the calibration procedure in dependency of the
at least one determined control parameter.

[0047] The advantages described with regard to the
method according to the invention and its embodiments
correspondingly apply to the system according to the inven-
tion. Moreover, the features and preferred embodiments
described with regard to the method according to the inven-
tion constitute further preferred embodiments of the system
according to the invention.

[0048] Generally, the system comprises an eye tracking
device and a processing unit, which may or may not be
included within the eye tracking device, and which controls
the stimulus and performs all the necessary computations for
the calibration. Further, the system comprises means to show
the calibration stimulus to a user in form of the display
device, which can be implemented for example through a
monitor screen or a head mounted display or a virtual reality
headset, etc.

[0049] In particular, the system can be implemented as a
head mounted system comprising the eye tracking device,
which comprises one or more cameras, which are integrated
in the head mounted system. This can be for example in the
form of glasses, or a helmet, or any other fixture on a user’s
head.

[0050] Also the display device is included in said glasses
or helmet or other head mounted device. Furthermore the
display device might be monocular or is preferably binocu-
lar, and which is used to show the calibration stimulus object
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to the user. Finally, the processing unit, for example a (low
power) CPU or a FPGA or dedicated ASIC, might be
included inside the device’s frame, or it might be external to
it, for example connected through a cable, or through a
wireless connection. Typical examples of this embodiment
could be action camera glasses or helmets, eye tracking
glasses or helmets, augmented reality glasses or helmets,
virtual reality glasses or helmets, etc.

[0051] According to another embodiment of the invention
the eye tracking system is configured as a remote system.
According to this embodiment the display and the eye
tracker are not fixed to the user’s head, although the user is
able to see the display, and the eye tracker is able to see the
user, especially by means of the imaging device, that may
comprise at least one camera. For example, the display is a
computer monitor, or a tablet or laptop, or a television set,
or an advertising panel, etc. The eye tracker is mounted in
the proximity of said display. The processing unit might be
a CPU included in a PC or laptop or tablet or smartphone
connected, by cable or wirelessly, to the display and the eye
tracker, or it might be part of the eye tracker itself.

[0052] According to another embodiment of the eye track-
ing system can also be configured as a mixed system,
wherein the eye tracker might be head mounted while the
display is not, for example a user is wearing eye tracking
glasses, and the display, which is used, is a PC monitor.
Another possible embodiment includes a head mounted
display, but and external eye tracker, which might be posi-
tioned for example on a desk or on a dedicated holder. The
processing unit can be integrated in either the system, or be
standalone, and be able to communicate with the display and
eye tracking system by cable or wirelessly.

[0053] Further features of the invention and advantages
thereof derive from the claims, the figures, and the descrip-
tion of the figures. All features and feature combinations
previously mentioned in the description as well as the
features and feature combinations mentioned further along
in the description of the figures and/or shown solely in the
figures are not only usable in the combination indicated in
each place but also in different combinations or on their
own. The invention is now explained in more detail with
reference to individual preferred embodiments and with
reference to the attached drawings.

[0054]

[0055] FIG. 1 a schematic illustration of an eye tracking
system, which is configured as a remote system according to
a first embodiment of the invention;

[0056] FIG. 2 a schematic illustration of an eye tracking
system, which is configured as a head mounted system
according to a second embodiment of the invention;
[0057] FIG. 3 a schematic illustration of the trajectory of
a shown stimulus object and corresponding uncalibrated
gaze points within a display area over time;

[0058] FIG. 4 a schematic illustration of the trajectory of
a shown stimulus object and corresponding calibrated gaze
points within the display area over time;

[0059] FIG. 5 atable for illustrating the selection of one of
different calibration models in dependency of a control
parameter according to an embodiment of the invention;
[0060] FIG. 6 a schematic illustration of eye models for
use as calibration models according to an embodiment of the
invention;

Therein show:
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[0061] FIG. 7 a schematic illustration of a cornea model
for use as a calibration model for different calibration
parameters according to an embodiment of the invention;
and

[0062] FIG. 8 a flowchart to illustrate a method to control
the displaying of the stimulus object in dependency of a
control parameter according to another embodiment of the
invention.

[0063] The method and eye tracking system according to
the invention and its embodiments, as explained in more
detail with regard to the drawings in the following, generally
lie in the field of eye tracking core technology, user cali-
bration, human computer interaction and eye tracking sys-
tems, all which require a calibration, including but not
limited to the formats of remote and monitor mounted, tower
and chinrest based, head mounted glasses, sport action
cameras, virtual reality systems, augmented reality systems,
and head mounted devices.

[0064] FIG. 1 shows a schematic illustration of an eye
tracking system 10, which is configured as a remote system
according to a first embodiment of the invention. The eye
tracking system 10 comprises an eye tracking device 12,
which comprises an imaging device which is configured as
at least one camera 14 and capable of capturing images of at
least one eye 16 of a user 18. Moreover, the eye tracking
system 10 comprises a display device 20, which is config-
ured as a monitor, and which provides in this example a 2D
display area 22. Furthermore, the eye tracking system 10
comprises a processing unit 24, which can be integrated into
the display device 20, or integrated into the eye tracker 12,
or also be configured as a separate entity as a standalone
processing unit 24 and be communicatively coupled to the
display device 20 to control the display device 20 and to the
eye tracker 12 to analyse the captured images, to therefrom
the derive gaze data and on the basis of the derived gaze data
determined gaze points of the user 18 with respect to the
display area 22. The processing unit 24 also is configured to
perform the calibration procedure explained later in more
detail.

[0065] For performing a calibration procedure of the eye
tracking device 12, the processing unit 24 is configured to
control the display device 20 to display a stimulus object S
within the display area 22, such that the stimulus object S is
at least temporarily moving along defined trajectory 26.
Furthermore, the processing unit 24 controls the eye track-
ing 12 during the calibration procedure such, that the camera
14 captures images of the eyes 16 of the user 18 during the
displaying of the stimulus object S. Moreover, the process-
ing unit 24 is configured to provide gaze data based on the
captured images and in dependency of the gaze data to
determine gaze points of the at least one eye 16 of the user
18 with respect to the display area 22. Especially, based on
the captured images, the gaze direction 27 of the user 18 can
be determined with respect to one single eye 16 or both eyes
16 in average. The determined gaze direction 27 can then be
intersected with the display area 22 to get the resulting gaze
point, which is here denoted by P.

[0066] These calculations can be performed with respect
to a defined coordinate system, preferably a coordinate
system, which is fixed with regard to the eye tracker 12
and/or the display device 20. Moreover, the position of the
camera 14 as well as the positions of the shown stimulus
image S in its temporal course defined by the trajectory 26,
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as well as position and orientation of the display area 22 in
general are known to the processing unit 24 and used for the
calculations.

[0067] However, for the calibration preferably not only the
position of the gaze points P and the stimulus object S are
used, but also motion parameters, like velocity, acceleration,
moving direction, and so on. In general, the calibration uses
as input stimulus, gaze and head position vectors as well as
corresponding time stamps.

[0068] Usually, the uncalibrated gaze point P does not
coincide in its position with the position of the shown
stimulus object S. To enhance the accuracy of the determi-
nation of the gaze point P, the eye tracking device 12 needs
to be calibrated. For this purpose a calibration model is used,
which comprises at least one calibration parameter, which is
determined on the basis of the determined gaze points,
especially their positions and motion parameters, met with
regard to the defined trajectory 26 of the stimulus object S.
[0069] FIG. 2 shows a schematic illustration of another
example of an eye tracking system 10, which is configured
as a head mounted system according to an embodiment of
the invention. Especially the eye tracking system 10 is
implemented in form of augmented reality or virtual reality
glasses. The eye tracking system 10 also comprises a display
device 20, which is configured as a binocular display in form
of'one display for the left eye 16 and one display for the right
eyes 16. This head mounted eye tracking system 10 also
comprises an eye tracking device 12, which comprises two
eye cameras 14, one for the left eye 16 and one for the right
eye 16. Furthermore, the head mounted eye tracking system
10 also comprises an integrated processing unit 24. The
display device 20 again is configured to display an at least
temporarily moving stimulus object S within a display area
22, which in this case is a three-dimensional display area 22
that does not coincide with the display surface as of the
respective displays 20. This stimulus object S here consti-
tutes a virtual stimulus object S, which is provided by
displaying respective stimulus images S1, S2 on the respec-
tive display surfaces of the displays 20, which are perceived
by the user 18 as the virtual stimulus object S in the 3D
display area 22, moving at least temporarily along the
defined 3D trajectory 26. Apart from that, the eye tracking
system 10 and its components are configured as already
explained with regard to FIG. 1.

[0070] Embodiments of the calibration of the eye tracking
device 12 are now explained in more detail. FIG. 3 shows a
schematic illustration of the positions of the stimulus object
S, constituting the trajectory 26, as well as the determined
uncalibrated gaze points P over time with respect to the
display area 22. For the sake of clarity, here only one gaze
point P is shown with a reference sign. As can be seen, the
position of the temporal course of the uncalibrated gaze
points P deviates in average from the trajectory 26, on which
the stimulus object S has been displayed. In this illustration
this deviation almost is a constant positional offset with
respect to the trajectory 26, but in general can be more
complex as well. So during the calibration, one or more
calibration parameters of a predefined calibration model are
calculated such that then the deviations of the respective
gaze points P with respect to the trajectory 26 is minimized
in average.

[0071] Now the determination of the calibration parameter
is explained according to an embodiment of the invention.
First of all, the calibration model can be an adaptive cali-
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bration model, meaning that several different predefined
calibration models M, M1, M2, M3, M4, M5, M6 (compare
FIG. 5 and FIG. 6) can be defined, which differ from each
other with regard to their complexity and/or order.

[0072] FIG. 5 shows a schematic illustration of examples
of such different models M in a table. These calibration
models M map the positions of uncalibrated gaze points P,
the positional coordinates of which are denoted by x and y,
to corresponding positions of respective calibrated gaze
points P' (compare FIG. 4). The positional coordinates of the
calibrated gaze points P' are denoted here as X', y'. Moreover,
these models M comprise calibration parameters al, a2, a3,
ad, a5, a6, a7, a8, a9, al0, all, al2, al3, al4. But not only
positions of the uncalibrated gaze points P can be considered
in these models M, but also for example motion parameters
like the velocities of gaze points P in different directions,
which are here denoted by v,, v,. The complexity C of the
respective models M can be defined by the number of
calibration parameters they contain. Moreover, order O of
the respective models M can be defined analogously to the
order O or power of a polynomial. So for example models

M containing terms like “x*”, “y*” or “xy” are of second
order O.
[0073] Models M with higher complexity C and/or order

O can be more accurately adapted to certain gaze charac-
teristics of a user and therefore, as a rule of thumb, can
provide a more accurate calibration. Correspondingly, each
model M can be associated with a quality value Q, repre-
senting the achievable accuracy level when using this model
M. In this example the quality values Q can simply be 1, 2,
3,4,5, 6, and 8. So, the higher the complexity C and/or order
O of the respective model M, the higher the corresponding
quality value Q. However models M with a high complexity
C and/or order O tend to be more sensitive to outliers and
noise in the data and require lots of input data to achieve
robust and stable results. If for example only few suitable
gaze points P have been determined, it is preferred to select
a model M with lower complexity C or order O in order to
achieve more stable results, even if this may reduce accu-
racy.

[0074] In an alternative calibration scheme, the calibration
models represent different levels of geometrical models M1,
M2, M3, M4, M5, M6 of the eye 16, with an increasing
number of parameters and complexity as illustrated in FIG.
6.

[0075] So for example, the lowest order calibration model
M1 could calibrate just an angular offset (0, ¢) between the
visual axis VA and the optical axis OA of the eye 16, which
can be represented by two angular components (6, ¢) of
which only 0 is illustrated in FIG. 6. Both, the visual axis VA
and the optical axis OA pass through the center CC of the
cornea 16a. The optical axis OA additionally passes through
the center of the pupil 165, whereas the visual axis VA
passes through the center of the fovea F.

[0076] A second order calibration model M2 could addi-
tionally calibrate the outer radius R of curvature of the
cornea 164, assumed to be spherical; a third order calibration
model M3 could additionally calibrate a distance K between
the center of the pupil 165 and the center CC of curvature of
the cornea 16a; a fourth order calibration model M4 could
additionally calibrate a Keratometric index of refraction (n,)
of the cornea 16a and aqueous humor; a fifth order calibra-
tion model M5 could additionally calibrate a flattening
model of the surface of the cornea 164 in dependency from
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the radial distance to the optical axis OA, for example using
a Sum of Sphere and Exponential (SSE) model

T2 _
R ,rz—xz—yZJre(”**v'X 37 —b) _ b

with calibration parameters a, b and r, which is illustrated in
more detail in FIG. 7. Therein FIG. 7 shows a schematic
illustration of above described SSE Model M5 of the cornea
16q, especially for three different combination of the model
parameters a, b, r, which constitute calibration parameters.
[0077] A sixth order calibration model M6 could addition-
ally calibrate an astigmatism prescription (cylinder and
axis); and additional higher order models can parameterize
an irregular shape of the cornea shape.

[0078] The selection of the model M, M1, M2, M3, M4,
MS5, M6 can be performed in dependency of one or more
control parameters, which are derived from the captured
gaze data. An example of such a control parameter is the
total number N of valid gaze points P as shown in FIG. 5.
For this purpose, the determined gaze points P can be
classified as valid or invalid according to a certain pre-
defined criteria. For example outliers can be detected using
consensus based (or “voting”) algorithms such as RANSAC,
or using robust regression methods, for example Iteratively
Reweighted

[0079] Least Squares (IRLS). Also correlation criteria can
be used to check whether determined gaze points P are,
based on their positions and motion parameters, correlated
with the motion path 26 of the displayed stimulus object S.
The gaze points P, which do not satisfy the validity criteria
are exemplarily shown in FIG. 4 in the marked areas 28.
Especially FIG. 4 shows the calibration results, which is
explained later in more detail.

[0080] So for example the larger the number N of valid
gaze points P, the higher can be the complexity C and/or
order O of the model M, which is selected for the calibration.
But not only the total number N of valid gaze points P can
be considered as control parameter for selecting a corre-
sponding model M, but also for example the spatial distri-
bution of the valid gaze points P with respect to the display
area 22. For this purpose, the display area, as illustrated in
FIG. 3, can be divided into several subareas 22a, 22b, 22c,
22d, 22¢, 22f, 22g, 22h, 22i. In this example nine subareas
22a, 22b, 22¢, 22d, 22e¢, 22f, 22g, 22h, 22i are presented.
Furthermore, in this example seven of the nine subareas 22a,
22b, 22¢, 22d, 22e, 22f, 22g, 22h, 22i comprise a sufficient
number of valid gaze points P, which are in the following
also called valid subareas 22b, 22¢, 22d, 22f, 22g, 22h, 22i.
The number of valid subareas 22b, 22¢, 22d, 22f, 22g, 22h,
22i or the relative number of valid subareas 22b, 22¢, 22d,
22f, 22g, 22h, 22i with respect to the total number of
subareas 22a, 22b, 22¢, 22d, 22e, 22f, 22g, 22h, 22i can
constitute another control parameter as illustrated in FIG. 5,
wherein A represents the number of subareas 22q, 22b, 22c,
22d, 22e, 22f, 22g, 22h, 22i of the display area 22 with
sufficient valid gaze points P. But preferably not only the
number A of valid subareas 22b, 22¢, 22d, 22f, 22g, 22h, 22}
as such is taken into account for selecting a suitable model
M, but also the spatial distribution D of these subareas 225,
22¢, 224, 22f, 22, 22h, 22i with respect to the whole display
area 22, so that also each Model M can be further associated
with a respective distribution D1, D2, D3, D4, D5, D6, D7,
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D8, or especially associated with respective tuples of num-
bers Al, A2, A3, A4, A5, A6, A7, A8 of valid subareas with
respect to certain distributions D1, D2, D3, D4, D5, D6, D7,
DS.

[0081] So in general the order O and/or complexity C of
the model M can be determined on the basis of the number
N of valid gaze points P, on their spatial distribution (A, D)
or on a combination of both.

[0082] Furthermore, also the capability of the user to
follow the displayed stimulus object S can be calculated on
the basis of the number of valid gaze points P, especially
with respect to the total number of gaze points P or with
respect to the number of invalid gaze points P. Therefore lots
of information can be derived from the input data, namely
the captured gaze data, which make it possible to adapt the
calibration procedure in an optimal way.

[0083] Furthermore, to provide more detailed calculations
and considerations, the trajectory 26 as well as the gaze
points P can be separated in single segments 26a, 260, 26c¢,
26d, 26¢, 26f, 26g, 26h, 26i, which is also illustrated in FIG.
3. Especially in FIG. 3 the trajectory 26 of the stimulus
object S is separated in respective segments 26a, 26b, 26c¢,
26d, 26¢, 26f, 26g, 26h, 26i.

[0084] The separation into segments 26a, 26b, 26¢, 264,
26e, 26f, 26g, 26h, 26i allows for further embodiments, one
of which is described in the following:

[0085] The method can be implemented by a correspond-
ing algorithm, especially a motion-based calibration algo-
rithm, which is now described. As input the algorithm uses
stimulus, gaze and head position vectors as well time
stamps. The processing executed by the processing unit 24
comprises the following steps:

[0086] 1. A data matrix A describing interaction of the
user with the stimulus object is created. Such matrix
typically contains time stamps, stimulus information
(position, velocity) and gaze information (position,
velocity, head orientation, CR, pupil measures and
other data). The matrix is sorted by the time stamps.

[0087] 2. In order to provide a near real-time feedback
the data are split into segments. The splitting can be
performed in sequential chunks or using a running
window splitting. For each segment measures aggre-
gated over all data points in the segment are calculated.
These measures among others include mean and vari-
ance of the input vectors, energy, collinearity of the
stimulus and gaze movements. These aggregated mea-
sures are added to the data matrix A.

[0088] 3. For each data segment the data matrix A is
used to classify the gaze data into following classes:

[0089] Class 1: User is fixating on a stationary stimulus.

[0090] Class 2: User is following a moving stimulus
with gaze.

[0091] Class 3: User is not paying attention to the
stimulus.

Due to large variety of the physical ability of users to follow
a moving stimulus (class 2 data) the gaze can represent
smooth pursuit, catch-up saccades, look aheads or series of
short fixations. This behaviour can be modelled in paramet-
ric form representing a set non-uniform gaze movements or
extracted from the data matrix A using other statistical
methods.

The classification of the data into classes 1, 2 and 3 can be
performed either using Machine Learning techniques or a
rule-based approach or a mixture of both. As a result, the
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algorithm provides near real-time information about user’s
behaviour: if the stimulus is being followed by the gaze or
not.

[0092] 4. For each data segment a probability measure
is calculated that estimates a likelihood of a gaze point
belonging to a given class. Gaze data that belong to the
class 1 or class 2 with the probability above a defined
threshold will be processed further in the following
steps.

[0093] 5. Select model M that describes the user fol-
lowing the stimulus in order to derive calibration
coefficients. The model selection process needs to take
into account amount of the data, its spatial distribution
as well as the level of noise. In order to avoid overfit-
ting regularization is introduced in addition to the noise
detection techniques. The process can be described in
the following steps:

[0094] a. Select data from the data matrix A that
belong to the class 1 or 2 with the probability above
defined threshold.

[0095] ©b. Take model M with the highest complexity.

[0096] c. Identify outliers according to the selected
model M. For example, RANSAC algorithm, con-
sensus based algorithm or robust regression can be
used for this purpose.

[0097] d. Check if the result satisfies the regulariza-
tion criteria,

[0098] e. Else downgrade the complexity of the
model M and repeat steps c) and d).

[0099] 6. For the data belonging to the classes 1 and 2
with outliers being removed apply regression fit using
model M selected by the step 5.

[0100] A particularly advantageous embodiment of such
algorithm is as follows:

[0101] 1. Preparing an array of matched in time stimu-
lus, gaze and head position vectors.

[0102] 2. Going to the normalized eye-based coordinate
system.

[0103] 3. Creating an array of gaze points with a
smoothing filter applied.

[0104] 4. Splitting data into segments 26a, 26D, 26c,
26d, 26e, 26f, 26g, 26/, 26i.

[0105] 5. Foreach segment 26a, 265, 26¢, 26d, 26¢, 26f,
26g, 26h, 26i:

[0106] Rotating stimulus points and filtered gaze
points, so that a line fit over stimulus points builds an
angle of a 0=45' to the x-axis of the coordinate
system.

[0107] Excluding outliers and calculate correlation
measure. Creating mask of data points that are above
defined correlation threshold.

[0108] 6. Using regularization criteria to determine the
complexity of the regression model M that will be used:
[0109] a. Selecting model M with the highest com-

plexity.

[0110] b. For the selected (unfiltered) data apply
RANSAC algorithm to identify outliers.

[0111] c. Checking if the result satisfies regulariza-
tion criteria,

[0112] d. else downgrade the model M complexity
and repeat steps b) and c).

[0113] 7. Taking the data that passed correlation mea-
sure mask and RANSAC criteria. Applying robust least
squares fit with the regression model M based on the
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Huber M-estimator. In statistics, M-estimators are a
broad class of estimators, which are obtained as the
minima of sums of functions of the data.

[0114] 8. Repeating step 7 using regression models M
that are one level above and one level below the
selected model M complexity. If the model M is already
of the highest (lowest) level of complexity only one
available regression model M is fitted.

[0115] 9. Calculate differences in the predicted gaze
position at a predefined grid of points for three (two)
models M from steps 7 and 8. If largest difference
exceeds defined threshold use model M with lower
complexity for the final result.

[0116] As a special case, a segment 26a, 26b, 26¢, 264,
26e, 26f, 26g, 26h, 26i of the data, i.e. gaze points P can also
just include one (or more) fixation, for example if the
stimulus S was static for a given time window.

[0117] If a fixation is detected, then the mean position
within the fixation is computed and compared against the
stimulus position at the matched time, and this is used as an
additional data point, especially with a certain weight, in the
calibration coefficients computation. Preferably, fixations
are added with significant weight into M-estimator equation,
or all (or almost all, some points are actually removed to
address human reaction delays) gaze points associated with
the fixations are added. This way the number of gaze points
from fixations is comparable to that from the motion part.
[0118] Further, for defining the calibration model M and
regularization criteria for predefined stimulus path 26, the
following steps can be performed:

[0119] For each segment 26a, 26D, 26c¢, 26d, 26¢, 26f, 26g,
26h, 26i of the stimulus path 26 (e.g. for segments 26a, 265,
26c¢, 26d, 26¢, 26f, 26g, 26h, 26i/lines in the rectangular
path) the quality of the gaze data P is tested:

[0120] 1. The number of points P for each segment 26q,
26D, 26¢, 26d, 26¢, 26f, 26g, 26h, 26i after correlation
measure mask and RANSAC selection criteria should
be larger than defined threshold.

[0121] 2. Each segment 26a, 26b, 26¢, 26d, 26e, 26f,
26g, 26h, 26i is classified as:

[0122] a) short: t,,, <time ratio<t,,,.; where for
example t,,,~0.3 and for example t,,,=0.6
[0123] b) long: time ratio>t,,,,,; where for example
t5ng=0-6
where

iast gaze point — [ﬁrsr gaze point

time ratio =
Liast stimulus point — [ﬁrsr stimulus point

[0124] 3. If only one segment 26a, 26b, 26¢, 26d, 26e,
26f, 26g, 26h, 26i (short or long) is found, additional
quality measure is enforced. It is preferred that number
of data points that pass correlation measure mask and
RANSAC should be at least 40% from the total number
of data points for this segment 26a, 26b, 26¢, 26d, 26¢,
26f, 26g, 26h, 26i.

[0125] In addition, if the regression fit returns coefficients
that are outside expected range, the model M with lower
complexity level will be selected.

[0126] So also the number of long and/or short segments,
which are denoted in FIG. 5 by “L” and “5”, respectively,
especially wherein e.g. “4L.” means four long segments, can
constitute another control parameter T in dependency of
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which the most suitable model M is selected for the cali-
bration. In particular, FIG. 5 shows an example how corre-
sponding models M can be chosen in dependency of the
number of respective long L and/or short segments S for a
rectangular path RP, which in this example was divided into
four segments, and each segment corresponds to a side of the
rectangle, and for a cross calibration path CP, which in this
example was divided into two segments, which constitute
the respective lines that constitute the cross.

[0127] So generally, the calibration model M, M1, M2,
M3, M4, M5, M6 can be selected in dependency of one or
more control parameters, like the number N of valid gaze
points and/or the temporal and/or spatial length T of seg-
ments of valid gaze points P, especially with respect to the
temporal and/or spatial length of the corresponding seg-
ments of the trajectory 26 of the stimulus object S.

[0128] Finally, when a calibration model M is selected e.g.
according to one of the above described procedures, the
respective calibration parameters of this model M are deter-
mined on the basis of the valid gaze points P with respect to
the defined trajectory 26 of the stimulus object S. Applying
this calibrated model M with the determined calibration
parameter to the calibrated gaze points P leads to the result
illustrated in FIG. 4, wherein the calibrated gaze points are
denoted by P', and wherein exemplarily again only one of
these calibrated gaze points P' is shown with a reference
sign.

[0129] Furthermore, above described control parameters
for controlling the execution of the calibration procedure
cannot only be used to control the final calculation of the
calibration parameters, but additionally or alternatively can
also be used to control the displaying of the stimulus object
S. This is now described with regard to FIG. 6.

[0130] FIG. 6 shows a schematic flow chart for illustrating
a method for performing a calibration procedure according
to another embodiment of the invention.

[0131] The method starts in step S10, in which the stimu-
lus object S is shown and moving along a first segment of the
trajectory 26, and the corresponding gaze points P of the user
18 are calculated. For this first segment the determined gaze
points P are then classified as being valid or invalid accord-
ing to least one validity criterion in step S12. Then in step
S14, the capability of the user to follow the stimulus object
S is determined as the number of valid gaze points P with
respect to the first segment divided by the total number of
gaze points P for this first segment. After that, in step S16 it
is checked whether the capability of the user to follow the
stimulus object S is below a threshold. If this is the case, in
step S18 the way the stimulus object S is displayed is
changed or adapted for the next segment of the trajectory 26.
This change can imply that for example the velocity of the
movement of the stimulus object S is modified, e.g. reduced
to make it easier for the user to follow the stimulus object S,
or also increased to attract more attention of the user.
Furthermore, also the form and/or size and/or color of the
stimulus object S can be adapted and changed, on the one
hand to be better be visible for the user and on the other hand
again to attract more attention. This procedure can then be
repeated for the next segment of the trajectory 26. In case
that in step S16 it is determined that the capability of the user
to follow that stimulus object S is above the threshold, the
displaying of the stimulus object S can be repeated for the
next segment in unmodified manner. Alternatively, also in
this case the showing of the stimulus object S can be
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modified in step S20, e.g. by increasing the velocity of the
stimulus object S to speed up the calibration procedure or
gather more gaze data in the same time.

[0132] This procedure can be performed until a certain
termination criterion is fulfilled. Such a termination criterion
can be a certain quality that has to be achieved or also a time
limit.

[0133] To conclude the invention and its embodiments
provide a method and an eye tracking system which makes
use of the fact that users’ gaze and head motion are asso-
ciated with the motion of the stimulus and correlation
measure can be built to estimate the probability of the user
following the stimulus with gaze. Moreover, data that satisfy
correlation measure threshold can further be cleaned from
noise and samples that are not consistent with underling
model of human following the stimulus with the gaze. This
model can take into account geometrical corrections
required to calibrate eye tracker device as well as user’s
behavioral data and ability to follow a moving object.
Parameters of this model can be determined from fitting the
model to the measured data. The model M can have different
levels of complexity, which can be automatically selected
based on characteristics of the input data. Also, the algo-
rithm is able to interactively react on user’s performance in
following of the stimulus with the gaze, adapting the process
to achieve the best result. Moreover, the algorithm can
estimate expected calibration accuracy level and provides
user’s performance evaluation. Further, while motion is used
as a feature to determine user’s engagement, this method is
also able to detect and use fixations present in the data, for
example if the stimulus motion is paused for some time
window in-between motions, or if the user at times is
fixating his gaze.

[0134] Therefore, a method can be provided to calibrate an
eye tracking device by displaying a stimulus on a display,
wherein a dynamic matching is established between the
stimulus motion and/or position and the user eye motion
and/or position and orientation. Moreover, the user ability to
follow the stimulus can be determined and used to adapt a
calibration model. Also the motion path, velocity and stimu-
lus appearance can be modified in dependence of the deter-
mined user ability to follow the stimulus, and the coverage
of the user field of view where sufficient quality data was
collected can be determined. A calibration can be performed
using an adaptive model based on amount, quality and field
of view coverage of the matched gaze samples. Further, the
display of the calibration stimulus can be stopped once a
termination criterion is reached, and the calibration is then
performed by applying an adaptive model. The system
according to the invention or its embodiments comprises an
eye tracking device, a processing unit connected to said eye
tracking device, and a means to display images to a user, and
is configured to perform the eye tracking calibration accord-
ing to the method according to the invention and/or its
embodiments.

[0135] The invention or its embodiments therefore can
apply an adaptive calibration model, which takes into
account a number of parameters such as the desired cali-
bration time, the calibration quality, the user engagement
and his capability to follow and performs the best possible
calibration within said specified constraints.
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LIST OF REFERENCE SIGNS:

[0136] 10 eye tracking system

[0137] 12 eye tracking device

[0138] 14 camera

[0139] 16 eye

[0140] 16a cornea

[0141] 164 pupil

[0142] 18 user

[0143] 20 display device

[0144] 22 display area

[0145] 22a-22i subareas

[0146] 24 processing unit

[0147] 26 trajectory

[0148] 26a-26i segments

[0149] 27 gaze direction

[0150] 28 marked areas with invalid gaze points

[0151] A, A1-A8 number of subareas with sufficient

valid gaze points

[0152] al-al4 calibration parameter

[0153] a, b, r calibration parameter

[0154] C complexity of the model

[0155] CC center of the cornea

[0156] CP cross calibration path

[0157] D, D1-D8 distribution

[0158] F fovea

[0159] K distance between center of the pupil and

center of the cornea

[0160] M, M1-M6 model

[0161] N total number of gaze points

[0162] N1-N8 minimum total number of gaze points

[0163] O order of the model

[0164] OA optical axis

[0165] P uncalibrated gaze point

[0166] P' calibrated gaze point

[0167] Q quality value

[0168] R radius of the cornea

[0169] RP rectangular calibration path
[0170] S stimulus object

[0171] T control parameter

[0172] VA visual axis

[0173] © angular offset

1-16. (canceled)

17. (canceled)

18. A method comprising:

at a device with one or more processors, non-transitory

memory, a camera, and a display:

displaying, on the display, a stimulus object;

while displaying the stimulus object, capturing, via the
camera, a first plurality of images of an eye of a user;

determining, based on the first plurality of images, a
first plurality of gaze points of the user;

determining, based on the first plurality of gaze points,
a control parameter; and

continuing display of the stimulus object by adapting,
based on the control parameter, a size of the stimulus
object.

19. The method of claim 18, wherein the control param-
eter is based on a number of valid gaze points of the plurality
of gaze points fulfilling a predetermined criterion.

20. The method of claim 19, wherein the control param-
eter is further based on a number of invalid gaze points of
the plurality of gaze points not fulfilling the predetermined
criterion.
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21. The method of claim 19, wherein the predetermined
criterion is met when a position of a gaze point corresponds
to a position of the stimulus object.

22. The method of claim 18, wherein the control param-
eter indicates an amount of time the user has gazed at the
stimulus object and the size of the stimulus object varies as
a function of the amount of time the user has gazed at the
stimulus object.

23. The method of claim 18, further comprising:

while continuing display of the stimulus object, capturing

via the camera, a second plurality of images of the eye
of the user;
determining, based on the second plurality of images, a
second plurality of gaze points of the user; and

determining, based on the second plurality of gaze points,
a calibration parameter of a predefined calibration
model.

24. The method of claim 23, wherein determining the
calibration parameter is further based on the first plurality of
gaze points.

25. The method of claim 18, wherein the stimulus object
is displayed at a static location.

26. The method of claim 18, wherein the stimulus object
is displayed moving along a trajectory.

27. The method of claim 18, further comprising adapting,
based on the control parameter, a color of the stimulus
object.

28. The method of claim 18, further comprising adapting,
based on the control parameter, a shape of the stimulus
object.

29. A device comprising:

a display to display a stimulus object;

a camera to capture a first plurality of images of an eye of

a user while the stimulus object is displayed;

a processor to:

determine, based on the first plurality of images, a first
plurality of gaze points of the user;

determine, based on the first plurality of gaze points of
the user, a control parameter; and

continue display of the stimulus object by adapting,
based on the control parameter, a size of the stimulus
object.

30. The device of claim 29, wherein the control parameter
is based on a number of valid gaze points of the plurality of
gaze points fulfilling a predetermined criterion.

31. The device of claim 30, wherein the control parameter
is further based on a number of invalid gaze points of the
plurality of gaze points not fulfilling the predetermined
criterion.

32. The device of claim 30, wherein the predetermined
criterion is met when a position of a gaze point corresponds
to a position of the stimulus object.

33. The device of claim 29, wherein the control parameter
indicates an amount of time the user has gazed at the
stimulus object and the size of the stimulus object varies as
a function of the amount of time the user has gazed at the
stimulus object.

34. The device of claim 29, wherein the one or more
processors are further to:

while continuing display of the stimulus object, capture

via the camera, a second plurality of images of the eye
of the user;

determine, based on the second plurality of images, a

second plurality of gaze points of the user; and
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determine, based on the second plurality of gaze points, a

calibration parameter of a predefined calibration model.

35. The device of claim 29, wherein the stimulus object is
displayed at a static location.

36. The device of claim 29, wherein the one or more
processors are further to adapt, based on the control param-
eter, a color of the stimulus object.

37. A non-transitory computer-readable medium storing
instructions which, when executed by a device including a
display and a camera, causes the device to perform opera-
tions comprising:

displaying, on the display, a stimulus object;

while displaying the stimulus object, capturing, via the

camera, a first plurality of images of an eye of a user;
determining, based on the first plurality of images, a first
plurality of gaze points of the user;

determining, based on the first plurality of gaze points, a

control parameter; and

continuing display of the stimulus object by adapting,

based on the control parameter, a size of the stimulus
object.



