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An information generation method is performed by an
information generation device which generates information
for a learning model that infers whether a mobile object is
movable in a predetermined region. The information gen-
eration method includes: obtaining at least (i) first informa-
tion and (ii) second information when the mobile object
moves in a first region, the first information being obtained
from a sensor provided in the mobile object, the second
information relating to movement of the mobile object;
inferring whether the mobile object is movable in the first
region according to the second information; and generating
fourth information for a learning model, the fourth infor-
mation associating the first information, the second infor-
mation, and third information with one another, the third
information indicating an inference result which is obtained
in the inferring.
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INFORMATION GENERATION METHOD,
INFORMATION GENERATION DEVICE,
AND RECORDING MEDIUM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This is a continuation application of PCT Interna-
tional Application No. PCT/JP2022/005115 filed on Feb. 9,
2022, designating the United States of America, which is
based on and claims priority of Japanese Patent Application
No. 2021-099525 filed on Jun. 15, 2021. The entire disclo-
sures of the above-identified applications, including the
specifications, drawings and claims are incorporated herein
by reference in their entirety.

FIELD

[0002] The present invention relates to an information
generation method, an information generation device, and a
recording medium.

BACKGROUND

[0003] In recent years, opportunities for machine learning
to be used for robot control are increasing. For example, a
technique has been conventionally disclosed which uses
machine learning to cause a robot to automatically perform
the same control as when operated by a human (see Patent
Literature (PTL 1)).

CITATION LIST

Patent Literature

[0004] [PTL 1] Japanese Unexamined Patent Application
Publication No. 2018-149669

SUMMARY

Technical Problem

[0005] A known problem for machine learning is that it is
difficult to generate learning data appropriately.

[0006] The present disclosure provides an information
generation method and the like capable of appropriately
generating learning data.

Solution to Problem

[0007] An information generation method according to
one aspect of the present invention is an information gen-
eration method performed by an information generation
device that generates information for a learning model that
infers whether a mobile object is movable in a predeter-
mined region. The information generation method includes:
obtaining at least (i) first information and (ii) second infor-
mation when the mobile object moves in a first region, the
first information being obtained from a sensor provided in
the mobile object, the second information relating to move-
ment of the mobile object; inferring whether the mobile
object is movable in the first region according to the second
information; and generating fourth information for the learn-
ing model, the fourth information associating the first infor-
mation, the second information, and third information with
one another, the third information indicating an inference
result which is obtained by the inferring.
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[0008] It should be noted that these general and specific
aspects may be implemented using a system, a device, an
integrated circuit, a computer program, or a computer-
readable recording medium such as a CD-ROM, or any
combination of systems, devices, integrated circuits, com-
puter programs, and recording media.

Advantageous Effects

[0009] The information generation method according to
the present disclosure is capable of appropriately generating
learning data.

BRIEF DESCRIPTION OF DRAWINGS

[0010] These and other advantages and features will
become apparent from the following description thereof
taken in conjunction with the accompanying Drawings, by
way of non-limiting examples of embodiments disclosed
herein.

[0011] FIG. 1 schematically illustrates a configuration of a
learning system according to an embodiment.

[0012] FIG. 2 schematically illustrates a functional con-
figuration of a vehicle according to the embodiment.
[0013] FIG. 3 schematically illustrates a configuration of
a remote control device according to the embodiment.
[0014] FIG. 4 illustrates an example of a semi-automatic
remote control according to the embodiment.

[0015] FIG. 5 is a first diagram illustrating an example of
training data according to the embodiment.

[0016] FIG. 6 is a second diagram illustrating an example
of training data according to the embodiment.

[0017] FIG. 7 is a flowchart illustrating processes per-
formed by the learning system according to the embodiment.

DESCRIPTION OF EMBODIMENT

(Underlying Knowledge Forming Basis of the Present
Disclosure)

[0018] The inventor of the present disclosure has found
that the following problems arise with the technique, which
uses machine learning to cause robots and the like to
automatically perform control (autonomously perform
operation), described in the “Background Art” section.
[0019] Inorderto create control that models human opera-
tions such that it is automatically performed, learning of
control patterns using an enormous amount of training data
is required. Annotation information, such as correct/incor-
rect, is added to each of the enormous amount of training
data in order to distinguish between a correct control pattern
and an incorrect control pattern. In the control of a robot or
the like, since only simple annotation information such as
moving or not moving is required to be added, it is relatively
easy to add such annotation information.

[0020] However, in order to automatically determine a
movement region (also referred to as a travel region) for
automatically moving a mobile object, for example, a mov-
able region where the mobile object is movable and a
non-movable region where the mobile object is not movable
are required to be added as annotation information to an
image in which a predetermined region is captured. Such an
addition of annotation information requires a high labor cost
because it requires a human to specify movable and non-
movable regions in units of pixels while viewing the image.
The high labor cost hinders generation of an enormous
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amount of data for learning. In view of the above, the present
disclosure provides, for example, an information generation
device which is capable of automatically adding annotation
information regarding a self-propelled (autonomously mov-
able) mobile object and generating information for machine
learning, and an information generation method performed
by the information generation device.

[0021] With the information generation method and the
like, it is possible to generate training data usable for
learning of a learning model for determining the movement
region of a self-propelled mobile object while reducing labor
cost. Accordingly, it is possible to accelerate the preparation
of training data, which has traditionally been a barrier for
updating the learning model for determining the movement
region, and to frequently update the learning model.
[0022] Inorderto solve the above problem, an information
generation method according to one aspect of the present
disclosure is an information generation method performed
by an information generation device that generates informa-
tion for a learning model that infers whether a mobile object
is movable in a predetermined region. The information
generation method includes: obtaining at least (i) first infor-
mation and (ii) second information when the mobile object
moves in a first region, the first information being obtained
from a sensor provided in the mobile object, the second
information relating to movement of the mobile object;
inferring whether the mobile object is movable in the first
region according to the second information; and generating
fourth information for the learning model, the fourth infor-
mation associating the first information, the second infor-
mation, and third information with one another, the third
information indicating an inference result which is obtained
by the inferring.

[0023] In the information generation method, the fourth
information is generated which associates the first informa-
tion, the second information, and the third information with
one another. The first information relates to the movement of
a mobile object during moving in the first region, the second
information is obtained from a sensor when the mobile
object moves in the first region, and the third information
relates to an inference result of whether the mobile object is
movable in the first region. In other words, a result of
inferring whether the mobile object is movable in the first
region has been added to the fourth information as annota-
tion information. With this, by performing machine learning
with the fourth information, a learning model can be con-
structed which is capable of outputting whether the mobile
object is movable in the predetermined region corresponding
to the third information from the first information and the
second information in the predetermined region. Since the
fourth information to which the annotation information has
been automatically added is generated in such a manner, it
eliminates the need for operations conventionally performed
for adding annotation which requires a high labor cost. As a
result, learning data can be appropriately generated.

[0024] Moreover, for example, it may be that the inferring
is performed based on whether a difference between move-
ment data of the mobile object during moving in the first
region and a threshold value is within a predetermined
range, the movement data being included in the first infor-
mation obtained when the mobile object moved according to
the second information.

[0025] With this, the third information can be generated
based on the first information obtained when the mobile
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object moved according to the second information. As a
result, since the fourth information which associates the first
information, the second information, and the third informa-
tion with one another can be generated, it eliminates the
needs for the operations conventionally performed for add-
ing annotation which requires a high labor cost. Accord-
ingly, learning data can be appropriately generated.

[0026] Moreover, it may be that the second information is
input by an operator who remotely controls the mobile
object.

[0027] With this, the fourth information, that is, learning

data can be appropriately generated from the first informa-
tion and the second information obtained when the mobile
object moves according to the second information input by
the operator who remotely operates the mobile object.
[0028] Moreover, for example, it may be that the infor-
mation generation method further includes estimating a
difficulty of movement of the mobile object, in which the
generating includes generating the fourth information which
associates the first information, the second information, fifth
information, and the third information with one another, the
fifth information indicating an estimation result of the dif-
ficulty obtained by the estimating.

[0029] With this, the fourth information, which includes
fifth information associated with the first information, the
second information, and the third information, can be gen-
erated. Based on the associated fifth information in the
generated fourth information, it is possible to change the
aspects and the like of machine learning according to the
estimation result of the difficulty of the movement of the
mobile object.

[0030] Moreover, it may be that the generating is per-
formed only when the third information and the fifth infor-
mation satisfy a predetermined condition.

[0031] With this, the fourth information is generated only
when the third information and the fifth information satisfy
a predetermined condition indicating that the fourth infor-
mation to be generated is appropriate learning data, and the
fourth information is not generated when the fourth infor-
mation does not satisfy a predetermined condition indicating
that the fourth information to be generated is not appropriate
learning data. As a result, the fourth information which is
inappropriate for use as learning data and whose generation
is meaningless is not generated.

[0032] Moreover, it may be that the fourth information
includes a reliability that is estimated based on the first
information.

[0033] With this, the fourth information is generated
which includes reliability that is estimated based on the first
information. By using the fourth information as learning
data, information about reliability can be used in machine
learning.

[0034] Moreover, for example, it may be that the infor-
mation generation method further includes: obtaining sixth
information which divides the first region into a plurality of
segments for each of types, in which the fourth information
includes a combined image in which information indicating
whether the mobile object is movable based on the third
information is superimposed on an image of the first region
included in the first information for each of the plurality of
segments obtained by dividing the image of the first region
according to the sixth information.

[0035] With this, for each of a plurality of segments
obtained by dividing a single image based on the sixth
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information, it is possible to output a combined image on
which information indicating whether the mobile object is
movable is superimposed.

[0036] Moreover, for example, it may be that the infor-
mation generation method includes: identifying an other
mobile object that is present in the first region based on the
first information, in which the inferring includes at least one
of: (a) inferring that the mobile object is movable in the first
region where the other mobile object is present, when the
other mobile object satisfies a first condition; or (b) inferring
that the mobile object is not movable in the first region
where the other mobile object is present, when the other
mobile object satisfies a second condition.

[0037] With this, third information can be generated infer-
ring that the mobile object is movable in the first region
where the other mobile object is present when the other
mobile object that is present in the first region satisfies a first
condition, and that the mobile object is not movable in the
first region where the other mobile object is present when the
other mobile object that is present in the first region satisfies
the second condition. Since the fourth information, in which
such third information is associated with the first informa-
tion and the second information, can be generated, it elimi-
nates the need for the operations for adding annotation
which have been conventionally performed and requires a
high labor cost. As a result, learning data can be appropri-
ately generated.

[0038] Moreover, a recording medium according to one
aspect of the present disclosure is a non-transitory computer-
readable recording medium having recorded thereon a pro-
gram for causing a computer to perform the information
generation method.

[0039] With this, the same advantageous effects as the
information generation method described above can be
obtained using the computer.

[0040] Moreover, an information generation device
according to one aspect of the present disclosure is an
information generation device which generates information
for a learning model that infers whether a mobile object is
movable in a predetermined region. The information gen-
eration device includes: an obtainer which obtains at least (i)
first information and (ii) second information when the
mobile object moves in a first region, the first information
being obtained from a sensor provided in the mobile object,
the second information relating to the first region; an infer-
ence unit which infers whether the mobile object is movable
in the first region based on the first information; and a
generator which generates fourth information for the learn-
ing model, the fourth information associating the first infor-
mation, the second information, and third information with
one another, the third information indicating an inference
result which is obtained by the inference unit.

[0041] With this, the same advantageous effects as the
information generation method described above can be
obtained.

[0042] It should be noted that these general and specific
aspects may be implemented using a system, a device, an
integrated circuit, a computer program, or a computer-
readable recording medium such as a CD-ROM, or any
combination of systems, devices, integrated circuits, com-
puter programs, and recording media.

[0043] Hereinafter, an embodiment will be specifically
described with reference to the drawings.
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[0044] It should be noted that the embodiment described
below shows a general or specific example. The numerical
values, shapes, materials, structural elements, the arrange-
ment and connection of the structural elements, steps, the
order of steps, etc., illustrated in the following embodiment
are mere examples, and therefore do not limit the present
invention. Moreover, among the structural elements in the
following embodiment, those not recited in any of the
independent claims defining the most generic part of the
inventive concept are described as optional structural ele-
ments.

Embodiment

[0045] First, a configuration of a learning system accord-
ing to an embodiment will be described.

[0046] FIG. 1 schematically illustrates a configuration of
a learning system according to the present embodiment.
FIG. 2 schematically illustrates a functional configuration of
a vehicle according to the embodiment.

[0047] As illustrated in FIG. 1, learning system 500
according to the present embodiment is implemented by
mobile object 100, server device 200 connected via network
150, and remote control device 300.

[0048] Mobile object 100 is a device capable of autono-
mous movement, such as an automobile, robot, drone,
bicycle, and wheelchair, and is used for the purpose of
delivering packages, for example, while the package is
placed therein. Mobile object 100 includes a motor or the
like that serves as power, a drive unit such as wheels that are
driven by the motor, and a functional unit that stores a power
source (for example, electric power) for operating the power.
Learning system 500 is only required to generate training
data with annotation added, and a dedicated mobile object
for the learning may be used. The learning-specific mobile
object does not have to include functions such as placing
packages, and does not have to include functions for autono-
mous movement.

[0049] Network 150 is a communication network for
communicably connecting mobile object 100, server device
200, and remote control device 300. Here, although a
communication network, such as the Internet, is used as
network 150, network 150 is not limited to such an example.
Moreover, the connection between mobile object 100 and
network 150, the connection between server device 200 and
network 150, and the connection between remote control
device 300 and network 150 may be performed by wireless
communication or by wired communication. Due to its
nature, mobile object 100 may be connected to network 150
by wireless communication.

[0050] In order to connect mobile object 100 and network
150 by wired communication, mobile object 100 may
include a storage device for accumulating various data. At
the time when the power source and the like of mobile object
100 is charged, wired connection may be established
between mobile object 100 and network 150, so that the
various data accumulated in the storage device may be
transmitted to network 150.

[0051] As illustrated in FIG. 2, mobile object 100 includes
controller 101, control information receiver 102, sensor
information transmitter 103, sensor unit 104, and recognizer
105. Each functional block that forms mobile object 100 is
implemented using, for example, a processor and memory.
Details of each functional block will be described later.
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[0052] Server device 200 is a device for processing infor-
mation and the like, and is implemented using, for example,
a processor and memory. Server device 200 may be imple-
mented by an edge computer or by a cloud computer.
Moreover, one server device 200 may be provided for one
mobile object 100, or one server device 200 may be pro-
vided for a plurality of mobile objects 100.

[0053] As illustrated in FIG. 2, server device 200 includes
remote controller 201, control information transmitter 202,
sensor information receiver 203, learning data generator
204, learner 205, and storage device 206. The details of each
of the functional blocks included in server device 200 will
be described later.

[0054] FIG. 3 schematically illustrates a configuration of
a remote control device according to the embodiment.
Remote control device 300 is implemented, for example, by
a computer. As illustrated in FIG. 3, remote control device
300 includes, for example, display device 301 and steerer
302 which is a user interface for input. In addition to steerer
302, as the user interface, a keyboard, a touch panel, a
mouse, a dedicated controller, a foot panel, a combination of
VR glasses and a controller, a sound collector for voice
input, etc. may be used, or a combination of these may be
used. Remote control device 300 is used to remotely control
mobile object 100.

[0055] Hereinafter, while continuously referring to FIG. 1
to FIG. 3, the transmission and reception of data between
each structural element will be described, and the function
of each structural element will be described.

[0056] Sensor unit 104 is connected to sensors (not illus-
trated), and obtains the result of sensing the surrounding
environment of mobile object 100 (sensor information: first
information) from the sensors. Examples of the sensors
include cameras, LiDAR, radars, sonars, microphones, GPS,
vibration sensors, acceleration sensors, gyro sensors, and
temperature sensors. Sensor unit 104 transmits the obtained
sensor information to sensor information transmitter 103,
recognizer 105, and controller 101.

[0057] Recognizer 105 obtains the sensor information
transmitted from sensor unit 104, recognizes the surround-
ing environment of mobile object 100, and transmits the
recognition result to sensor information transmitter 103 and
controller 101. The recognition of the surrounding environ-
ment performed by recognizer 105 includes generating
information (sixth information) that divides the surrounding
environment of mobile object 100 into a plurality of seg-
ments for each type. In addition, recognizer 105 recognizes
the surrounding environment necessary for the movement of
mobile object 100. For example, recognizer 105 recognizes
obstacles to mobile object 100, other mobile objects, and
movable regions where mobile object 100 is movable.
[0058] Recognizer 105 also performs a process of recog-
nizing the difficulty of movement of mobile object 100 by
estimating the difficulty. Here, the difficulty of movement of
mobile object 100 is estimated based on, for example, the
number of times mobile object 100 applies brakes and the
number of times mobile object 100 changes the direction
which are required for mobile object 100 to move within the
region, and the magnitude and the detected number of
vibrations that adversely affect the movement of mobile
object 100, and the number of other mobile objects. The
greater the number (or the magnitude), the higher the
difficulty of movement of mobile object 100. Moreover,
examples of cases where the difficulty of movement of
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mobile object 100 is high include roads with narrow roads,
such as roads where it is difficult for mobile object 100 to
pass other mobile objects, roads where on-street parking of
cars occurs frequently, roads scattered with objects large
enough to hinder movement of mobile object 100, and roads
with radio wave environments such as low quality (fre-
quently interrupted) communication with network 150.
[0059] At least part of the process of recognizing the
surrounding environment may be executed sequentially as
soon as the sensor information is input from sensor unit 104,
or the sensor information may be buffered (accumulated) in
a data storage area (not illustrated) and the at least part of the
process may be executed later (for example, after the deliv-
ery service using mobile object 100 ends). Here, for the
recognition of the surrounding environment, a learning
model learned in advance by machine learning may be used
or the recognition of the surrounding environment may be
performed based on a predetermined rule. Note that this
learning model may be a learning model generated by
learning using training data with the annotation information
generated according to the present embodiment.

[0060] Sensor information transmitter 103 transmits the
sensor information transmitted from sensor unit 104 and the
recognition result transmitted from recognizer 105 to sensor
information receiver 203 of server device 200. It should be
noted that transmission and reception of information
between mobile object 100 and server device 200, including
the communication here, may undergo alteration of infor-
mation such as compression for the purpose of data reduc-
tion and encryption for the purpose of maintaining confi-
dentiality. In this case, restoration of altered information
such as decompression of compressed information and
decrypting of encrypted information may be performed by
the functional block that received the altered information. In
addition, various types of information may be transmitted
and received only when the network bandwidth (communi-
cation capacity) between mobile object 100 and server
device 200 is greater than or equal to a predetermined value.
Additional information, such as an ID and timestamp, may
also be added to match the information transmitted and
received. In such a manner, information may be transmitted
and received between mobile object 100 and server device
200 in any forms.

[0061] Sensor information receiver 203 transmits, to
remote controller 201 and learning data generator 204, the
sensor information transmitted from sensor information
transmitter 103 and the recognition result.

[0062] Remote controller 201 determines the moving
direction of mobile object 100 as necessary based on the
sensor information and the recognition result transmitted
from sensor information receiver 203, and performs remote
control so that mobile object 100 moves in the determined
moving direction. Specifically, control information (second
information) relating to movement of mobile object 100 for
remote control is generated, and is transmitted to control
information transmitter 202. The control information is also
transmitted to learning data generator 204.

[0063] The determination of the moving direction of
mobile object 100 according to the present embodiment, that
is, the remote control of mobile object 100 is performed by
an operator. Accordingly, remote control device 300 illus-
trated in FIG. 3 is used by an operator.

[0064] For example, an image of the surrounding envi-
ronment of the mobile object included in the sensor infor-
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mation is transmitted from remote controller 201 to remote
control device 300 and displayed on display device 301. A
display device, such as a smartphone or VR/AR glasses, may
be used in place of display device 301.

[0065] The operator is able to check the sensor informa-
tion (the image of the surrounding environment in this case)
displayed on display device 301. When the operator deter-
mines that remote control is necessary, the operator is able
to control the moving direction of mobile object 100. The
moving direction is determined by the operator determining
the region where mobile object 100 is movable. After that,
the operator makes an input through the user interface such
as steerer 302 so that mobile object 100 moves in the
determined moving direction. An input signal is transmitted
from remote control device 300 to remote controller 201
based on the input. Remote controller 201 generates control
information according to the input signal. The control infor-
mation generated by remote controller 201 includes, for
example, information relating to the angle of the tires as the
driving unit of mobile object 100, information relating to
accelerator position and opening/closing timing, and infor-
mation relating to brake strength and braking timing.
[0066] In place of steerer 302, a dedicated controller, a
smartphone, a keyboard, a mouse and the like may be used.
[0067] The determination of the moving direction of
mobile object 100 and the remote control of mobile object
100 may be performed automatically or semi-automatically.
For example, the moving direction may be automatically
determined from among the movable region of mobile
object 100 based on the recognition result, and control
information may be generated so that mobile object 100
moves in the determined moving direction. In this case,
operator intervention is not essential, and remote control
device 300 does not have to be provided. Moreover, by
incorporating this automatic remote control configuration
into mobile object 100, it is possible to configure learning
system 500 without providing remote controller 201 in
server device 200.

[0068] On the other hand, the determination of the moving
direction of mobile object 100 can also be performed
manually. For example, an administrator or a maintenance
company of mobile object 100 may move mobile object 100
by directly urging mobile object 100 by, for example,
pushing mobile object 100 by hand. Moreover, the admin-
istrator or maintenance company of mobile object 100 may
move mobile object 100 by remotely controlling mobile
object 100 from the vicinity of mobile object 100 using radio
control or infrared control. Furthermore, the manager or
maintenance company of mobile object 100 may move
mobile object 100 by operating a device such as a steerer
provided in mobile object 100 while riding in mobile object
100.

[0069] FIG. 4 illustrates an example of remote control
semi-automatically performed according to the embodi-
ment. As illustrated in FIG. 4, it may be that candidates of
moving direction (thick-line arrow and thick-dashed line in
FIG. 4) are automatically generated based on the sensor
information and recognition result and displayed, and the
moving direction is determined by causing an operator to
select an appropriate one from the candidates. This facili-
tates simplified configuration of the user interface.

[0070] Control information transmitter 202 transmits the
control information transmitted from remote controller 201
to control information receiver 102 in mobile object 100.
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Control information receiver 102 transmits, to controller
101, the control information transmitted from control infor-
mation transmitter 202. Controller 101 then moves mobile
object 100 by driving a driving unit and the like according
to the control information transmitted from control infor-
mation receiver 102.

[0071] Here, the control information generated by the
intervention of a person or the functions of server device 200
with relatively high performance as described above is
information which allows mobile object 100 to move appro-
priately. Moreover, in generating the control information,
the sensor information transmitted to remote controller 201
includes information directly obtained by the mobile object
from the surrounding environment in order to determine the
moving direction of mobile object 100. In other words, by
using sensor information as input data for training data and
adding control information to the input data as annotation
information, it is possible to automatically generate training
data with the annotation information added. That is, the
generation of information for machine learning, which will
be described below, is performed using at least the sensor
information and control information.

[0072] Learning data generator 204 obtains the sensor
information transmitted from sensor information receiver
203 and the control information input from remote controller
201. The function of learning data generator 204 relating to
the obtainment of information is an example of an element
which realizes the function of an obtainer.

[0073] Learning data generator 204 also obtains the rec-
ognition result transmitted from sensor information receiver
203. Training data for machine learning (fourth information)
is generated by adding, to the sensor information as anno-
tation information, the region information (region where
mobile object 100 is movable) on the sensor information
corresponding to the region where mobile object 100 actu-
ally moved and information indicating, for example, the
difficulty of the movement in the surrounding environment.
The function of learning data generator 204 relating to the
generation of training data is an example of an element
which realizes the function of a generator.

[0074] Learning data generator 204 further generates an
inference result (third information) by inferring whether the
movement based on the control information was appropri-
ate, that is, whether mobile object 100 was actually movable
in the region, based on the sensor information obtained by
sensor unit 104 when mobile object 100 moved based on the
control information. The function of learning data generator
204 relating to the generation of the inference result is an
example of an element which realizes the function of an
inference unit. Learning data generator 204 is an example of
an information generation device which includes the func-
tions of the obtainer, the generator, and the inference unit.
[0075] For example, learning data generator 204 performs
the inference based on the difficulty of the movement of
mobile object 100 that is estimated based on, for example,
the number of times mobile object 100 applies brakes and
the number of times mobile object 100 changes the direction
which are required for mobile object 100 to move according
to the control information, the magnitude and the detected
number of vibrations that adversely affect the movement of
mobile object 100, and the number of other mobile objects.
For example, when the number of times mobile object 100
actually applied brakes is greater than a threshold value that
is set based on the movement distance and the like of mobile
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object 100, such as one, two, three, five, or ten times, an
inference result is generated which indicates that mobile
object 100 was not movable in the region, and when the
number of times mobile object 100 actually applied brakes
is less than the threshold value, an inference result is
generated which indicates that mobile object 100 was mov-
able in the region.

[0076] Similarly, for example, when the difference
between each of the number of times mobile object 100
changes the direction, the magnitude and the detected num-
ber of vibrations that adversely affect the movement of
mobile object 100, and the number of other mobile objects
and a threshold value that is set based on the movement
distance of mobile object 100 is within a predetermined
range, an inference result is generated which indicates that
mobile object 100 was movable in the region, and when the
difference exceeds the predetermined range, an inference
result is generated which indicates that mobile object 100
was not movable in the region.

[0077] The inference result thus generated is used to verify
whether mobile object 100 was actually movable in the
region. For example, when mobile object 100 was not
movable according to the control information, information
indicating that mobile object 100 is not movable is added to
the control information as annotation information. When
only annotation information indicating that mobile object
was movable is desired to be used for machine learning,
training data with annotation information relating to the
above control information should be excluded. In addition,
when the learning model is a model for distinguishing
(clustering) whether the region is a movable region or a
non-movable region, both the annotation information indi-
cating that mobile object 100 is movable and the annotation
information indicating that mobile object 100 is not movable
may be used. In such a manner, the inference results
generated above are used to determine the type of annotation
information.

[0078] Moreover, the information (fifth information) relat-
ing to the difficulty of movement described above may also
be used. Specifically, even if the combination of the sensor
information, the control information, and the inference result
satisfies the threshold criteria and indicate that mobile object
100 is movable, when the movement of mobile object 100
is relatively difficult, the inference result may indicate, due
to other factors, that mobile object 100 is not movable. In
other words, the combination of sensor information, control
information, and inference result with high difficulty of
movement has poor reliability. Accordingly, such combina-
tions of sensor information, control information, and infer-
ence results may not be used for machine learning. Alter-
natively, such combinations of sensor information, control
information, and inference results may be considered to have
low reliability, and may be differentiated from the reliability
of other combinations of sensor information, control infor-
mation, and inference results and used for machine learning.
Moreover, the difficulty of movement may be used for
clustering movable regions. For example, it may be that the
region where mobile object 100 is movable and the difficulty
of movement is high is classified as a “region that requires
careful movement”, and the region where mobile object 100
is movable and the difficulty of movement is low is classified
as a “region where mobile object 100 is easily movable”,
and they are used for machine learning.
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[0079] On the other hand, when it is possible to accurately
determine whether mobile object 100 is movable in the
region with a combination of sensor information, control
information, and inference result in which the difficulty of
the movement is high, the region where mobile object 100
is movable can be expanded. In other words, in a situation
where the advantage of expanding the movable region is
emphasized, for example, when the movable region is small
or alternative movable region is small, a combination of
sensor information, control information, and inference result
with high difficulty of movement may be preferentially used
for machine learning. A sufficient amount of training data
necessary for learning needs to be generated in order to
accurately determine whether mobile object 100 is movable
in a region with a combination of sensor information, control
information, and an inference result with high difficulty of
movement. Therefore, the advantageous effects of the infor-
mation generation method according to the present embodi-
ment can be significant.

[0080] It should be noted that the term “preferentially used
for machine learning” means that after all machine learning
using training data with combinations of sensor information,
control information, and inference results with high diffi-
culty of movement is completed, machine learning for
training data with other combinations is performed. At this
time, machine learning for other combinations of training
data may be omitted. Other combinations of training data are
training data for regions where the difficulty of movement is
relatively low. In other words, in such regions, rule-based
autonomous movement based on sensor information may be
sufficient without relying on machine learning, and thus,
machine learning for other combinations of training data can
be omitted.

[0081] Alternatively, as a method for preferentially using
a combination of sensor information, control information,
and inference result with high difficulty of movement for
machine learning, learning may be performed using training
data with combinations of low difficulty, and then learning
using training data with combinations of high difficulty may
be performed. Depending on the conditions of machine
learning, compared to when preferentially using in the time
series as above, the influence of data learned later may be
high, and the above method is effective in such cases.
[0082] Moreover, after the completion of learning with all
training data, further learning may be performed with train-
ing data with high difficulty. Moreover, bias may be applied
so that training data with higher difficulty influences learn-
ing results more. For example, the training data with low
difficulty may be reduced so that the training data with high
difficulty is greater in the ratio of the number of training data
with high difficulty to the number of training data with low
difficulty.

[0083] To summarize the above description, in the present
embodiment, based on the combination of sensor informa-
tion and control information, training data to which anno-
tation information for machine learning has been added is
generated when both the inference result indicating whether
mobile object 100 is movable and the difficulty of the
movement of mobile object 100 satisfy a predetermined
condition. Learning data generator 204 transmits the training
data thus generated to storage device 206 for storage.
[0084] FIG. 5 is a first diagram illustrating an example of
training data according to the embodiment. FIG. 6 is a
second diagram illustrating an example of training data
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according to the embodiment. As illustrated in FIG. 5,
annotation information indicating that the region where
mobile object 100 was movable is a movable region (rough
dotted hatching in FIG. 5) is added to the training data thus
generated. In this way, the training data output in the present
embodiment may divide the image of the region where
mobile object 100 moves, which is included in the sensor
information, into a plurality of segments, and may include,
for each of the segments, a combined image in which
information, indicating whether mobile object 100 is mov-
able based on the inference result, is superimposed on the
image. Accordingly, for example, information (sixth infor-
mation) may be obtained which divides the region where
mobile object 100 moves into a plurality of segments for
each type. The information may be generated separately by
using, for example, recognition results.

[0085] When determining the region where mobile object
100 is movable, a region having a predetermined width
along the moving direction may be used by superimposing
the history of passing the same region several times. Alter-
natively, as illustrated in FIG. 6, a region may be used which
is obtained by combining the own width of mobile object
100 to the region where mobile object 100 passes once. The
association between the region where mobile object 100
moved and the pixels on the image may be determined based
on a combination of control information, sensor information,
and additional information such as IDs and timestamps for
matching information.

[0086] Moreover, a region where a mobile object other
than mobile object 100 (another mobile object) that moves
in the surrounding environment may be used for annotation
information. Specifically, a mobile object that is sufficiently
larger and faster than mobile object 100 may be identified as
a dangerous mobile object, and the region where such a
dangerous mobile object moves may be determined as a
non-movable region. An example of such a dangerous
mobile object for mobile object 100 for package transpor-
tation is an automobile. Alternatively, an automobile and the
like may be directly identified by a technique such as pattern
matching.

[0087] In addition, a mobile object having a size equiva-
lent to the size of mobile object 100 and not moving so fast
may be identified as a trackable mobile object, and the
region where such a trackable mobile object moves may be
determined as a movable region. Examples of such a track-
able mobile object for mobile object 100 for package
transportation include bicycles and wheelchairs. Alterna-
tively, bicycles, wheelchairs, and the like may be directly
identified by a technique such as pattern matching.

[0088] In addition, annotation information may be added
not only to part of the sensor information (a certain region
in the image of one frame, that is, some pixels, etc.), but also
to the entire sensor information (the whole image of one
frame, etc.). With this, for example, it is possible to construct
a learning model that provides a determination result indi-
cating whether the mobile object is movable or not or
whether it is easy or difficult for the mobile object to move
when a single image is input as sensor information.

[0089] Learner 205 causes a learning model to perform
learning through machine learning using training data to
which the annotation information has been added and which
is stored in storage device 206. After the completion of the
learning, learner 205 outputs the learning model after the
learning to the recognizer.
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[0090] Next, learning system 500 described above will be
described with reference to FIG. 7. FIG. 7 is a flowchart
illustrating the processes performed by the learning system
according to the embodiment.

[0091] Asillustrated in FIG. 7, learning data generator 204
first obtains sensor information and control information
(obtaining step S101). The sensor information and the
control information are obtained from the mobile object via
sensor information obtainer 203.

[0092] Next, learning data generator 204 obtains sensor
information and recognition result of mobile object 100
obtained when mobile object 100 moves according to the
control information, and infers, based on the sensor infor-
mation and recognition result, whether the region where
mobile object 100 moves according to the control informa-
tion is a movable region where mobile object 100 is movable
(inferring step S102).

[0093] Next, learning data generator 204 generates train-
ing data with annotation information added, based on the
sensor information, the control information, and the infer-
ence result obtained in inferring step S102 (generating step
S103).

[0094] Since appropriate annotation information has been
added to the training data thus generated, the training data
can be used as it is as training data for machine learning. In
addition, since the training data is generated automatically,
the labor cost is reduced, and a large amount of training data
can be generated at once by using a plurality of mobile
objects 100 and the like.

[0095] Although the information generation method and
the like according to one or more aspects has been described
above based on the embodiment, the present disclosure is
not limited to the embodiment. Various modifications of the
embodiment as well as embodiments resulting from arbi-
trary combinations of the structural elements of the embodi-
ment that may be conceived by those skilled in the art are
intended to be included within the scope of one or more
aspects as long as these do not depart from the essence of the
present disclosure.

[0096] For example, by providing all of the functions of
the server device according to the embodiment in a mobile
object, information for a learning model which infers
whether the mobile object is movable in a predetermined
region in a stand-alone manner can be efficiently generated.

[0097] Each of the structural elements in the above-de-
scribed embodiment may be configured in the form of an
exclusive hardware product, or may be realized by executing
a software program suitable for each of the structural ele-
ments. Each of the structural elements may be realized by
means of a program executing unit, such as a central
processing unit (CPU) and a processor, reading and execut-
ing the software program recorded on a recording medium
such as a hard disk or a semiconductor memory. Here, the
software which realizes the information generation device
and the like according to the above-described embodiment is
a program as described below.

[0098] In other words, the program is a program that
causes a computer to execute the information generation
method.
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INDUSTRIAL APPLICABILITY

[0099] The present disclosure is usable, for example, for
learning of a learning model that is used to, for example,
determine the movement region in a self-propelled mobile
object.
1. An information generation method performed by an
information generation device that generates information for
a learning model that infers whether a mobile object is
movable in a predetermined region, the information genera-
tion method comprising:
obtaining at least (i) first information and (ii) second
information when the mobile object moves in a first
region, the first information being obtained from a
sensor provided in the mobile object, the second infor-
mation relating to movement of the mobile object;

inferring whether the mobile object is movable in the first
region according to the second information; and

generating fourth information for the learning model, the
fourth information associating the first information, the
second information, and third information with one
another, the third information indicating an inference
result which is obtained in the inferring.

2. The information generation method according to claim
15

wherein the inferring is performed based on whether a

difference between movement data of the mobile object
during moving in the first region and a threshold value
is within a predetermined range, the movement data
being included in the first information obtained when
the mobile object moved according to the second
information.

3. The information generation method according to claim
25

wherein the second information is input by an operator

who remotely controls the mobile object.

4. The information generation method according to claim
1, further comprising:

estimating a difficulty of movement of the mobile object,

wherein the generating includes generating the fourth

information which associates the first information, the
second information, fifth information, and the third
information with one another, the fifth information
indicating an estimation result of the difficulty obtained
in the estimating.

5. The information generation method according to claim
45

wherein the generating is performed only when the third

information and the fifth information satisty a prede-
termined condition.
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6. The information generation method according to claim
15

wherein the fourth information includes a reliability that
is estimated based on the first information.

7. The information generation method according to claim

1, further comprising:

obtaining sixth information which divides the first region
into a plurality of segments for each of types,

wherein the fourth information includes a combined
image in which information indicating whether the
mobile object is movable based on the third informa-
tion is superimposed on an image of the first region
included in the first information for each of the plurality
of segments obtained by dividing the image of the first
region according to the sixth information.

8. The information generation method according to claim

1, comprising:

identifying an other mobile object that is present in the
first region based on the first information,

wherein the inferring includes at least one of:

(a) inferring that the mobile object is movable in the first
region where the other mobile object is present, when
the other mobile object satisfies a first condition; or

(b) inferring that the mobile object is not movable in the
first region where the other mobile object is present,
when the other mobile object satisfies a second condi-
tion.

9. A non-transitory computer-readable recording medium
having recorded thereon a program for causing a computer
to execute the information generation method according to
claim 1.

10. An information generation device which generates
information for a learning model that infers whether a
mobile object is movable in a predetermined region, the
information generation device comprising:

an obtainer which obtains at least (i) first information and
(ii) second information when the mobile object moves
in a first region, the first information being obtained
from a sensor provided in the mobile object, the second
information relating to the first region;

an inference unit which infers whether the mobile object
is movable in the first region based on the first infor-
mation; and

a generator which generates fourth information for the
learning model, the fourth information associating the
first information, the second information, and third
information with one another, the third information
indicating an inference result which is obtained by the
inference unit.



