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( 57 ) ABSTRACT 

A dynamic memory system having multiple memory regions 
respectively storing multiple types of data . A controller 
coupled to the dynamic memory system via a communica 
tion channel and operatively to : monitor usage of a com 
munication bandwidth of the communication channel ; deter 
mine to reduce memory bandwidth penalty caused by 
refreshing the dynamic memory system ; and in response , 
reduce a refresh rate of at least one of the memory regions 
based on a type of data stored in the respective memory 
region . 
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DETAILED DESCRIPTION DYNAMIC MEMORY REFRESH INTERVAL 
TO REDUCE BANDWIDTH PENALTY 

FIELD OF THE TECHNOLOGY 

[ 0001 ] At least some embodiments disclosed herein relate 
to memory systems in general , and more particularly , reduc 
tion of bandwidth penalty using dynamic memory refresh 
intervals . 

BACKGROUND 

[ 0002 ] Dynamic memories , such as Dynamic Random 
Access Memory ( DRAM ) , use memory units where the 
quality of information stored in the memory units can 
degrade in a short period of time even when the memory 
units are continuously powered . 
[ 0003 ] For example , DRAM has capacitors integrated in 
an integrated circuit . A capacitor in a memory unit of DRAM 
can be charged or discharged to represent respectively two 
different values of a bit . However , the electric charge on 
such a capacitor can leak off , resulting in degradation of the 
quality of the information stored in the memory unit . After 
a period of time , charge leakage may cause the capacitor of 
the memory unit to appear discharged , even though the 
capacitor is charged before the period of time . Thus , the 
charge leakage can change the value stored in the memory 
unit and thus cause data corruption . 
[ 0004 ] To prevent data corruption , a memory refresh cir 
cuit can be used to periodically refresh the data stored in the 
DRAM . To refresh the data , the memory refresh circuit 
causes the reading of the stored data from the DRAM and 
re - writes the data back to the DRAM . Thus , the capacitors 
of the memory units can be charged or discharged periodi 
cally according to the data stored in the memory units to 
prevent data corruption . 
[ 0005 ] Charge leakage can be a function of the tempera 
ture of the memory device . The capacitors of DRAM 
memory units can retrain charge longer at low temperatures . 
Under some conditions most of the data in DRAM can be 
recovered without being refreshed for several minutes . 
However , to guarantee recovery of the stored data , DRAM 
is typically refreshed at a short time interval , such as 64 
milliseconds . 

[ 0012 ] At least some aspects of the present disclosure are 
directed to the reduction of memory refresh rate based on 
error tolerance characteristics of the data stored in the 
memory . 
[ 0013 ] Refreshing memory can cause a memory band 
width penalty . For example , when an external DRAM con 
troller sends to a DRAM device a refresh command to 
refresh a bank of DRAM memory units , the DRAM cannot 
deliver data during the time period of memory refreshing 
operations . A higher temperature requires a higher refresh 
rate , which cause even higher degradation of DRAM band 
width performance . Failing to refresh the DRAM at a 
recommended refresh rate increases the probability of error / 
data corruption . 
[ 0014 ] At least some aspects of the present disclosure 
address the above and other deficiencies by selectively 
reducing refresh rates of memory portions based on the error 
tolerance characteristics of the data stored in the memory . 
For example , an external DRAM controller can use different 
refresh rates for different banks of memory units to allow 
trade - off between performance and probability of error / data 
corruption . 
[ 0015 ] For example , data that is less sensitive to error / 
corruption can be refreshed at a rate lower than for data that 
is sensitive to error / corruption . Refreshing at a lower fre 
quency can reduce bandwidth penalty caused by memory 
refreshing operations and improve memory access perfor 
mance . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0016 ] For instance , graphics and music can be stored on 
a DRAM of an infotainment system . The use of such 
graphics and music in the infotainment system can be 
insensitive to a few isolated errors . Thus , the banks of 
DRAM memory units that store such error - insensitive infor 
mation can have a relaxed refresh rate with lower bandwidth 
penalty . However , software code and variables can be very 
sensitive to error / corruption . Thus , banks of DRAM 
memory units that store such error - insensitive information 
can have a higher refresh rate , with higher bandwidth 
penalty , to ensure data reliability . 
[ 0017 ] FIG . 1 illustrates an example memory system hav 
ing a refreshing control 107 in accordance with some 
embodiments of the present disclosure . 
[ 0018 ] In FIG . 1 , a controller 101 has the refreshing 
control 107 that can send refresh commands to a dynamic 
memory system 105 over a bus 103 . 
[ 0019 ] The dynamic memory system 105 can have sepa 
rate memory regions 111 , 113 , 119 that can be 
separately refreshed . For example , each memory region 111 , 
113 , . . . , 119 can include one or more banks of memory 
units ; and the refresh control 107 can send a refresh com 
mand through the bus 103 to each bank of memory units to 
refresh the respective bank of memory units . When the 
refresh command is transmitted to the bank of the memory 
units , at least the bank of the memory units is not usable to 
read or write data in individual memory units until the 
refreshing operations in the bank are completed . 
[ 0020 ] For example , the memory units in the dynamic 
memory system 105 can be DRAM memory cells that are 
periodically refreshed to avoid data corruption caused by 
charge leak . 
[ 0021 ] Preferably , data of different types is stored in 
different memory regions 111 , 113 , 119 , such that the 
refresh rates of the memory regions 111 , 113 , ... , 119 can 

[ 0006 ] The present disclosure will be understood more 
fully from the detailed description given below and from the 
accompanying drawings of various embodiments of the 
disclosure . 
[ 0007 ] FIG . 1 illustrates an example memory system hav 
ing a refreshing control in accordance with some embodi 
ments of the present disclosure . 
[ 0008 ] FIG . 2 illustrates an example of data storage poli 
cies in accordance with some embodiments of the present 
disclosure . 
[ 0009 ] FIG . 3 is a flow diagram of an example method to 
control refreshing of a memory system in accordance with 
some embodiments of the present disclosure . 
[ 0010 ] FIG . 4 is a flow diagram of another example 
method to control refreshing of a memory system in accor 
dance with some embodiments of the present disclosure . 
[ 0011 ] FIG . 5 is a block diagram of an example computer 
system in which embodiments of the present disclosure can 
operate . 
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be customized based on the error tolerance characteristics of 
the data stored in the memory regions 111 , 113 , ... , 119 
and / or the bandwidth demands . 
[ 0022 ] For example , data can be stored in the memory 
regions 111 , 113 , 119 using the data storage policies 131 
illustrated in FIG . 2 
[ 0023 ] FIG . 2 illustrates an example of data storage poli 
cies 131 in accordance with some embodiments of the 
present disclosure . 
[ 0024 ] For example , memory regions 111 , 113 , ... , 119 
are associated with data types 121 , 123 , 
tively . Examples of different data types include software , 
variables , graphics / images of graphical user interface ( GUI ) , 
icons , music , video , etc. 
[ 0025 ] In general , different data types 121 , 123 , ... , 129 
can have different data reliability requirements . For 
example , different thresholds of error / corruption probabili 
ties can be specified for different data types . When data of 
a given type is refreshed such that the probability of error / 
correction in the data is below its threshold , the refreshing 
can be considered sufficient . Thus , the data refresh rates of 
the memory regions 111 , 113 , . 119 can be determined 
from the thresholds of error / corruption probabilities of the 
data types 121 , 123 , ... , 129 . 
[ 0026 ] For example , the dynamic memory system 105 can 
have one or more temperature sensors that measure the 
temperature ( s ) of the memory regions 111 , 113 , ... , 119 . At 
a given temperature , the error / corruption probability of a 
memory unit is a function of the refresh rate . The higher the 
refresh rate , the lower the error / corruption probability of the 
memory unit . When the refreshing rate is higher than a 
particular value , the memory unit can be considered to be 
guaranteed to be error free . Thus , for a threshold of error / 
corruption probability that is accepted for the data stored in 
the memory unit , a threshold refresh rate can be determined ; 
and the memory unit can be refreshed at the threshold 
refresh rate for the temperature , or higher , to ensure that the 
reliability requirement of the data stored in the memory unit 
is met . 
[ 0027 ] FIG . 3 is a flow diagram of an example method to 
control refreshing of a memory system in accordance with 
some embodiments of the present disclosure . For example , 
the method of FIG . 3 can be implemented in the system of 
FIG . 1 using the data storage policies of FIG . 2 . 
[ 0028 ] The method of FIG . 3 can be performed by pro 
cessing logic that can include hardware ( e.g. , processing 
device , circuitry , dedicated logic , programmable logic , 
microcode , hardware of a device , integrated circuit , etc. ) , 
software ( e.g. , instructions run or executed on a processing 
device ) , or a combination thereof . In some embodiments , the 
method of FIG . 3 is performed at least in part by the 
refreshing control 107 and / or the controller 101 of FIG . 1 . 
Although shown in a particular sequence or order , unless 
otherwise specified , the order of the processes can be 
modified . Thus , the illustrated embodiments should be 
understood only as examples , and the illustrated processes 
can be performed in a different order , and some processes 
can be performed in parallel . Additionally , one or more 
processes can be omitted in various embodiments . Thus , not 
all processes are required in every embodiment . Other 
process flows are possible . 
[ 0029 ] At block 131 , the controller 101 stores data of a 
plurality of types 121 , 123 , 129 in respectively a 
plurality of memory regions 111 , 113 , ... , 119 of a dynamic 

memory system 105. For example , the types 121 , 123 , 
129 can include application , variable , images , music , 

videos , etc. For example , the memory regions 111 , 113 , ... 
119 can be separated as banks of memory units that can be 

refreshed separately . 
[ 0030 ] At block 133 , the refresh control 107 determines a 
plurality of refresh rates based on the plurality of types 121 , 
123 , . . . , 129 of data . For example , at a given temperature 
of the dynamic memory system 105 , the refresh control 107 
determines the refresh rates of the data types 121 , 123 , 

129 to meet the threshold error / corruption probability 
requirements of the data types 121 , 123 , ... , 129 . 
[ 0031 ] For example , a predetermined look up table can be 
used to store the minimal refresh rates of the data types 121 , 
123 , ... , 129 at a set of temperatures . The look up table can 
be used to determine the minimal refresh rates of the data 
types 121 , 123 , ... , 129 at the current operating temperature 
of the dynamic memory system 105 . 
[ 0032 ] For example , an empirical formula or a look up 
table can be used to represent the relation between a refresh 
rate and an expected error / corruption probability of a 
memory region refreshed at the refresh rate when the 
memory region is at a specific temperature . Thus , at the 
current temperature of the dynamic memory system 105 and 
for a given threshold of error / corruption probability , the 
refreshing control 107 can compute a minimum refresh rate 
that is required to meet the threshold of error / corruption 
probability . When the data types 121 , 123 , ... , 129 have 
different thresholds of error / corruption probability , the 
refreshing control 107 can compute the different minimum 
refresh rates for the data types 121 , 123 , . . . , 129 at the 
current operating temperature of the dynamic memory sys 
tem 105 . 
[ 0033 ] At block 135 , the refresh control 107 sends refresh 
commands to refresh the plurality of memory regions 111 , 
113 , . . . , 119 according to the plurality of refresh rates 
respectively determined for the data types 121 , 123 , ... , 
129 . 
[ 0034 ] FIG . 4 is a flow diagram of an example method to 
control refreshing of a memory system in accordance with 
some embodiments of the present disclosure . For example , 
the method of FIG . 4 can be implemented in the system of 
FIG . 1 using the data storage policies of FIG . 2 . 
[ 0035 ] The method of FIG . 4 can be performed by pro 
cessing logic that can include hardware ( e.g. , processing 
device , circuitry , dedicated logic , programmable logic , 
microcode , hardware of a device , integrated circuit , etc. ) , 
software ( e.g. , instructions run or executed on a processing 
device ) , or a combination thereof . In some embodiments , the 
method of FIG . 4 is performed at least in part by the 
refreshing control 107 and / or the controller 101 of FIG . 1 . 
Although shown in a particular sequence or order , unless 
otherwise specified , the order of the processes can be 
modified . Thus , the illustrated embodiments should be 
understood only as examples , and the illustrated processes 
can be performed in a different order , and some processes 
can be performed in parallel . Additionally , one or more 
processes can be omitted in various embodiments . Thus , not 
all processes are required in every embodiment . Other 
process flows are possible . 
[ 0036 ] At block 151 , the controller 101 stores data of a 
predetermined type 121 , 123 , or 129 in a memory 
region 111 , 113 , ... , or 119 of a dynamic memory system 
105 . 
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[ 0037 ] At block 153 , the refresh control 107 refreshes the 
memory region 111 , 113 , . or 119 at a first rate . For 
example , the refresh control 107 can send refresh commands 
over the bus 103 to each bank of memory units in the 
memory region 111 , 113 , or 119 at a time interval 
determined by the first rate . For example , the first rate can 
be high enough that the data stored in the memory region 
111 , 113 , ... , or 119 is considered to be guaranteed to be 
free of error / corruption . 
[ 0038 ] At block 155 , the refreshing control 107 deter 
mines a need to reduce bandwidth penalty caused by refresh 
ing the memory region 111 , 113 , ... , or 119. For example , 
the refreshing control 107 can monitor the bandwidth usage 
of the memory region 111 , 113 , or 119. When the 
reduction of bandwidth penalty can improve the memory 
access performance of the memory region 111 , 113 , 
119 to meet the demand , the refreshing control 107 can 
implement reduction of the bandwidth penalty caused by 
memory refreshing . 
[ 0039 ] At block 157 , the refreshing control 107 reduces 
from the first rate to a second rate , where the second rate is 
limited by the predetermined type 121 , 123 , . . or 129 of 
the data stored in the memory region 111 , 113 , ... , 
Different data types 121 , 123 , and 129 allow different 
degrees of reduction . In some instances , the lowest accept 
able refresh rate of the predetermined data type 121 , 123 , . 

or 129 is determined by the acceptable error / corruption 
probability that can be tolerated for the data of the prede 
termined type 121 , 123 , or 129 for the current 
temperature of the memory region 111 , 113 , ... , or 119 . 
[ 0040 ] At block 159 , the refresh control 107 refreshes the 
memory region 111 , 113 , ... , or 119 at the second rate . 
[ 0041 ] When there is no need to reduce the bandwidth 
penalty caused by refreshing the memory region 111 , 113 , . 
.. , or 119 , the refreshing control 107 can return to refreshing 
the memory region 111 , 113 , or 119 at the first rate . 
[ 0042 ] In one aspect , the present disclosure includes a 
computing system that has a dynamic memory system 105 
and a controller 101. The dynamic memory system 105 is 
configured to store a plurality of types 121 , 123 , 129 
of data in a plurality of memory regions 111 , 113 , 119 
respectively . The controller 101 is coupled to the dynamic 
memory system 105 via a communication channel , such as 
a bus 103 , and is operatively to monitor usages of memory 
access bandwidth of memory regions 111 , 113 , ... , 119 to 
reach a decision to reduce memory bandwidth used by 
refreshing the dynamic memory system 105. In response to 
the decision , the controller 101 reduces a refresh rate of at 
least one of the plurality of memory regions based on a type 
of data stored in the one of the plurality of memory regions . 
[ 0043 ] For example , each of the plurality of memory 
regions 111 , 113 , ... , 119 includes dynamic random access 
memory ( DRAM ) ; and the controller 101 refreshes a 
memory region 111 , 113 , . , or 119 at a reduced rate to 
reduce the memory bandwidth used by refreshing the 
dynamic memory system 105 . 
[ 0044 ] In general , refreshing a memory location at a rate 
includes repeating a refreshing operation a time interval 
determined by the rate or frequency . The refreshing opera 
tion includes reading data from the memory location and 
writing the data back to the memory location . 
[ 0045 ] For example , the controller 101 can refresh a first 
memory region 111 at a first frequency and refresh a second 
memory region 113 at a second frequency different from the 

first frequency . The first memory region 111 stores data of a 
first type 121 ; the second memory region 113 stores data of 
a second type 123 ; and the first frequency is lower than the 
second frequency when data of the first type 121 can tolerate 
a higher probability of error or data corruption than data of 
the second type 123. At a current operating temperature of 
the dynamic memory system 105 , there can be a threshold 
frequency such that when a memory region 111 , 113 , ... , 
or 119 is refreshed at or above the threshold frequency , the 
data in the memory region 111 , 113 , . or 119 can be 
considered to be guaranteed to be free of error or corruption . 
Refreshing the memory region 111 , 113 , ... , or 119 below 
the threshold frequency can be insufficient to prevent data 
corruption . In some instances , the first frequency can be 
reduced to below the threshold frequency to tolerate a level 
of data corruption in exchange for performance gain result 
ing from the reduced refresh frequency . The second fre 
quency can be no less than the threshold to fully prevent data 
corruption . 
[ 0046 ] For example , the first data type 121 can be images , 
icons , music , or video that can tolerate a level of data 
corruption ; and the second data type 123 can be instructions 
or variables that should be error free . 
[ 0047 ] For example , the data of the first type 121 can 
represent media consumed a media player ; and the data of 
the second type 123 can contain instructions and variables of 
applications . 
[ 0048 ] In another aspect , the present disclosure includes a 
method in the computing system . 
[ 0049 ] For example , the method can include identifying , 
by the controller 101 coupled to the dynamic memory 
system 105 , a plurality of memory regions 111 , 115 , ... 119 
in the dynamic memory system 105 as being used to store a 
plurality of types 121 , 123 , ... , 129 of data respectively . The 
method can further includes reaching a decision , by the 
controller 107 , to reduce memory bandwidth of used to 
refresh the dynamic memory system 105 and in response to 
the decision , reducing , by the controller 101 , a rate to refresh 
at least one memory region 111 , 113 , ... , or 119 based on 
a type 121 , 123 , ... , or 129 of data stored in the one memory 
region 111 , 113 , 
[ 0050 ] For example , the method can include sending , by 
the controller 101 , refresh commands to the memory region 
111 , 113 , ... , or 119 at a reduced rate . For example , a refresh 
command sent to the memory region 111 , 113 , 
can cause the dynamic memory system 105 to read data from 
the memory region 111 , 113 ,. or 119 and to write the data 
back to the memory region 111 , 113 , or 119. For 
examples , the memory regions 111 , 113 , . . . , and 119 can 
be separated by banks of memory units , where each bank is 
refreshed together . For example , each bank contains a set of 
memory cells of dynamic random access memory . 
[ 0051 ] For example , the method can include partitioning 
memory in the dynamic memory system 105 into the plu 
rality of regions 111 , 113 , .. 119 for associated with the 
plurality of types 121 , 123 , 129 of data . After the 
memory in the dynamic memory system 105 is partitioned 
according to the data types 121 , 123 , ... , 129 , the method 
can further include storing data in the plurality of regions 
111 , 113 , ... , 119 according to types 121 , 123 , ... , 129 of 
the data . 
[ 0052 ] In one aspect , the present disclosure includes com 
puting apparatuses performing any of the methods and 
non - transitory computer - readable storage media storing 

or 119 . 

or 119 
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instructions that , when executed by a processing device , 
cause the processing device to perform any of the methods . 
[ 0053 ] FIG . 5 illustrates an example machine of a com 
puter system 200 within which a set of instructions , for 
causing the machine to perform any one or more of the 
methodologies discussed herein , can be executed . In some 
embodiments , the computer system 200 can correspond to a 
host system that includes , is coupled to , or utilizes a dynamic 
memory system ( e.g. , the dynamic memory system 105 of 
FIG . 1 ) or can be used to perform the operations of a 
refreshing control 107 ( e.g. , to execute instructions to per 
form operations corresponding to the refresh control 107 
described with reference to FIGS . 1-4 ) . In alternative 
embodiments , the machine can be connected ( e.g. , net 
worked ) to other machines in a LAN , an intranet , an 
extranet , and / or the Internet . The machine can operate in the 
capacity of a server or a client machine in client - server 
network environment , as a peer machine in a peer - to - peer 
( or distributed ) network environment , or as a server or a 
client machine in a cloud computing infrastructure or envi 
ronment . 
[ 0054 ] The machine can be a personal computer ( PC ) , a 
tablet PC , a set - top box ( STB ) , a Personal Digital Assistant 
( PDA ) , a cellular telephone , a web appliance , a server , a 
network router , a switch or bridge , or any machine capable 
of executing a set of instructions ( sequential or otherwise ) 
that specify actions to be taken by that machine . Further , 
while a single machine is illustrated , the term “ machine ” 
shall also be taken to include any collection of machines that 
individually or jointly execute a set ( or multiple sets ) of 
instructions to perform any one or more of the methodolo 
gies discussed herein . 
[ 0055 ] The example computer system 200 includes a 
processing device 202 , a main memory 204 ( e.g. , read - only 
memory ( ROM ) , flash memory , dynamic random access 
memory ( DRAM ) such as synchronous DRAM ( SDRAM ) 
or Rambus DRAM ( RDRAM ) , static random access 
memory ( SRAM ) , etc. ) , and a data storage system 218 , 
which communicate with each other via a bus 230 ( which 
can include multiple buses ) . 
[ 0056 ] Processing device 202 represents one or more 
general - purpose processing devices such as a microproces 
sor , a central processing unit , or the like . More particularly , 
the processing device can be a complex instruction set 
computing ( CISC ) microprocessor , reduced instruction set 
computing ( RISC ) microprocessor , very long instruction 
word ( VLIW ) microprocessor , or a processor implementing 
other instruction sets , or processors implementing a combi 
nation of instruction sets . Processing device 202 can also be 
one or more special - purpose processing devices such as an 
application specific integrated circuit ( ASIC ) , a field pro 
grammable gate array ( FPGA ) , a digital signal processor 
( DSP ) , network processor , or the like . The processing device 
202 is configured to execute instructions 226 for performing 
the operations and steps discussed herein . The computer 
system 200 can further include a network interface device 
208 to communicate over the network 220 . 
[ 0057 ] The data storage system 218 can include a 
machine - readable storage medium 224 ( also known as a 
computer - readable medium ) on which is stored one or more 
sets of instructions 226 or software embodying any one or 
more of the methodologies or functions described herein . 
The instructions 226 can also reside , completely or at least 
partially , within the main memory 204 and / or within the 

processing device 202 during execution thereof by the 
computer system 200 , the main memory 204 and the pro 
cessing device 202 also constituting machine - readable stor 
age media . The machine - readable storage medium 224 , data 
storage system 218 , and / or main memory 204 can corre 
spond to the memory system 105 of FIG . 1 . 
[ 0058 ] In one embodiment , the instructions 226 include 
instructions to implement functionality corresponding to a 
refresh control 107 ( e.g. , the refresh control 107 described 
with reference to FIGS . 1-4 ) . While the machine - readable 
storage medium 224 is shown in an example embodiment to 
be a single medium , the term “ machine - readable storage 
medium ” should be taken to include a single medium or 
multiple media that store the one or more sets of instruc 
tions . The term “ machine - readable storage medium ” shall 
also be taken to include any medium that is capable of 
storing or encoding a set of instructions for execution by the 
machine and that cause the machine to perform any one or 
more of the methodologies of the present disclosure . The 
term “ machine - readable storage medium ” shall accordingly 
be taken to include , but not be limited to , solid - state memo 
ries , optical media , and magnetic media . 
[ 0059 ] Some portions of the preceding detailed descrip 
tions have been presented in terms of algorithms and sym 
bolic representations of operations on data bits within a 
computer memory . These algorithmic descriptions and rep 
resentations are the ways used by those skilled in the data 
processing arts to most effectively convey the substance of 
their work to others skilled in the art . An algorithm is here , 
and generally , conceived to be a self - consistent sequence of 
operations leading to a desired result . The operations are 
those requiring physical manipulations of physical quanti 
ties . Usually , though not necessarily , these quantities take 
the form of electrical or magnetic signals capable of being 
stored , combined , compared , and otherwise manipulated . It 
has proven convenient at times , principally for reasons of 
common usage , to refer to these signals as bits , values , 
elements , symbols , characters , terms , numbers , or the like . 
[ 0060 ] It should be borne in mind , however , that all of 
these and similar terms are to be associated with the appro 
priate physical quantities and are merely convenient labels 
applied to these quantities . The present disclosure can refer 
to the action and processes of a computer system , or similar 
electronic computing device , that manipulates and trans 
forms data represented as physical ( electronic ) quantities 
within the computer system's registers and memories into 
other data similarly represented as physical quantities within 
the computer system memories or registers or other such 
information storage systems . 
[ 0061 ] The present disclosure also relates to an apparatus 
for performing the operations herein . This apparatus can be 
specially constructed for the intended purposes , or it can 
include a general purpose computer selectively activated or 
reconfigured by a computer program stored in the computer . 
Such a computer program can be stored in a computer 
readable storage medium , such as , but not limited to , any 
type of disk including floppy disks , optical disks , CD 
ROMs , and magnetic - optical disks , read - only memories 
( ROMs ) , random access memories ( RAMs ) , EPROMs , 
EEPROMs , magnetic or optical cards , or any type of media 
suitable for storing electronic instructions , each coupled to 
a computer system bus . 
[ 0062 ] The algorithms and displays presented herein are 
not inherently related to any particular computer or other 
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apparatus . Various general purpose systems can be used with 
programs in accordance with the teachings herein , or it can 
prove convenient to construct a more specialized apparatus 
to perform the method . The structure for a variety of these 
systems will appear as set forth in the description below . In 
addition , the present disclosure is not described with refer 
ence to any particular programming language . It will be 
appreciated that a variety of programming languages can be 
used to implement the teachings of the disclosure as 
described herein . 
[ 0063 ] The present disclosure can be provided as a com 
puter program product , or software , that can include a 
machine - readable medium having stored thereon instruc 
tions , which can be used to program a computer system ( or 
other electronic devices ) to perform a process according to 
the present disclosure . A machine - readable medium includes 
any mechanism for storing information in a form readable 
by a machine ( e.g. , a computer ) . In some embodiments , a 
machine - readable ( e.g. , computer - readable ) medium 
includes a machine ( e.g. , a computer ) readable storage 
medium such as a read only memory ( “ ROM ” ) , random 
access memory ( “ RAM ” ) , magnetic disk storage media , 
optical storage media , flash memory components , etc. 
[ 0064 ] In the foregoing specification , embodiments of the 
disclosure have been described with reference to specific 
example embodiments thereof . It will be evident that various 
modifications can be made thereto without departing from 
the broader spirit and scope of embodiments of the disclo 
sure as set forth in the following claims . The specification 
and drawings are , accordingly , to be regarded in an illus 
trative sense rather than a restrictive sense . 

1. A method , comprising : 
identifying , by a controller coupled to a dynamic memory 

system via a communication channel , a plurality of 
memory regions in the dynamic memory system , the 
plurality of memory regions respectively storing a 
plurality of types of data , wherein a first memory region 
in the plurality of memory regions stores user data of a 
first type , and a second memory region in the plurality 
of memory regions stores user data of a second type , 
and wherein the user data of the first type represents 
media for a media player , and the user data of the 
second type contains instructions of applications ; 

reaching a decision , by the controller , to reduce memory 
bandwidth used to refresh the dynamic memory sys 

refreshing the second memory region in the plurality of 
memory regions at a second frequency different from 
the first frequency . 

6. ( canceled ) 
7. The method of claim 5 , wherein the first frequency is 

lower than the second frequency . 
8. The method of claim 7 , wherein the first frequency is 

below a threshold ; the second frequency is no less than the 
threshold ; and refreshing the dynamic memory system at the 
second frequency is sufficient to prevent data corruption ; 
and refreshing the dynamic memory system at the first 
frequency is insufficient to prevent data corruption . 

9. The method of claim 7 , wherein the user data of the first 
type is more error tolerant than the user data of the second 
type . 

10. ( canceled ) 
11. The method of claim 1 , further comprising : 
partitioning memory in the dynamic memory system into 

the plurality of regions pre - associated with the plurality 
of types of data ; and 

storing data in the plurality of regions according to types 
of the data . 

12. A system , comprising : 
a dynamic memory system having a plurality of memory 

regions respectively storing a plurality of types of data , 
wherein a first memory region in the plurality of 
memory regions stores data of a first type , and a second 
memory region in the plurality of memory regions 
stores data of a second type ; and 

a controller coupled to the dynamic memory system via a 
communication channel and operatively configured to : 
monitor usages of memory access bandwidth of the 

plurality of memory regions ; 
determine to reduce memory bandwidth used by 

refreshing the dynamic memory system ; and 
reduce a refresh rate of at least one of the plurality of 
memory regions based on a type of data stored in the 
one of the plurality of memory regions . 

13. The system of claim 12 , wherein each of the plurality 
of memory regions includes dynamic random access 
memory ; and the controller is further configured to : 

refresh the at least one of the plurality of memory regions 
at a reduced rate . 

14. The system of claim 13 , wherein a refreshing opera 
tion is repeated at a time interval determined by the reduced 
rate ; and the refreshing operation includes : 

reading data from a memory location , and 
writing the data back to the memory location . 
15. The system of claim 12 , wherein each of the plurality 

of memory regions includes dynamic random access 
memory ; and the controller is further configured to : 

refresh the first memory region in the plurality of memory 
regions at a first frequency ; and 

refresh the second memory region in the plurality of 
memory regions at a second frequency different from 
the first frequency . 

16. The system of claim 15 , wherein the first frequency is 
lower than the second frequency . 

17. The system of claim 16 , wherein the first frequency is 
below a threshold ; the second frequency is no less than the 
threshold ; and refreshing the dynamic memory system at the 
second frequency is sufficient to prevent data corruption ; 
and refreshing the dynamic memory system at the first 
frequency is insufficient to prevent data corruption . 

tem ; and 
in response to the decision , reducing , by the controller , a 

rate to refresh at least one of the plurality of memory 
regions based on a type of user data stored in the one 
of the plurality of memory regions . 

2. The method of claim 1 , further comprising : 
refreshing the at least one of the plurality of memory 

regions at a reduced rate . 
3. The method of claim 2 , wherein the refreshing is 

performed by repeating a refreshing operation at a time 
interval determined by the reduced rate ; and the refreshing 
operation includes : 

reading data from a memory location ; and 
writing the data back to the memory location . 
4. The method of claim 3 , wherein each of the plurality of 

memory regions includes dynamic random access memory . 
5. The method of claim 1 , further comprising : 
refreshing the first memory region in the plurality of 
memory regions at a first frequency ; and 
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18. The system of claim 16 , wherein the data of the first 
type is more error tolerant than the data of the second type . 

19. The system of claim 16 , wherein the data of the first 
type represents media for a media player ; and the data of the 
second type contains instructions of applications . 

20. A non - transitory computer - readable storage medium 
storing instructions that , when executed by a processing 
device , cause the processing device to perform a method , the 
method comprising : 

partitioning memory of a dynamic memory system into a 
plurality of regions pre - associated with a plurality of 
types of data , wherein a first memory region in the 
plurality of memory regions stores data of a first type , 
and a second memory region in the plurality of memory 
regions stores data of a second type , and wherein the 
data of the first type represents media for a media 
player , and the data of the second type contains instruc 
tions of applications ; 

storing data in the plurality of regions according to types 
of the data ; 

monitoring memory bandwidth usages of the dynamic 
memory system , wherein the controller refreshes the 
dynamic memory system ; 

determining to reduce bandwidth penalty caused by 
refreshing the dynamic memory system ; and 

reducing a refresh rate of at least one of the plurality of 
memory regions in accordance with a type of data 
stored in the one of the plurality of memory regions . 


