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(54) METHOD AND DEVICE FOR CONTENT RECORDING AND STREAMING

(57) A content sharing method applied to a comput-
ing device includes: obtaining real-time image informa-
tion of a target content for a content sharing event, ob-
taining user information of a plurality of user devices par-
ticipating the content sharing event, presenting a virtual
content sharing scene that includes the image informa-
tion of the target content and interaction information, ob-
taining authorized supplemental content corresponding
to a target user type of the target user device, and pre-

senting at least part of the authorized supplemental con-
tent in the content sharing scene. The user information
of the plurality of user devices includes a plurality of user
types of the plurality of user devices. The authorized sup-
plemental content corresponding to a first user type is
different from the authorized supplemental content cor-
responding to a second user type different from the first
user type.
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Description

TECHNICAL FIELD

[0001] The present disclosure generally relates to au-
dio and video processing technology and augmented re-
ality (AR) technology, and in particular, to systems, meth-
ods, and devices for recording and streaming content.

BACKGROUND

[0002] Video and audio recording and streaming of live
scenes are becoming a key attraction for users of com-
puting devices. For instance, more and more users are
enjoying the benefits of creating videos at live events,
such as sports events and live performances, and shar-
ing the recorded video with an audience either in real
time or after the event.
[0003] Currently, a participant or an event personnel
may use a mobile device, such as a smart phone or a
tablet, or a digital video (DV) recorder to record live vid-
eos. However, these devices in general only record real
scenes in the physical environment. Due to development
of wireless technology, live event organizers may deliver
additional contents to the on-site audiences, such as real-
time prompt information or interactive information be-
tween performers and audiences. In particular, the de-
velopment of augmented reality (AR) technology may al-
low stage performers to add real-time special effects or
interactive information in a digital format. When the on-
site audiences want to record live scenes for sharing,
they may either record real-scene videos of the live event,
or they may record video frames capturing all the infor-
mation, including the additional contents, blended to-
gether in the video frames. They cannot selectively re-
move certain contents that they do not wish to display
during sharing or stored playback. This limitation may
negatively affect user experience of such a recording sys-
tem. In addition, for the event organizers, they may not
wish to share certain information to outside viewers who
are not a participant or attendee of the event. For exam-
ple, they may wish to exclude certain on-site prompt or
interactive information from videos shared to public au-
diences. The current recording systems do not provide
selective recording of real-scenes and supplemental
contents, and do not allow streaming systems to selec-
tively broadcast or display the recorded contents. The
present disclosure in part aims to address the limitations
in the existing systems.

SUMMARY

[0004] In one aspect, the present disclosure provides
a content sharing method. The method may be applied
to a target user device, and includes: obtaining real-time
image information of a target content for a content sharing
event; obtaining user information of a plurality of user
devices participating the content sharing event, the plu-

rality of user devices including the target user device, the
user information of the plurality of user devices including
a plurality of user types of the plurality of user devices,
and the plurality of user types including a first user type
and a second user type different from the first user type;
presenting a virtual content sharing scene that includes
the image information of the target content and interac-
tion information; obtaining authorized supplemental con-
tent corresponding to a target user type of the target user
device, the target user type being one of the first user
type and the second user type, the first user type corre-
sponding to a first selection rule, the second user type
corresponding to a second selection rule different from
the first selection rule, and the authorized supplemental
content corresponding to the first user type being differ-
ent from the authorized supplemental content corre-
sponding to the second user type; and presenting at least
part of the authorized supplemental content in the content
sharing scene.
[0005] In certain embodiments, the method further in-
cludes determining the target user type according to at
least one of location verification or user identity verifica-
tion.
[0006] In certain embodiments, the user identity veri-
fication includes user biometric information verification.
[0007] In certain embodiments, the method further in-
cludes presenting a supplemental content selection in-
terface for the target user device; obtaining selected sup-
plemental content from the authorized supplemental con-
tent according to a user operation performed on the sup-
plemental content selection interface; and presenting the
selected supplemental content in the content sharing
scene.
[0008] In certain embodiments, the method further in-
cludes sending an access request for obtaining additional
information about the target content, the access request
including the target user type of the target user device;
receiving a requirement associated with the access re-
quest; sending an acceptance response indicating that
the target user fulfills the requirement; and after sending
the acceptance response, receiving the additional infor-
mation about the target content.
[0009] In certain embodiments, the target user type is
the first user type, the method further includes, receiving
an access request for obtaining additional information
about the target content from one user device of the plu-
rality of user devices, the one user device having the
second user type; sending a requirement associated with
the access request; receiving an acceptance response
indicating that the one user device fulfills the requirement;
and sending the additional information about the target
content to the one user device.
[0010] In certain embodiments, the first user type is a
client type and the second user type is a vendor type,
the target user type of the target user device is the client
type, and the method further includes: presenting a ven-
dor supplemental content selection interface; obtaining
a vendor-specific selection rule corresponding to the ven-
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dor type according to a user operation on the vendor
supplemental content selection interface; and sending
the vendor-specific selection rule to one of the plurality
of user devices with the vendor type, for the one of the
plurality of user devices with the vendor type to obtain
and present selected supplemental content in the content
sharing scene according to the vendor-specific selection
rule.
[0011] In certain embodiments, the first user type is a
client type and the second user type is a vendor type,
the target user type of the target user device is the vendor
type, and the method further includes: receiving a ven-
dor-specific selection rule from one of the plurality of user
devices with the client type; obtaining selected supple-
mental content according to the vendor-specific selection
rule; and presenting the selected supplemental content
in the content sharing scene.
[0012] In certain embodiments, the authorized supple-
mental content includes at least one of a map, a blueprint,
ranging information, dimension information, location in-
formation, a quote, or purchase information.
[0013] In certain embodiments, the method further in-
cludes obtaining product information including at least a
graphic representation of a product and attribute infor-
mation of the product; and presenting the product infor-
mation.
[0014] In certain embodiments, presenting the product
information includes presenting the product information
in the content sharing scene.
[0015] In certain embodiments, presenting the product
information includes presenting, using an augmented re-
ality device, the product information according to a phys-
ical scene where a user of the target user device is lo-
cated.
[0016] In certain embodiments, the attribute informa-
tion of the product includes order information of the prod-
uct, and the method further includes providing an order
option while presenting the product information; and in
response to the order option being selected, placing an
order of the product according to the order information.
[0017] In certain embodiments, presenting the content
sharing scene includes presenting the virtual content
scene using at least one of a virtual reality device, an
augmented reality device, a holographic projector, or a
laser projector.
[0018] In another aspect of the present disclosure, a
computing device for performing content sharing is pro-
vided. The computing device includes: a non-transitory
computer-readable storage medium storing a plurality of
computer-executable instructions; and a processor, cou-
pled to the non-transitory computer-readable storage
medium and configured to execute the computer-execut-
able instructions to: obtain real-time image information
of a target content for a content sharing event; obtain
user information of a plurality of user devices participating
the content sharing event, the plurality of user devices
including the computing device, the user information of
the plurality of user devices including a plurality of user

types of the plurality of user devices and/or interaction
information of the plurality of user devices, and the plu-
rality of user types including a first user type and a second
user type different from the first user type; present a vir-
tual content sharing scene that includes the image infor-
mation of the target content and interaction information;
obtain authorized supplemental content corresponding
to a target user type of the computing device, the target
user type being one of the first user type and the second
user type, the first user type corresponding to a first se-
lection rule, the second user type corresponding to a sec-
ond selection rule different from the first selection rule,
and the authorized supplemental content corresponding
to the first user type being different from the authorized
supplemental content corresponding to the second user
type; and present at least part of the authorized supple-
mental content in the content sharing scene.
[0019] In certain embodiments, the processor is further
configured to execute the computer-executable instruc-
tions to determine the target user type according to at
least one of a location verification or a user identity ver-
ification.
[0020] In certain embodiments, the processor is further
configured to execute the computer-executable instruc-
tions to present a supplemental content selection inter-
face for the computing device; obtain selected supple-
mental content from the authorized supplemental content
according to a user operation performed on the supple-
mental content selection interface; and present the se-
lected supplemental content in the content sharing
scene.
[0021] In certain embodiments, the processor is further
configured to execute the computer-executable instruc-
tions to send an access request for obtaining additional
information about the target content, the access request
including the target user type of the computing device;
receive a requirement associated with the access re-
quest; send an acceptance response indicating that the
target user fulfills the requirement; and after sending the
acceptance response, receive the additional information
about the target content.
[0022] In certain embodiments, the authorized supple-
mental content includes at least one of a map, a blueprint,
ranging information, dimension information, location in-
formation, a quote, or purchase information.
[0023] In certain embodiments, the processor is further
configured to execute the computer-executable instruc-
tions to obtain product information including at least a
graphic representation of a product and attribute infor-
mation of the product; and present the product informa-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0024] In order to more clearly illustrate the technical
solutions in the embodiments of the present disclosure,
the drawings used in the description of the embodiments
will be briefly described below. It is obvious that the draw-
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ings in the following description are only some embodi-
ments of the present disclosure. Other drawings may be
obtained by those of ordinary skill in the art based on
these drawings.

FIG. 1 illustrates an application scenario of the con-
tent streaming and recording system according to
certain embodiments;

FIG. 2 illustrates a content recording and sharing
method according to certain embodiments;

FIG. 3 illustrates a content recording and sharing
method according to certain other embodiments;

FIG. 4 illustrates a content sharing method according
to certain other embodiments; and

FIG. 5 illustrates a device configuration according to
certain embodiments of the present disclosure.

DETAILED DESCRIPTION

[0025] The technical solutions according to the embod-
iments of the present disclosure are described in the fol-
lowing with reference to the accompanying drawings.
The described embodiments are only part of the embod-
iments of the present disclosure, but not all the embod-
iments. All other embodiments obtained by a person of
ordinary skill in the art based on the embodiments of the
present disclosure without creative efforts are within the
scope of the present disclosure.
[0026] The present disclosure provides a method, a
device, and a system for synchronous recording and
playback of real scenes and supplemental contents in
real time, as well as selectively outputting desired content
during recording, playback, and sharing according to tar-
geted audience or system or user configuration. For ex-
ample, the method, device, and system of the present
disclosure may provide the following functions:

1. performing on-site real-time recording of real
scenes in a physical environment;

2. superimposing supplemental contents on the vid-
eos of real-scene recording, where the supplemental
contents may content such as interactive informa-
tion, special effects, feedback from online and off-
line users including comments, thumbs-up, digital
gifts, and so on, and the contents may be in the forms
of text, images, videos, audios, animations, and oth-
er AR contents;

3. storing, exporting, and replaying the video con-
tents, where during playback, supplemental con-
tents may be selectively superimposed on the real-
scene videos;

4. allowing a user to choose a time or a place for
recording and playback, and providing different man-
ners for display according to different scenes;

5. providing language support functions such as real-
time voice recognition, voice-to-text transcription,
voice translation, and so on; and

6. providing supplementary indications and instruc-
tions, such as giving directions, providing route nav-
igation, and so on.

[0027] Further, according to certain embodiments of
the present disclosure, a display terminal for real scene
display and playback may be a smart device such as a
smart phone, AR glasses, a tablet computer, or a TV or
a screen projector, and so on. The system, device, and
method can be applied to a wide variety of application
scenarios involving live events, such as concerts, lec-
tures, competitions, symposiums, seminars, face-to-face
interviews and so on.
[0028] In one aspect of the present disclosure, a con-
tent streaming and recording system is provided. FIG. 1
shows an application scenario of the content streaming
and recording system 100 according to certain embodi-
ments. As shown in FIG. 1, the content streaming and
recording system 100 may include a camera 110, a con-
trol interface 120, a wireless communication unit 140, a
public network 150, a data server 160, a processing serv-
er 170, a user terminal 180, and a display interface 190.
The camera 110 may be configured to record videos of
a real scene 130 in a physical environment. The real
scene 130 may also be termed as a physical scene and
it is a scene taking place in the physical environment
instead of a computer-generated or a camera-recorded
scene. The display interface 190 may be configured to
display scenes recorded by the camera 110. The control
interface 120 may be configured to receive user inputs.
In some embodiments, the control interface 120 may in-
clude a physical control panel. In certain other embodi-
ments, the control interface may include a software in-
terface displayed on a screen. The control interface 120
and the display interface 190 may be associated with one
or more processors that execute command to operate
the control interface 120 and the display interface 190.
The control interface 120 and the display interface 190
may communicate with the user terminal through the pub-
lic network 150. In certain embodiments, the control in-
terface 120 and the display interface 190 may commu-
nicate with the data server 160 and the processing server
170 through the public network 150. The data server 160
and the processing server 170 may process the recorded
real-scene video and supplemental contents to create a
customized AR display. In certain embodiments, the user
terminal may employ augmented reality (AR) technology,
and display real-time special effects or interactive infor-
mation in as AR contents.
[0029] The control interface 190 may control whether
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the display interface 190 displays the recorded real-
scene videos in real time. It may further control whether
to superimpose supplemental contents on the real-scene
videos on the display interface 190 in real time. The sup-
plemental contents may include supplemental informa-
tion of a scene in the real-scene videos (e. g., subtitles).
The supplemental contents may also include supplemen-
tal information of a target object in the real-scene videos,
such as text, images, or animations providing additional
information about the target object. Further, the supple-
mental contents may include notification information from
a surrounding environment, such as notification from a
theater where the live event takes place. Supplemental
information customized to specific audience may also be
included, such as multilingual annotations, and feedback
from off-site viewers (such as discussions of friends out-
side the theater about shared videos) may also be in-
cluded.
[0030] The control interface may also control whether
to upload and share the recorded live videos and sup-
plemental contents in real time through the wireless com-
munication component 140. The processing server 170
may push supplemental information that matches the
current content and the subscribed information that
matches a user to the public network 150 through the
server 160.
[0031] The processing server 170 may receive the re-
corded real-scene videos as well as the supplemental
contents displayed on the on-site display interface with
the real-scene videos uploaded and shared by the on-
site users in real time from the network 150 through the
data server 160. The processing server 170 may further
perform secondary processing on the received video da-
ta and supplemental contents, and upload the processed
contents to the public network 150 through the data serv-
er 160.
[0032] In certain embodiments, the control interface
may control uploading and sharing the recorded live vid-
eos and supplemental contents in real time as the con-
tents are being recorded. An off-site viewer may receive
real-time contents uploaded and shared by on-site users
from on the public network 150 through the user terminal
8, enabling content sharing and discussion. The off-site
viewer may also receive real-time contents from the
processing server 170 via the public network 150 through
the user terminal 8, enabling superimpose display of con-
tents such as commercial promotion while ensuring con-
tent privacy and security. In certain other embodiments,
the control interface may control storing the recorded live
videos and supplemental contents in a memory device,
and control uploading and sharing the recorded live vid-
eos and supplemental contents after the contents have
been recorded.
[0033] In certain embodiments, the camera 110, the
control interface 120, and the display interface 190 may
be included in an electronic device, such as a smart de-
vice. A user at the location of a live event may be a mem-
ber of the on-site audiences. The user may use the smart

device to record the event and at the same time use the
control interface on the smart device to configure the re-
cording, playback, and sharing the recorded videos. In
one example, the user may use the control interface to
choose which supplemental contents to superimpose the
playback video while recording. In another example, the
user may choose which supplemental contents to upload
with the recorded real-scene data to a video hosting plat-
form.
[0034] In certain embodiments, the camera 110 may
be separated from the display interface 190 and the con-
trol interface 120. For example, the camera 110 may be
a DV camcorder operated by a photographer. Live video
recorded by the DV camcorder may be transmitted to the
display interface 190 in real time for playback. The control
interface 120 may be operated by an event organizer to
generate supplemental contents and to specify which
supplemental contents can be shared according to a con-
figuration. The configuration may include different audi-
ence categories, for example, on-site audience, VIP au-
dience, and off-site audience. The configuration may fur-
ther include an index of the supplemental contents al-
lowed to be shared with a corresponding group. For ex-
ample, the event organizer may allow a specific supple-
mental content to be delivered to the on-site audiences
but not allow it to be uploaded to a public video hosting
platforms or be shared to outside audiences. Through
the control interface 120, the event organizer may further
selectively deliver the supplemental contents to a specific
audience based on audience information such as audi-
ence category, audience location, audience request, and
so on. Certain audience information may be acquired
through wirelessly communicating with an application in-
stalled on a user mobile device. For example, the control
interface 120 may communicate with the user mobile de-
vice and receive a location of an event attendee from the
user mobile device. Once the location of the event at-
tendee is determined, the control interface 120 may se-
lect supplemental contents to deliver to the user mobile
device, such as AR superimpose on the recorded videos
to provide direction and navigation information, location-
specific special effects, and so on.
[0035] In an aspect of the present disclosure, a content
recording and sharing method is provided. FIG. 2 illus-
trates the content recording and sharing method 200 ac-
cording to certain embodiments. The method may be im-
plemented by a user terminal device. In certain embod-
iments, the user terminal device may be a mobile device
used by a user who is an on-site participant or an on-site
audience of a live event. In certain embodiments, the
user terminal may employ augmented reality (AR) tech-
nology, and configured to display real-time special effects
or interactive information in as AR contents. The user
terminal device may have a display interface to display
contents, an interactive interface for receiving user in-
structions, a communication unit to receive and send data
via a network, and processor that executes computer pro-
gram instructions to control operations of the display in-
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terface, the input interface, and communication unit. In
certain embodiments, the user terminal device may fur-
ther include a camera configured to record real-scene
videos and a memory to store data. As shown in FIG. 2,
the content recording and sharing method may include
the following steps.
[0036] Step S202 is to initiate a display interface to
display real-scene video in real time in response to re-
ceiving a first user instruction. The real-scene video is a
video capturing a physical scene taking place in a phys-
ical environment. By contrast, the real-scene video is not
a computer-generated display or a video recording of a
computer-generated or recorded display. In certain em-
bodiments, the user terminal device may receive a user
instruction through the interactive interface to start dis-
playing real-scene videos on the display interface. In one
example, an on-site participant or audience may use the
camera of the user terminal device to capture real scenes
at an event location. The captured real scene may be
displayed on the display interface of the user terminal
device. In another example, the user terminal device may
receive real-scene video data from another camera at
the event location, and display the video since on the
display interface in real time.
[0037] Step S204 is to obtain the supplemental con-
tents in real time. In certain embodiments, the supple-
mental contents may be received from a server in real
time. For example, the event organizer may create sup-
plemental contents synchronized with the real-scene vid-
eos to better inform the audience or to enhance their
experience. The user terminal device may receive these
supplemental contents. The supplemental contents may
include supplemental information of a scene in the real-
scene videos (e. g., subtitles). The supplemental con-
tents may also include supplemental information of a tar-
get object in the real-scene videos, such as text, images,
or animations providing additional information about the
target object. Further, the supplemental contents may
include notification information from a surrounding envi-
ronment, such as notification from a theater or other types
of venue where the live event takes place. For example,
a theater where the event is taking place may send the
seating information to the audience in real time, and may
notify the audience the starting time, the finishing time,
and/or the progress of the performance. In other exam-
ples, the venue may use the supplemental contents to
timely broadcast emergency information to the on-site
audience, including, for example, occurrence or forecast
of a natural disaster warning. Further, in other examples,
the supplemental contents may be used to notify off-site
information to the audience in real time, such as traffic
and weather conditions, or to provide assistance infor-
mation such as real-time taxi service information. Sup-
plemental information customized to specific audience
may also be included, such as multilingual annotations.
Feedback from on-site and off-site viewers (such as dis-
cussions of friends outside the theater about shared vid-
eos) may also be included in the supplemental informa-

tion. In certain embodiments, the user terminal device
may provide a user ID and credential data to the server,
so that the server may authorize the user terminal device
to receive certain supplemental contents. In certain em-
bodiments, the user terminal device may provide addi-
tional information to the server, such as location data,
owner data, user subscription and preference, and so
on, so that the server may tailor supplemental contents
provided to that specific user terminal device. In certain
embodiments, the user may configure one or more of the
owner data, user subscription data, and user preference
data on the user terminal device. In certain embodiments,
the sever may determine a user category according to
one or more of the user ID, user credential data, location
data, owner data, user subscription data, and user pref-
erence data, and determine which supplemental con-
tents to be delivered to the specific user terminal device.
For example, one or more of the user ID, user credential
data, and user location data, and/or owner data may in-
dicate that the user is a ticketed on-site participant, and
the server may accordingly authorize the user to receive
certain supplemental contents that are not available to a
user not being an on-site participant. In another example,
one or more of the user ID, user credential data, and user
location data, and/or owner data may indicate that the
user is a VIP on-site participant, and the server may ac-
cordingly authorize the user to receive additional supple-
mental contents. In another example, the server may use
the location data to determine certain supplemental con-
tents containing a visual effect specifically designed for
a viewing angle corresponding to the user location, and
deliver the supplemental contents containing the special
visual effect to the user terminal device, so the special
visual effect may be displayed superimposing the real-
scene video on the user terminal device. In yet another
example, the server may use the location data and one
or more of the user ID and/or credential data to determine
certain supplemental contents containing navigation in-
formation for guiding the user from the current location
to a designated seating location of the user, and deliver
the supplemental contents containing the navigation in-
formation to the user terminal device to help guiding the
user to find the designated seating location.
[0038] Step S206 is to display the supplemental con-
tents superimposed on the real-scene video in the display
interface according to a first configuration. In certain em-
bodiments, the user terminal device may superimpose
received supplemental contents to the real-scene video.
The user terminal device may selectively display certain
supplemental information, and display the selected sup-
plemental information in a certain manner, according to
a first configuration. In certain embodiments, the user
terminal device may store configuration information,
such as selection of a language, or whether to display a
certain category of supplemental information. Certain
configuration information may be entered by the user
through a user interface. Certain other configuration in-
formation may be configured at the time when a software

9 10 



EP 4 311 241 A1

7

5

10

15

20

25

30

35

40

45

50

55

application corresponding to the display interface is in-
stalled on the user terminal device, or when the display
interface is initiated. The configuration information may
include the first configuration. In certain embodiments,
the user may change the first configuration according to
user need or preference.
[0039] Step S208 is to initiate storing real-scene video
and the supplemental contents in response to a second
user instruction. In certain embodiments, the user may
choose to store the real-scene video as well as the sup-
plemental contents for later playback or sharing. In cer-
tain embodiments, the real-scene video and the supple-
mental contents may be stored in a same file with time
information, so that they can be synchronized at play-
back. In certain other embodiments, the real-scene video
and the supplemental contents may be stored in separate
files, each having time information or synchronization in-
formation. In certain embodiments, the real-scene video
and the supplemental contents may be stored according
to a second user configuration in addition to the user
instruction. The second user configuration may also be
stored on the user terminal device and may be changed
by the user. For example, the second user configuration
may be used to specify video storage format, resolution,
compression, as well as types of supplemental informa-
tion to be stored. In certain embodiments, the second
user configuration may be configured or edited by the
event organizer, and the user terminal device may re-
ceive the configuration information from the server in real
time. For example, the event organizer may allow a spe-
cific supplemental content to be delivered to the on-site
audiences for viewing but not allow it to be stored to the
user terminal device.
[0040] Step S210 is to determine selected supplemen-
tal contents for sharing according to a selection rule. The
method in the present disclosure provides flexibility of
sharing only selected supplemental contents to a specific
group of audiences. For example, off-site viewers may
not access certain supplemental contents due to the
event organizer’s preference or data security and priva-
cy. In certain embodiments, an on-site user may choose
to share the event video with outside viewers, and a sub-
set of the supplemental contents the on-site user re-
ceives may be selected to share with the outside viewers
along with the real-scene videos. The selection may be
made according to a selection rule. In certain embodi-
ments, the selection rule may be pre-configured, for ex-
ample, as pre-configured parameters of a software ap-
plication running on the user terminal device. In certain
embodiments, the selection rule may also be made or
edited in real time by the event organizer, and the user
terminal device may receive the selection rule from the
server in real time. For example, the event organizer may
allow a specific supplemental content to be delivered to
the on-site audiences but not allow it to be uploaded to
a public video hosting platforms or be shared to outside
viewers. In certain other embodiments, the on-site user
may edit certain aspect of the selection rule using the

interactive interface of the user terminal device. For ex-
ample, the on-site user may choose to share or not to
share a specific supplemental content with a specific
group of off-site viewers.
[0041] S212 is to share the real-scene video and se-
lected supplemental contents with additional users ac-
cording to a third configuration in response to a third user
instruction. In certain embodiments, the sharing may be
achieved by uploading the real-scene video and selected
supplemental contents to a video hosting platform. The
real-scene video and selected supplemental contents
may be uploaded from the on-site user terminal device
to a video hosting platform or a data server in order for
other viewers to access them. The process may be con-
ducted according to a third user configuration. In certain
embodiments, the selected supplemental contents and
the real-scene videos may be processed by the user ter-
minal device to generate superimposed video contents
for the sharing. In certain other embodiments, the select-
ed supplemental contents and the real-scene videos may
be first sent with their time or synchronization information
to a processing server to generate the superimposed vid-
eo contents.
[0042] In certain embodiments, the real-scene video
and selected supplemental contents may be uploaded in
real time as the contents are being recorded. Thus, an
off-site viewer may receive real-time contents uploaded
and shared by on-site users from a public network, ena-
bling real time content sharing and discussion. In certain
other embodiments, the real-scene video and selected
supplemental contents may be uploaded at a later time
after the contents have been recorded. Additional post
processing and editing may be performed on the stored
contents before sharing.
[0043] FIG. 3 illustrates another content recording and
sharing method according to certain other embodiments.
The method may be implemented by a computing device.
In certain embodiments, the computing device may be a
server used by an event personnel to provide content
and media management for the event. The server may
have a display interface to display contents, an interac-
tive interface for receiving user instructions, a communi-
cation unit to receive and send data via a network, and
processor that executes computer program instructions
to control operations of the display interface, the input
interface, and communication unit. In certain embodi-
ments, the computing device may communicate with a
camera configured to record real-scene videos and a
memory to store data. As shown in FIG. 3, the content
recording and sharing method 300 may include the fol-
lowing steps.
[0044] Step S302 is to receive real-scene videos in real
time. In certain embodiments, the computing device may
receive video data from a camera, for example, from a
DV camcorder that records real-scene videos at an event
location. In certain embodiments, the computing device
may further control the camera to take real-scene videos
while receiving video data from the camera.
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[0045] Step S304 is to generate supplemental con-
tents synchronized with the real-scene videos. In certain
embodiments, the event organizer or personnel may cre-
ate supplemental contents synchronized with the real-
scene videos to better inform the audience or to enhance
audience experience. The supplemental contents may
include supplemental information of a scene in the real-
scene videos (e. g., subtitles). The supplemental con-
tents may also include supplemental information of the
physical scene or a target object in the real-scene videos,
such as text, audio signal, images, or animations provid-
ing additional information about the physical scene or the
target object. Further, the supplemental contents may
include notification information from a surrounding envi-
ronment, such as notification from a theater or other types
of venue where the live event takes place.
[0046] Step S306 is to receive user information from
an on-site user terminal device. The method provided by
the present disclosure may offer the event organizer the
flexibility to deliver supplemental contents customized to
specific audience. Thus, in certain embodiments, the
computing device may receive user information from a
user terminal device. In certain embodiments, the user
terminal device may provide user ID and credential data
to the computing device, so that the computing device
may authorize the user terminal device to receive certain
supplemental contents. In certain embodiments, the user
terminal device may provide additional information to the
computing device, such as location data, owner data,
user subscription and preference, and so on, so that the
computing device may tailor supplemental contents pro-
vided to that specific user terminal device.
[0047] Step S308 is to send first selected supplemental
contents to the on-site user terminal device according to
the user information and/or a first selection rule. In certain
embodiments, the computing device may select supple-
mental contents according to the user information and/or
a first selection rule, and send selected supplemental
contents to the on-site user terminal, so that an on-site
user may view the targeted supplemental contents su-
perimposed on the real-scene video. In certain embodi-
ments, the computing device may determine a user cat-
egory according to one or more of the user ID, user cre-
dential data, location data, owner data, user subscription
data, and user reference data, and determine which sup-
plemental contents to be delivered to the specific user
terminal device according to the user category. For ex-
ample, the computing device may determine whether the
user terminal device is associated with a user who is a
ticketed on-site participant based on one or more of the
user ID, user credential data, user location data, and/or
owner data, and the computing device may accordingly
authorize the user to receive certain supplemental con-
tents that are not available to a user not being an on-site
participant. In another example, the computing device
may determine whether the user is a VIP participant
based on one or more of the user ID, user credential data,
and user location data, and/or owner data, and the com-

puting device may accordingly authorize the user to re-
ceive additional supplemental contents targeted to VIP
participants. In another example, the computing device
may use the location data to determine certain supple-
mental contents containing a visual effect specifically de-
signed for a viewing angle corresponding to the user lo-
cation, and deliver the supplemental contents containing
the special visual effect to the user terminal device, so
the special visual effect may be displayed superimposing
the real-scene video on the user terminal device. In yet
another example, the computing device may use the lo-
cation data and one or more of the user ID and/or cre-
dential data to determine certain supplemental contents
containing navigation information for guiding the user
from the current location to a designated seating location
of the user, and deliver the supplemental contents con-
taining the navigation information to the user terminal
device to help guiding the user to find the designated
seating location.
[0048] Step S310 is to determine second selected sup-
plemental contents according to a second selection rule.
The method in the present disclosure provides flexibility
of sharing only selected supplemental contents to a spe-
cific group of audiences. For example, the event organ-
izer may allow a specific supplemental content to be de-
livered to the on-site audiences but not allow it to be up-
loaded to a public video hosting platforms or be shared
to outside audiences. For example, off-site audiences
may not access certain supplemental contents due to the
event organizer’s preference or data security and priva-
cy. In certain embodiments, the computing device may
configure a selection rule to specify which supplemental
contents are to be shared with off-site viewers.
[0049] Step S312 is to share real-scene videos and
the second selected supplemental contents with off-site
viewers. In certain embodiments, the computing device
may share the real-scene videos and the second select-
ed supplemental contents with off-site viewers who are
not direct participants of the event. In certain embodi-
ments, the computing device may locally process the re-
al-scene videos and the second selected supplemental
contents to generate a superimposed video, and upload
the superimposed video to a video hosting platform to
share with off-site viewers. In certain other embodiments,
to save computational resources, the computing device
may send the real-scene videos and the second selected
supplemental contents to a processing server to cause
the processing server to superimpose the real-scene vid-
eos with the second selected supplemental contents to
share with off-site viewers.
[0050] In certain embodiments, the real-scene video
and selected supplemental contents may be sent to a
processing server in real time as the contents are being
recorded. Thus, an off-site viewer may receive real-time
contents shared by the processing server from a public
network, enabling real time content sharing and discus-
sion. In certain other embodiments, the real-scene video
and selected supplemental contents may be sent to the
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processing server at a later time after the contents have
been recorded. Additional post processing and editing
may be performed on the stored contents before sharing.
[0051] FIG. 4 illustrates another content sharing meth-
od according to certain other embodiments. The method
may be implemented by a computing device. In certain
embodiments, the computing device may be a server
used by an event personnel to provide content and media
management for the event. The server may have a dis-
play interface to display contents, an interactive interface
for receiving user instructions, a communication unit to
receive and send data via a network, and processor that
executes computer program instructions to control oper-
ations of the display interface, the input interface, and
communication unit. In certain embodiments, the com-
puting device may communicate with a camera config-
ured to record real-scene videos and a memory to store
data. As shown in FIG. 4, the content sharing method
400 may include the following steps.
[0052] Step S402 is to obtain real-time image informa-
tion of a target content for a content sharing event. In
certain embodiments, the computing device may obtain
real-time image information of the target content from a
camera. In certain embodiments, the computing device
may obtain two-dimensional (2D) or three-dimensional
(3D) image data that may depict a physical scene where
the target content is located in real time. In some embod-
iments, the computing device may obtain 2D or 3D image
data of a virtual scene of the target content in real time.
[0053] The target content may describe an object or a
scene of interest for the content sharing event, such as
a product, a PowerPoint presentation, a construction site,
a building, a concert, a bidding event, etc. The object or
the scene of interest may be virtual or physical. The target
content can have any proper format, such as text, audio,
two-dimensional image, video, three-dimensional im-
age/model, hologram, or a combination thereof. The im-
age information of the target content may refer to a visible
presentation of the target content.
[0054] The content sharing event provides an online
venue for user devices at different locations to view and
interact with each other about the target content in real-
time. Real-time, as used herein, refers to substantially
the same time and allows reasonable latency due to net-
work speed and computing capacity of local device, such
as a latency within a couple of seconds or minutes.
[0055] Step S404 is to obtain user information of a plu-
rality of user devices participating in the content sharing
event. The user information of the plurality of user devices
includes a plurality of user types of the plurality of user
devices and/or interaction information of the plurality of
user devices. The plurality of user types include, for ex-
ample, a first user type and a second user type different
from the first user type. The computing device performing
the method 400 can be one of the plurality of user devices,
and is also referred to as a "target user device." The user
type of the target user device is also referred to as a
"target user type."

[0056] The interaction information may include, for ex-
ample, text, audio, video, and/or a status indicator indi-
cating that the user is online/offline. The interaction in-
formation can be used for the users participating in the
content sharing event to obtain information of the other
users participating in the content sharing event, for ex-
ample, who are attending the content sharing event at
the same time, or what are the other users sharing in the
content sharing event for all the participants. In some
embodiments, the interaction information may further be
used for the participants to interact with each other in
real-time through, for example, audio or video chatting.
In some embodiments, the interaction information of a
user may include information about holographic projec-
tion of the user or another object/scene, which may be
presented in the content sharing scene.
[0057] In certain embodiments, the computing device
may determine the user type of a user device, such as
the target user type of the computing device, according
to at least one of location verification or user identity ver-
ification. In some embodiments, the user identity verifi-
cation includes user biometric information verification.
[0058] In some embodiments, the user type (i.e., the
target user type) of the computing device may be deter-
mined based on the role of the user using the computing
device via the user identity verification. For example, if
the user is a client, the user type determined based on
the user identity verification is a client type. As another
example, if the user is a vendor, the user type determined
based on the user identity verification is a vendor type.
The user identity verification may be performed based
on the user identity information. The user identity infor-
mation may include user identification number (ID), user
name, or user biometric information, etc. The user bio-
metric information may include face information of the
user or fingerprint information of the user. The user iden-
tity verification may include face detection or fingerprint
detection.
[0059] In some embodiments, the user type of the com-
puting device may be determined based on the location
of the user using the computing device via the location
verification. For example, if the user is in city A, the user
type determined based on the location verification is a
city A user type, while if the user is in city B, the user type
determined based on the location verification is a city B
user type. The location of the user may be determined
based on the physical location where the user is using
the computing device. The location of the user may be
determined based on the internet protocol (IP) address
of the computing device.
[0060] An organizer and/or an administrator of the con-
tent sharing event may determine user types and corre-
sponding supplemental content selection rules for the
event. Different events may have different sets of user
types. For example, in one event, the user types may
include vendor type and client type; in another event, the
user types may include live user type and remote user
type; and in another event, the user types may include
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customer type and seller type.
[0061] Step S406 is to present a virtual content sharing
scene. The virtual content sharing scene can include the
image information of the target content. In some embod-
iments, the virtual content sharing scene can further in-
clude the interaction information.
[0062] In some embodiments, the content sharing
scene may be presented using at least one of a virtual
reality device, an augmented reality device, a holograph-
ic projector, or a laser projector. In some embodiments,
the content sharing scene may be presented on a screen.
[0063] Step S408 is to obtain authorized supplemental
content corresponding to the target user type of the target
user device (the computing device). Different user types
may correspond to different selection rules. The target
user type may be one of the first user type and the second
user type. The first user type may correspond to a first
selection rule. The second user type may correspond to
a second selection rule different from the first selection
rule. The authorized supplemental content correspond-
ing to the first user type may be different from the author-
ized supplemental content corresponding to the second
user type.
[0064] In some embodiments, the authorized supple-
mental content(s) may include at least one of a map, a
blueprint, ranging information, dimension information, lo-
cation information, a quote, or purchase information.
[0065] In some embodiments, the user using the com-
puting device may have authority to view various supple-
mental contents. Such supplemental contents are also
referred to as "authorized supplemental contents." The
user using the computing device may designate one or
more of the authorized supplemental contents as the de-
fault supplemental content(s) to be displayed in the con-
tent sharing scene. For example, the user is a client, and
the user has authority to view a blueprint, ranging infor-
mation, dimension information, a quote, and purchase
information of a product. The user may select one or more
of the blueprint, the ranging information, the dimension
information, the quote, and the purchase information of
the product as the default supplemental content(s) to be
displayed in the content sharing scene via a selection
operation on the computing device.
[0066] In certain embodiments, the computing device
may include a display for presenting a supplemental con-
tent selection interface for the user using the computing
device. The computing device may display the authorized
supplemental contents in the supplemental content se-
lection interface and may obtain the default supplemental
content according to a user operation performed on the
supplemental content selection interface. The computing
device may obtain selected supplemental content from
the authorized supplement content according to the user
operation as the default supplemental content to be dis-
played in the content sharing scene.
[0067] Step S410 is to present at least part of the au-
thorized supplemental content in the content sharing
scene.

[0068] In certain embodiments, the computing device
may also allow the user to select the displayed default
supplemental content from the authorized supplemental
content. For example, the computing device may display
the authorized supplemental contents in the supplemen-
tal content selection interface. The computing device
may obtain selected supplemental content according to
a user operation performed on the supplemental content
selection interface. The computing device may further
present the selected supplemental content, i.e., display-
ing the selected supplemental content in the content
sharing scene.
[0069] For example, the user using the computing de-
vice has authority to view content A, content B, content
C, and content D. The default supplemental contents pre-
sented in the content sharing scene include content A
and content B. The user may perform a selection oper-
ation on the supplemental content selection interface dis-
played on the computing device to select content C and
content D to be presented in the content sharing scene.
After the user performs the selection operation, the de-
fault supplemental contents (content A and content B)
presented in the content sharing scene are replaced by
the selected supplemental contents (content C and con-
tent D). In another example, the default supplemental
contents presented in the content sharing scene include
content A, content B, content C. The user may perform
a selection operation on the supplemental content selec-
tion interface displayed on the computing device to select
content B, content C, and content D to be presented in
the content sharing scene. After the user performs the
selection operation, the default supplemental contents
(content A, content B, and content C) presented in the
content sharing scene are replaced by the selected sup-
plemental contents (content B, content C, and content
D). In some embodiments, the user may perform a se-
lection operation on the supplemental content selection
interface displayed on the computing device to select all
the authorized supplemental contents to be presented in
the content sharing scene. After the user performs the
selection operation, all the authorized supplemental con-
tents (content A, content B, content C, and content D)
are presented in the content sharing scene, where the
default supplemental contents are the same as the au-
thorized supplemental contents.
[0070] In certain embodiments, the computing device
may send an access request for obtaining additional in-
formation about the target content, receive a requirement
associated with the access request, send an acceptance
response indicating that the target user fulfills the require-
ment, and after the acceptance response is sent, receive
the additional information about the target content. The
access request may include the target user type of the
computing device.
[0071] For example, the user using the computing de-
vice is a vendor, and the user has authority to view the
blueprint, the ranging information, and the dimension in-
formation of a product as the authorized supplemental
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contents. If the user requests to view the purchase infor-
mation of the product, which is not an authorized supple-
mental content, the computing device may send an ac-
cess request to the server for obtaining the purchase
information of the product, where the access request in-
cludes information indicating that the user type of the
computing device is vendor type. The server then sends
to the computing device a requirement associated with
the access request, such as signing an additional agree-
ment. After the computing device receives the require-
ment, if the user fulfills the requirement, e.g., if the user
signs the additional agreement, the computing device
sends an acceptance response indicating that the user
fulfills the requirement to the server. After receiving the
acceptance response, the server may send the purchase
information of the product to the computing device. If the
user does not fulfill the requirement, the server may deny
the access request sent by the user using the computing
device.
[0072] In certain embodiments, the target user type of
the computing device (the target user device) is the first
user type, the computing device may receive an access
request for obtaining additional information about the tar-
get content from one of the plurality of user devices and
the one of the plurality of user devices has the second
user type, send a requirement associated with the access
request, receive an acceptance response indicating that
the one of the plurality of user devices with the second
user type fulfills the requirement, and send the additional
information about the target content to the one of the
plurality of user devices with the second user type.
[0073] For example, the user using the computing de-
vice is a client. Another user using one of the plurality of
user devices is a vendor. The vendor has authority to
view the blueprint, the ranging information, and the di-
mension information of a product as the authorized sup-
plemental contents. If the vendor requests to view the
purchase information of the product, which is not an au-
thorized supplemental content for the vendor, the vendor
using the one of the plurality of user devices may send
an access request to the computing device for obtaining
the purchase information of the product, where the ac-
cess request includes information indicating that the user
type of the user device of the vendor is vendor type. The
computing device receives the access request and sends
to the user device of the vendor a requirement associated
with the access request, such as signing an additional
agreement. The user device of the vendor may then send
a response to the computing device. In response to the
computing device determining that the vendor fulfills the
requirement, the computing device used by the client
may authorize the user device used by the vendor to
obtain the purchase information of the product. In re-
sponse to the computing device determining that the ven-
dor does not fulfill the requirement, the computing device
used by the client may deny the access request for ob-
taining the purchase information of the product from the
vendor. After the client authorizes the vendor to obtain

the purchase information of the product, the user device
of the vendor may obtain the purchase information from
the computing device or the server.
[0074] In certain embodiments, the first user type is a
client type and the second user type is a vendor type,
the target user type of the computing device is the client
type. The computing device may present a vendor sup-
plemental content selection interface, obtain a vendor-
specific selection rule corresponding to the vendor type
according to a user operation on the vendor supplemen-
tal content selection interface, and send the vendor-spe-
cific selection rule to one of the plurality of user devices
that has the vendor type for the one of the plurality of
user devices with the vendor type to obtain and present
selected supplemental contents in the content sharing
scene according to the vendor-specific selection rule.
[0075] The method in the present disclosure provides
flexibility of sharing only selected supplemental contents
to one or more user devices with a specific user type.
For example, off-site viewers may not access certain sup-
plemental contents due to the event organizer’s prefer-
ence or data security and privacy. In certain embodi-
ments, an on-site user may choose to share the event
video with outside viewers, and a subset of the supple-
mental contents that the on-site user receives may be
selected to share with the outside viewers along with the
real-scene videos. The selection may be made according
to a selection rule. In certain embodiments, the selection
rule may be pre-configured, for example, as pre-config-
ured parameters of a software application running on the
user terminal device. In certain embodiments, the selec-
tion rule may also be made or edited in real time by the
event organizer, and the user terminal device may re-
ceive the selection rule from the server in real time. For
example, the event organizer may allow a specific sup-
plemental content to be delivered to the on-site audienc-
es but not allow it to be uploaded to a public video hosting
platforms or be shared with outside viewers. In certain
other embodiments, the on-site user may edit certain as-
pect of the selection rule using the interactive interface
of the user terminal device. For example, the on-site user
may choose to share or not to share a specific supple-
mental content with a specific group of off-site viewers
[0076] In certain embodiments, the first user type is a
client type and the second user type is a vendor type,
the target user type of the computing device is the vendor
type. The computing device may receive a vendor-spe-
cific selection rule from one of the plurality of user devices
with the client type, obtain selected supplemental content
according to the vendor-specific selection rule, and
present the selected supplemental content in the content
sharing scene.
[0077] In certain embodiments, the computing device
may obtain product information including at least a graph-
ic representation of a product and attribute information
of the product, and present the product information.
[0078] In some embodiments, presenting the product
information may include presenting the product informa-
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tion in the content sharing scene. The product information
may include one or more of product description text, an
image of the product, a laser projection of the product,
and an audio including an introduction of the product.
The product information may be presented in the content
sharing scene via any proper method, for example, play-
ing the audio including the introduction of the product,
displaying the product description text with the image of
the product, or displaying the product in the content shar-
ing scene via a Holographic projection.
[0079] In some embodiments, the computing device
may present, using an augmented reality device, the
product information according to a physical scene where
the user using the computing device is located.
[0080] In some embodiments, the attribute information
of the product includes order information of the product.
The computing device may provide an order option while
presenting the product information, and in response to
the order option being selected, place an order of the
product according to the order information.
[0081] For example, the computing device provides an
order link or order button with the product information in
the content sharing scene. The user may perform an op-
eration on the order link or order button, e.g., clicking the
order link of order button, to place an order of the product.
[0082] FIG. 5 illustrates a device configuration for the
user terminal device for implementing the method of FIG.
2, or the computing device for implementing the method
of FIG. 3, or the computing device for implementing the
method of FIG. 4 according to certain embodiments. As
shown in FIG. 5, the device 500 may be a computing
device including a processor 502 and a storage medium
504. According to certain embodiments, the device 500
may further include a display 506, a communication mod-
ule 408, and additional peripheral devices 512. Certain
devices may be omitted, and other devices may be in-
cluded.
[0083] Processor 502 may include any appropriate
processor(s). In certain embodiments, processor 502
may include multiple cores for multi-thread or parallel
processing. Processor 502 may execute sequences of
computer program instructions to perform various proc-
esses, such as a neural network processing program.
Storage medium 504 may be a non-transitory computer-
readable storage medium, and may include memory
modules, such as ROM, RAM, flash memory modules,
and erasable and rewritable memory, and mass storag-
es, such as CD-ROM, U-disk, and hard disk, etc. Storage
medium 504 may store computer programs for imple-
menting various processes, when executed by processor
502. The communication module 408 may include net-
work devices for establishing connections through a net-
work. Display 506 may include any appropriate type of
computer display device or electronic device display
(e.g., CRT or LCD based devices, touch screens). The
Display 506 may include any appropriate type of display
for a virtual reality (VR) device, an augmented reality (AR)
device, a holographic projector, or a laser projector. Pe-

ripherals 512 may include additional I/O devices, such
as a keyboard, a mouse, and so on. The peripherals 512
may be couple with a virtual reality (VR) device, an aug-
mented reality (AR) device, a holographic projector, or a
laser projector. The processor 502 may be configured to
execute instructions stored on the storage medium 504
and perform various operations related to the content
recording and sharing method as detailed in FIG. 2, FIG.
3, or FIG. 4.
[0084] The method and devices provided by the
present disclosure may improve interaction efficiency of
on-site users. For example, an on-site user may record
the live event or performances while watching the event
or performances and interacting with off-site users. The
method provided by the present disclosure enables the
user to obtain supplemental contents according to cus-
tomization of the user, thus improving user experience.
Further, the method and devices provided by the present
disclosure may offer improved commercial integration by
presenting advertisement or notification in a more target-
ed and efficient manner.
[0085] The method and apparatus provided by the
present disclosure according to the embodiments are de-
scribed in detail above. The principles and implementa-
tion manners provided by the present disclosure are de-
scribed herein by using specific examples. The descrip-
tion of the above embodiments is only used to help un-
derstand the method provided by the present disclosure.
At the same time, a person skilled in the art will make
changes the specific embodiments and the application
scope according to the idea provided by the present dis-
closure. In summary, the contents of the present speci-
fication should not be construed as limiting the present
disclosure.

Claims

1. A content sharing method (400), implemented by a
target user device, comprising:

obtaining (S402) real-time image information of
a target content for a content sharing event;
obtaining (S404) user information of a plurality
of user devices participating the content sharing
event, the plurality of user devices including the
target user device, the user information of the
plurality of user devices including a plurality of
user types of the plurality of user devices, and
the plurality of user types including a first user
type and a second user type different from the
first user type;
presenting (S406) a virtual content sharing
scene that includes the image information of the
target content and interaction information;
obtaining (S408) authorized supplemental con-
tent corresponding to a target user type of the
target user device, the target user type being
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one of the first user type and the second user
type, the first user type corresponding to a first
selection rule, the second user type correspond-
ing to a second selection rule different from the
first selection rule, and the authorized supple-
mental content corresponding to the first user
type being different from the authorized supple-
mental content corresponding to the second us-
er type; and
presenting (S410) at least part of the authorized
supplemental content in the content sharing
scene.

2. The method (400) according to claim 1, further com-
prising:
determining the target user type according to at least
one of location verification or user identity verifica-
tion.

3. The method (400) according to claim 1, further com-
prising:

presenting a supplemental content selection in-
terface for the target user device;
obtaining selected supplemental content from
the authorized supplemental content according
to a user operation performed on the supple-
mental content selection interface; and
presenting the selected supplemental content in
the content sharing scene.

4. The method (400) according to claim 1, further com-
prising:

sending an access request for obtaining addi-
tional information about the target content, the
access request including the target user type of
the target user device;
receiving a requirement associated with the ac-
cess request;
sending an acceptance response indicating that
the target user fulfills the requirement; and
after sending the acceptance response, receiv-
ing the additional information about the target
content.

5. The method (400) according to claim 1, wherein the
target user type is the first user type;
the method further comprising:

receiving an access request for obtaining addi-
tional information about the target content from
one user device of the plurality of user devices,
the one user device having the second user
type;
sending a requirement associated with the ac-
cess request;
receiving an acceptance response indicating

that the one user device fulfills the requirement;
and
sending the additional information about the tar-
get content to the one user device.

6. The method (400) according to claim 1, wherein the
first user type is a client type and the second user
type is a vendor type, the target user type of the
target user device is the client type, and the method
further comprises:

presenting a vendor supplemental content se-
lection interface;
obtaining a vendor-specific selection rule corre-
sponding to the vendor type according to a user
operation on the vendor supplemental content
selection interface; and
sending the vendor-specific selection rule to one
of the plurality of user devices with the vendor
type, for the one of the plurality of user devices
with the vendor type to obtain and present se-
lected supplemental content in the content shar-
ing scene according to the vendor-specific se-
lection rule.

7. The method (400) according to claim 1, wherein the
first user type is a client type and the second user
type is a vendor type, the target user type of the
target user device is the vendor type, and the method
further comprises:

receiving a vendor-specific selection rule from
one of the plurality of user devices with the client
type;
obtaining selected supplemental content ac-
cording to the vendor-specific selection rule; and
presenting the selected supplemental content in
the content sharing scene.

8. The method (400) according to claim 1, further com-
prising:

obtaining product information including at least
a graphic representation of a product and at-
tribute information of the product; and
presenting the product information.

9. The method according to claim 8, wherein presenting
the product information includes:
presenting, using an augmented reality device, the
product information according to a physical scene
where a user using the target user device is located.

10. The method (400) according to claim 8, wherein the
attribute information of the product includes order
information of the product, and the method further
comprises:
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providing an order option while presenting the
product information; and
in response to the order option being selected,
placing an order of the product according to the
order information.

11. A computing device comprising:

a non-transitory computer-readable storage
medium storing a plurality of computer-execut-
able instructions; and
a processor, coupled to the non-transitory com-
puter-readable storage medium and configured
to execute the computer-executable instruc-
tions to:

obtain real-time image information of a tar-
get content for a content sharing event;
obtain user information of a plurality of user
devices participating the content sharing
event, the plurality of user devices including
the computing device, the user information
of the plurality of user devices including a
plurality of user types of the plurality of user
devices and/or interaction information of the
plurality of user devices, and the plurality of
user types including a first user type and a
second user type different from the first user
type;
present a virtual content sharing scene that
includes the image information of the target
content and interaction information;
obtain authorized supplemental content
corresponding to a target user type of the
computing device, the target user type be-
ing one of the first user type and the second
user type, the first user type corresponding
to a first selection rule, the second user type
corresponding to a second selection rule
different from the first selection rule, and the
authorized supplemental content corre-
sponding to the first user type being different
from the authorized supplemental content
corresponding to the second user type; and
present at least part of the authorized sup-
plemental content in the content sharing
scene.

12. The device according to claim 11, wherein the proc-
essor is further configured to execute the computer-
executable instructions to:
determine the target user type according to at least
one of a location verification or a user identity verifi-
cation.

13. The device according to claim 11, wherein the proc-
essor is further configured to execute the computer-
executable instructions to:

present a supplemental content selection inter-
face for the computing device;
obtain selected supplemental content from the
authorized supplemental content according to a
user operation performed on the supplemental
content selection interface; and
present the selected supplemental content in
the content sharing scene.

14. The device according to claim 11, wherein the proc-
essor is further configured to execute the computer-
executable instructions to:

send an access request for obtaining additional
information about the target content, the access
request including the target user type of the com-
puting device;
receive a requirement associated with the ac-
cess request;
send an acceptance response indicating that the
target user fulfills the requirement; and
after sending the acceptance response, receive
the additional information about the target con-
tent.

15. The device according to claim 11, wherein the proc-
essor is further configured to execute the computer-
executable instructions to:

obtain product information including at least a
graphic representation of a product and attribute
information of the product; and
present the product information.
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