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MULTI-OBJECT ACOUSTIC SENSING 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. The present application claims the benefit of and 
priority to U.S. Provisional Patent Application Ser. No. 
62/099,301, titled MULTI-OBJECT ACOUSTICSENSING, 
filed Jan. 2, 2015, the entire contents of which are incorpo 
rated herein by reference in their entirety for all purposes. 

BACKGROUND 

0002 Computing devices receive and process user input 
from a diverse range of input devices such as a keyboard, 
touch-screen, computer mouse, controller, inertial sensor, 
microphone, optical sensor, etc. Productivity of computer 
users is often improved by selecting the appropriate input 
device for the particular task at hand, with no single input 
device maximizing productivity across every task. Accord 
ingly, computer users continually seek out and benefit from 
this diverse range of available input devices. 

SUMMARY 

0003. In an aspect of the present disclosure, acoustic sens 
ing provides a mode by which user input is received by a 
computing device. As an example, a Surface is acoustically 
monitored for interactions with one or more user-manipu 
lated objects, such as a body part of the user or a variety of 
passive objects. Acoustic analysis of frequencies produced by 
Such objects interacting with the Surface enables these objects 
to be distinguished from each other. Multiple objects inter 
acting with the Surface at the same time may be associated 
with different types of user input to provide a multi-touchuser 
interface for the computing device. The acoustic sensing tech 
niques described herein Support motion-based and tapping 
based gestures using one, two, or more touch interactions 
with an acoustically monitored Surface. Acoustic sensing 
allows for an interaction area to be extended beyond the 
physical presence of the device itself. This summary intro 
duces a selection of concepts described in further detail 
herein. Accordingly, this Summary is intended to be non 
limiting with respect to the subject matter further described 
by the detailed description and associated drawings. 

BRIEF DESCRIPTION OF DRAWINGS 

0004 FIG. 1A depicts an example use-environment in 
which physical interactions between an acoustically moni 
tored Surface and user-manipulated objects serve as user input 
for a computing device. 
0005 FIG. 1B depicts another view of the computing 
device of FIG. 1A. 
0006 FIG. 2 is a schematic diagram depicting an example 
computing System. 
0007 FIG. 3 is a flow diagram depicting an example 
acoustic sensing processing pipeline. 
0008 FIG. 4 is a flow diagram depicting an example 
method for obtaining initialization values as part of an initial 
ization phase. 
0009 FIG. 5 is a flow diagram depicting an example 
method for implementing an initialization phase of an acous 
tic sensing processing pipeline. 
0010 FIG. 6 is a flow diagram depicting an example 
method for implementing a usage phase of an acoustic sens 
ing processing pipeline. 
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0011 FIG. 7 is a schematic diagram depicting example 
data structures for organizing acoustic sensing data. 
0012 FIGS. 8-13 depict example interactions with an 
acoustically monitored surface. 

DETAILED DESCRIPTION 

0013 The field of acoustic sensing faces several chal 
lenges toward providing an effective mode of user input to a 
computing device. Within the context of an acoustically 
monitored Surface with which user-manipulated objects 
physically interact, a threshold issue includes distinguishing 
multiple objects from each other, which may be used to Sup 
port a multi-touch user interface. Physical properties of not 
only the user-manipulated objects, but also the Surface and its 
underlying structure significantly influence the acoustics pro 
duced by their interactions. Some of these physical properties 
include the mass, material density, shape, and Surface struc 
ture of these objects. 
0014) To support portability and widespread adoption of 
computing devices with integrated acoustic sensors, an effec 
tive approach to implementing acoustic sensing would benefit 
by accounting for a range of potential Surfaces and their 
underlying structure that may be encountered by the comput 
ing device and its users. Additionally, an effective approach to 
implementing acoustic sensing would also benefit by 
accounting for a range of potential user-manipulated objects 
that may be used to interact with these surfaces. In combina 
tion, the shear breadth of potential Surfaces and user-manipu 
lated objects that may be selected by users results in an 
enormous quantity of potential object-surface combinations 
to be accommodated by the computing device. 
0015. Added to these challenges is the desire for the com 
puting device to Support a range of interactions associated 
with a respective range of user input types, including a variety 
of tapping-based and motion-based gestures. However, for 
interactions involving sliding motion between the Surface and 
a user-manipulated object, the acoustics (e.g., frequency of 
vibration) produced by the interaction vary responsive to the 
magnitude of velocity and/or acceleration of that object rela 
tive to the Surface. For motion-based gestures, interactions 
between each object-Surface combination produce a range of 
acoustics (e.g., frequencies) across a range of Velocity and/or 
acceleration magnitudes. 
0016. As an illustrative example of these challenges being 
combined in a use-environment, a user may concurrently 
manipulate two different objects to interact with the same 
Surface using motion-based gestures such as Swiping, pinch 
ing, etc. Depending on the physical properties of these objects 
and the Surface with its underlying structure, the acoustics 
produced by each object interacting with the Surface may at 
least partially overlap with each other within certain speed 
ranges, making it difficult to distinguish these objects from 
each other. 

0017. In addition to these challenges, computing devices 
Supporting acoustic sensing that are portable or otherwise 
moveable between different surfaces or relative to a particular 
Surface face the added challenge of identifying an orientation 
of the object-surface interaction relative to a reference frame 
of the computing device or the acoustic sensors. Knowledge 
of this relative orientation may be desirable if acoustic sens 
ing is used for directing user input within a multi-dimensional 
user interface (e.g., a graphical user interface) having its own 
orientation and reference frame. 
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0018. Some or all of the above challenges may be 
addressed by the acoustic sensing techniques disclosed 
herein. As a non-limiting example, a frequency signature may 
be created that describes a frequency-speed relationship for 
each object-surface combination that is observed by the com 
puting device during an initialization phase. This pre-defined 
frequency signature may be used in a Subsequent usage phase 
to distinguish two or more different objects from each other. 
Orientation of object-surface interactions relative to a refer 
ence frame of the computing device may be identified during 
this initialization phase, enabling these interactions to be used 
to direct user input within a multi-dimensional user interface. 
However, the disclosed and/or claimed subject matter may 
not address all or any of these challenges in certain scenarios. 
Accordingly, the disclosed and/or claimed Subject matter is 
not necessarily limited to embodiments that address all or any 
of these challenges, unless otherwise defined as such. 
0019 FIG.1.A depicts an example use-environment 100 in 
which physical interactions between an acoustically moni 
tored surface 120 and user-manipulated objects serve as user 
input for a computing device 130. Physical interactions 
include one or more objects making contact with Surface 120, 
sliding across the Surface, or being contacted by another 
object while resting upon the Surface. A user-manipulated 
object may include a body part of a user 110 Such as a finger 
152, or a passive object 140 (i.e., non-body part object) such 
as a coin, stylus, or other Suitable object, for example. 
0020. Within FIG. 1A, user 110 moves object 140 (e.g., a 
coin in this example) over surface 120 with finger 150, and 
may individually or concurrently move one or more other 
objects, such as a second, third, fourth, or fifth finger over 
surface 120 (e.g., finger 152). Movement of objects over 
Surface may take the form of one or more gestures, such as a 
Swipe, pinch, stretch, flick, free-form drawing, etc. that incor 
porate coordinated or independent user manipulation of one 
or more objects. User 110 may additionally or alternatively 
manipulate one or more objects to provide a tapping interac 
tion. 

0021. As a first example, user 110 may bring finger 152 
into physical contact with Surface 120 by performing a tap 
ping gesture that includes one or more taps or touches. FIG. 
10 depicts an example interaction ofuser 110 tapping directly 
upon surface 120 (e.g., with finger 150) that is acoustically 
monitored by computing device 130. As a second example, 
user 110 may slide finger 152 across the surface in one or 
more directions. FIG. 13 depicts an example interaction of 
user 110 moving a body-part object (e.g., finger 150) over 
Surface 120 that is acoustically monitored by computing 
device 130. As a third example, user 110 may bring a passive 
object (e.g., object 140) into physical contact with Surface 
120 by performing a tapping gesture that includes one or more 
taps or touches. As a fourth example, user 110 may bring 
another object (e.g., finger 150) into physical contact with 
object 140 resting upon Surface 120 by performing a tapping 
gesture that includes one or more taps or touches upon object 
140. FIG. 9 depicts an example interaction of user 110 tap 
ping object 140 resting upon Surface 120 (e.g., with finger 
150) that is acoustically monitored by computing device 130. 
As a fifth example, user 110 may slide a passive object (e.g., 
object 140) over surface 120 in one or more directions. FIG. 
12 depicts an example interaction of user 110 moving object 
140 over surface 120 (e.g., with finger 150) that is acousti 
cally monitored by computing device 130. As a sixth 
example, user 110 may individually or concurrently slide two 
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different objects (e.g., a body-part object and a passive object, 
or two different passive objects) over surface 120, each in one 
or more directions. FIG. 1 depicts an example interaction of 
user 110 concurrently moving finger 152 and object 140 over 
the surface in a variety of different directions (including rela 
tive to each other) to provide a multi-touch motion-based user 
input. As a seventh example, user 110 may independently or 
concurrently tap two different objects upon surface 120 and/ 
or upon objects that rest upon surface 120. FIG. 11 depicts an 
example interaction of user 110 tapping directly upon Surface 
120 (e.g., with finger 152) that is acoustically monitored by 
computing device 130 to provide a secondary user input type, 
while object 140 (e.g., manipulated by finger 150) provides a 
primary user input type. 
0022 Computing device 130 acoustically monitors sur 
face 120 for physical interactions between user-manipulated 
objects and Surface 120 using one or more acoustic sensors. 
FIG. 1B depicts another view of computing device 130 of 
FIG. 1A in which acoustic sensors 132 and 134 reside upon 
and/or protrude outward from an exterior surface 136 (e.g., of 
an enclosure) of computing device 130. As an example, exte 
rior surface 136 forms an underside of computing device 130 
in the orientation depicted in FIG. 1A that faces downward 
and toward surface 120. With this orientation, acoustic sen 
sors 132 and 134 are each in physical contact with surface 
120, and each measure acoustic vibration waves propagating 
through surface 120 that result from physical interaction of 
objects with surface 120, such as example objects 140 and 
152. 

0023 Two or more acoustic sensors may be referred to as 
being spatially diverse if these sensors are spaced apart from 
each other, such as within a plane of surface 120. Two or more 
spatially diverse acoustic sensors enable measurement of a 
latency in a time of arrival of acoustic vibrations propagating 
through surface 120, which can be used to determine a loca 
tion of interaction between each object and surface 120. This 
process may be referred to as triangulation of the location of 
interaction. 

0024 Computing device 130 receives acoustic measure 
ments obtained by acoustic sensors 132 and 134, and inter 
prets those measurements as user inputs to the computing 
device. User inputs may be used to generate commands that 
are carried out by the computing device. Physical interactions 
with ordinary Surfaces such as tables, shelves, floors, etc. may 
be used to provide user input to a computing device as an 
alternative to or in addition to other types of input devices, 
Such as a keyboard, mouse, game controller, touch-screen, 
microphone, optical sensor, inertial sensor, etc. Computing 
device 130 may take the form of a tablet computing device, 
handheld computing device, laptop or notebook computing 
device, desktop computing device, or other Suitable elec 
tronic device. 

0025. The methods and processes described inherein may 
be tied to a computing system including one or more com 
puting devices. FIG. 2 is a schematic diagram depicting an 
example computing system 200 and computing devices 
thereof that can perform one or more of the methods and 
processes described herein. Computing system 200 includes 
one or more computing devices, such as example computing 
device 202. Computing device 202 is a non-limiting example 
of previously described computing device 130 of FIG. 1. For 
example, computing device 202 may rest upon or be Sup 
ported by a surface that is acoustically monitored by comput 
ing device 202. 
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0026 Computing system 200 or computing device 202 
thereof includes one or more physical, tangible hardware 
components such as a logic Subsystem 210, a storage Sub 
system 220, an input/output Subsystem 260, and a communi 
cations subsystem 270. Computing system 200 or computing 
device 202 thereof may take various forms, such as one or 
more personal computers, server computers, tablet comput 
ers, home-entertainment computers, network computing 
devices, gaming devices, mobile computing devices, mobile 
communication devices (e.g., Smart phone), and/or other 
computing devices. The various components depicted in FIG. 
2 or portions thereof may be provided within or united by a 
common enclosure or within two or more enclosures that are 
in communication with each other. 

0027 Storage subsystem 220 includes one or more physi 
cal, tangible, non-transitory hardware components that hold 
instructions 222 and/or data of a data store 240 in non-tran 
sitory form, and for at least a finite duration. Storage Sub 
system 220 may include removable and/or built-in devices. 
Storage Subsystem 220 may include semiconductor memory 
devices, magnetic memory devices, optical memory devices, 
etc. Storage Subsystem 220 may include one or more devices 
having one or more of the following attributes: Volatile, non 
Volatile, dynamic, static, read/write, read-only, random-ac 
cess, sequential-access, location-addressable, file-address 
able, and/or content-addressable. 
0028. Instructions 222 and/or data of data store 240 may 
be read from, stored or updated at, and/or removed from 
storage subsystem 220, as directed by logic subsystem 210. 
As an example, instructions 222 may include Software Such as 
an operating system 224 and one or more application pro 
grams 226 that are executable by logic subsystem 240. How 
ever, instructions 222 may take other Suitable forms, includ 
ing one or more hardware or firmware instruction sets. 
Operating system 224 may include or otherwise Support an 
application programming interface (API) 225 by which appli 
cation programs 226 communicate with operating system 
224. As an example, commands generated by an operating 
system may be communicated to an application program via 
API 225, or vice-versa. 
0029. In at least some implementations, the various pro 
cesses or methods described herein may include individual 
tasks that are implemented by respective Software compo 
nents referred to herein as modules. As an example, instruc 
tions 222 may include an initialization module 228 to provide 
an initialization phase, an acoustic analysis module 230 to 
analyze or otherwise process acoustic measurement data 
obtained from acoustic sensors, and a user interface module 
232 to provide a user interface to which a user may direct user 
inputs, including user inputs obtained via acoustic sensing. It 
will be understood that instructions 222 may include other 
suitable modules to provide other features described herein. 
0030 Data store 240 may include various forms of data as 
described throughout the present disclosure. As an example, 
data of data store 240 may include one or more user profiles 
242 containing user data 244 for respective users that may 
span or persist across multiple sessions to implement user 
settings or preferences, and one or more session profiles 246 
containing object data 248 describing user-manipulated 
objects, surface data 250 describing acoustically monitored 
Surfaces, and interaction region data 252 describing interac 
tion regions, among other Suitable forms of information. Data 
of data store 240 may be organized in any Suitable form, Such 
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as by one or more databases of a database system that Sup 
ports various data associations and relationships. 
0031 Logic subsystem 210 includes physical, tangible 
hardware in the form of one or more processor devices and/or 
logic machines to execute and/or instantiate instructions 222 
as indicated at 212. Instructions 222 may be implemented by 
logic Subsystem 210 to perform a process, a method, or oth 
erwise achieve a particular result. As an example, the acoustic 
sensing techniques described herein may be implemented as 
part of an application program, an operating system, or a 
combination of an application program and operating system. 
0032. Input/output subsystem 260 includes or otherwise 
interfaces with one or more input devices 262 and/or one or 
more output devices 266. Non-limiting examples of an input 
device include a keyboard, touch-screen, computer mouse, 
controller, optical sensor, inertial sensor, acoustic sensor, etc. 
Non-limiting examples of an output device include a display 
device, audio speaker, haptic feedback device, etc. For 
example, output devices 266 may include a display device in 
the form of a graphical display 268 that presents a graphical 
user interface. 
0033. Input devices 262 may include one, two, three, four 
or more acoustic sensors 264. Acoustic sensors 264 may refer 
to acoustic sensors 132 and 134 of FIG. 1, for example. 
Triangulation of a position of an object typically relies on at 
least three spatially diverse sensors. Input devices 262 may 
include exactly three spatially diverse acoustic sensors in an 
example implementation. However, reducing the quantity of 
acoustic sensors may reduce the cost and/or complexity of the 
computing device or computing system. In another example 
implementation, input devices 262 may include exactly two 
spatially diverse acoustic sensors. 
0034. The use of only two spatially diverse sensors to 
triangulate a position of an object typically results in uncer 
tainty as to whether the position of the object is located on a 
first side or an opposite second side of a symmetry plane 
passing through the two sensors. Typically, a third sensor is 
necessary to correctly eliminate this uncertainty. However, 
this uncertainty may be reduced or eliminated without the 
need for a third sensor by initializing a location of an inter 
action region relative to the computing device for Subsequent 
acoustic sensing. 
0035. As described in further detail herein, a user may 
specify a relative location of the interaction region (e.g., to the 
right of, to the left of, in front of, or behind the computing 
device). In an example, a user specify the location of this 
interaction region by tracing a pre-defined pattern on the 
acoustically monitored Surface in a pre-defined direction, 
enabling an orientation of the interaction and the location of 
the interaction region to be identified. In another example, a 
user may input the location of the interaction region via one or 
more menus or form fields. 
0036) Design considerations for the acoustic sensors 
include balancing the benefit of maximizing the distance (i.e., 
spatial diversity) between the acoustic sensors to increase 
accuracy or precision in resolving location of an object, mini 
mizing the distance between point of interaction of a user 
manipulated object with the Surface and the acoustic sensors 
to maximize the strength of the acoustic vibrations measured 
by the acoustic sensors, maximizing an amount of weight of 
the computing device carried by the acoustic sensors and 
equalizing that weight among the acoustic sensors to maxi 
mize transfer of vibrations across the sensor-Surface bound 
ary without unduly unbalancing the computing device, maxi 
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mizing the quantity of acoustic sensors while also accounting 
for cost/complexity of the computing device, positioning the 
acoustic sensors relative to the computing device to provide 
an acceptable angle to the measured interaction under typical 
operating conditions so that, for example, the location of the 
interaction is at the greatest angle relative to a line passing 
through the two closest acoustic sensors. 
0037 Communications subsystem 270 may include hard 
ware and/or software components to facilitate wired and/or 
wireless communications between computing system 200 or 
computing device 202 with other computing systems or com 
puting devices. Such hardware components may include 
wired and/or wireless receivers, transceivers, transmitters, 
signal processors, etc. As an example, computing device 202 
is depicted in FIG. 2 communicating with remote computing 
device 290 over a communications network 280. Network 
280 may include one or more of a wide area network, local 
area network, and/or personal area network. In at least some 
implementations, the techniques described herein may be 
performed by distributed processing by two or more comput 
ing devices of a computing system. As an example, comput 
ing device 202 and remote computing device 290 may coop 
eratively implement the processes or methods described 
herein. 
0038 FIG. 3 is a flow diagram depicting an example 
acoustic sensing processing pipeline 300 in simplified form. 
In an example, processing pipeline 300 or portions thereof 
may be performed by a computing system or computing 
device such as example computing system 200 or computing 
device 202 of FIG. 2, for example. Aspects of processing 
pipeline 300 will be described in further detail with reference 
to the methods of FIGS. 3-5. 
0039. At 310, a session is initiated in which acoustic sens 
ing of interactions between user-manipulated objects and an 
acoustically monitored surface to provide user input to a 
computing device. As non-limiting examples, a session may 
be initiated upon a user turning on a computing device, 
launching an application program or operating system, or 
receiving a command to initiate a session, such as responsive 
to a user action. A command to initiate a session, launch an 
application program or operating system, or turn on a com 
puting device or computing system may be received from a 
user via a user input device other than the acoustic sensors, 
Such as via a keyboard, touch-screen, computer mouse, etc. 
Alternatively or additionally, a command to initiate a session 
may be received via one or more acoustic sensors. In at least 
Some implementations, the initiation of sessions at 310 may 
be implemented, at least in part, by initialization module 228 
of FIG. 2. 
0040. At 312, an initialization phase may be performed. 
The initialization phase may include one or more of object 
type initialization 314, interaction region initialization 316, 
and/or surface type initialization 318. Object type initializa 
tion 314 may include one or more of motion-based initializa 
tion 320 and/or tapping-based initialization 322. Initializa 
tion values 326 obtained from initialization phase at 312 may 
be storedata data store 324. In at least Some implementations, 
the initialization phase at 312 may be implemented, at least in 
part, by initialization module 228 of FIG. 2. 
0041. Initialization values 326 may include one or more of 
previously described user data 244, object data 248, surface 
data 250, and/or interaction region data 252, among other 
Suitable forms of information. In at least some implementa 
tions, initialization values 326 may include information 

Jul. 7, 2016 

obtained from sources other than an initialization phase, and 
may include pre-defined information from a manufacturer, 
Software developer, user, and/or one or more previous ses 
sions (e.g., based on user-profile information or other pre 
defined values). 
0042. At 330, a usage phase may be performed. The usage 
phase may include one or more processes, including obtain 
ing acoustic measurements at 332, interpreting acoustic mea 
Surements as user input by applying previously obtained ini 
tialization values 326 at 334, and generating commands 
response to user input at 336. Initialization values 326 may be 
retrieved or otherwise referenced from data store 324. Data 
store 324 is a non-limiting example of data store 240 of FIG. 
2. In at least Some implementations, a usage phase or a portion 
thereof may be implemented, at least in part, by acoustic 
analysis module 230 of FIG. 2. 
0043 Commands generated at 336 may be provided to a 
controlled entity 338. As an example, a controlled entity may 
refer generally to the same computing system or computing 
device that performs processes 310-336. A controlled entity 
may refer more specifically to an operating system or portion 
thereof, application program or portion thereof, or process of 
the computing system or computing device. In this example, 
a controlled entity may include or incorporate a user interface 
within which the user input is directed. In at least some 
implementations, a user interface may be managed by previ 
ously described user interface module 232 of FIG. 2, for 
example, by receiving interpreted acoustic measurements for 
one or more objects interacting with a surface, translating 
those interpreted acoustic measurements to user inputs of the 
user interface, and outputting commands for those user 
inputs. In at least some implementations, a user interface 
module may form part of an operating system. As another 
example, a controlled entity may refer to a different comput 
ing system, computing device, or other suitable electronic 
device apart from the computing system or computing device 
that performs processes 310-336, such as remote computing 
device 290 of FIG. 2. 
0044 FIG. 4 is a flow diagram depicting an example 
method 400 for obtaining initialization values as part of an 
initialization phase. As an example, method 400 or portions 
thereof may be implemented by initialization module 228 of 
FIG. 2, and may be included as part of initialization phase 312 
of pipeline 300 of FIG. 3. 
0045. At 410, a computing device rests upon a surface that 

is to be acoustically monitored, enabling acoustic sensors to 
interface with and acoustically monitor the surface. Within 
method 400, a user defines initialization values by actively 
providing initialization values (e.g., via a user input device) 
and/or by enabling the computing device to measure or oth 
erwise learn initialization values from one or more observed 
interactions. 

0046. Initialization values may include interaction region 
parameters defined at 414, Surface type parameters defined at 
422, and/or object type parameters defined at 430 through one 
or more user interactions 438. In an example, these user 
interactions may include a user tapping an object upon a 
Surface (including contacting a Surface or providing multiple 
repetitive contacts to the Surface or by contacting the object as 
it is resting upon the Surface) and/or sliding the object over the 
Surface. Alternatively or additionally, user interactions may 
include a user providing a user input to a user interface (e.g., 
a form field or menu of a graphical user interface) to manually 
or specifically define one or more parameters. 
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0047. At 412, if parameters for an interaction region have 
not been set, then the process flow proceeds to 414. At 414, 
the user defines values for one or more interaction region 
parameters. Interaction region parameters may include a size, 
shape, location, and/or orientation of an interaction region on 
the Surface to be Subsequently used by the user for interacting 
with user-manipulated objects. 
0048. As a non-limiting example, FIG. 8 depicts an 
example interaction of a body-part object (e.g., finger 150) of 
user 110 being moved over surface 120 that is acoustically 
monitored by computing device 130 to define an interaction 
region 822. Interaction region 822 is located on the right-hand 
side of computing device 130 as viewed from the perspective 
of user 110. Within this example, user 110 defines a size, 
shape, location, and/or orientation of interaction region 822 
relative to computing device 130 by tracing a pattern 820 
upon Surface 120 by sliding an object (e.g., finger 150) along 
path 820. 
0049. At 416, the method includes optionally storing inter 
action region parameters at 414, Such as previously described 
with reference to initialization values 326 of FIG. 3, for 
example. Interaction region parameters may take the form of 
previously described interaction region data 252 of FIG.2, for 
example. From 414 or if parameters for an interaction region 
have been set at 412, then the process flow proceeds to 418, 
where the pre-defined parameters for the interaction region 
may be optionally accessed and utilized. 
0050. In an example, the computing device may reference 
a data store to determine whether interaction region param 
eters stored at the data store from a previous initialization 
phase are valid, and if valid, the computing device retrieves 
those interaction region parameters. Any Suitable condition 
may be used to determine whether pre-defined and previously 
stored interaction region parameters are valid, including 
time-based conditions defining an expiration time, user-based 
conditions defining one or more users or user profiles for 
which the parameters are valid, Session-based conditions 
defining a quantity of sessions for which the parameters are 
valid, etc. 
0051. At 420, if surface type parameters have not been set, 
then the process flow proceeds to 422. At 422, the user defines 
one or more surface type parameters. In an example, pro 
cesses 414 and 422 may form part of the same user interaction 
or set of user interactions as indicated Schematically by ref 
erence numeral 438. For example, for a given object type, 
such as finger 150 of user 110, surface parameters such as a 
frequency-speed relationship (e.g., a frequency signature) for 
the object-surface combination may be identified based on 
measurements obtained by the acoustic sensors for the same 
interaction or series of interactions used to define the inter 
action region. 
0052. In another example, processes 414 and 422 may 
form different user interactions or sets of user interactions, 
and may span two or more different sessions. For example, a 
user may define an interaction region to be associated with a 
user profile of that user to be applied across all sessions for 
that user profile, regardless of Surface type or object type. As 
a non-limiting example, a right-handed user may define a 
usage region located on the right-hand side of the computing 
device to be used across multiple sessions even if the com 
puting device is moved between different Surfaces across 
those multiple sessions. 
0053 At 424, the method includes optionally storing sur 
face type parameters, such as previously described with ref 
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erence to initialization values 326 of FIG. 3, for example. 
Surface type parameters may take the form of previously 
described surface data 250 of FIG. 2, for example. From 424 
or if parameters for a surface type have been set at 420, then 
the process flow proceeds to 426, where the pre-defined 
parameters for the Surface type may be optionally accessed 
and utilized. Any suitable condition may be used to determine 
whether previously set Surface type parameters are valid, Such 
as whether the same session is active (e.g., indicating or 
Suggesting the same Surface type is present), whether a user 
has indicated that the Surface type has changed, time-based 
conditions, session quantity conditions, user-specific condi 
tions, etc. 
0054. At 428, if object type parameters have not been set, 
then the process flow proceeds to 430. At 430, the user defines 
one or more object type parameters. Object type parameters 
may be defined for each object type of one, two, three, or more 
object types, including any suitable quantity of object types. 
For a given Surface type, object type parameters may be 
defined by the user moving that object over the surface to 
enable the computing device to measure and identify the 
frequency-speed relationship (e.g., a frequency signature) for 
that object-surface combination. 
0055. In an example, processes 430, 422, and/or 414 may 
form part of the same user interaction or set of user interac 
tions as indicated schematically by reference numeral 438. 
For example, a user may define interaction region parameters, 
Surface type parameters, and object type parameters by trac 
ing a pattern on the surface with the object. In another 
example, processes 430,422, and/or 414 may form different 
user interactions or sets of user interactions, and may span 
two or more different sessions. For example, a user may add 
or initialize a new object type by sliding the object over the 
Surface after the interaction region has already been defined. 
0056. At 432, the method includes optionally storing 
object type parameters, such as previously described with 
reference to initialization values 326 of FIG. 3, for example. 
Object type parameters may take the form of previously 
described object data 248 of FIG.2, for example. From 432 or 
if parameters for an object type have been set at 428, then the 
process flow proceeds to 434, where the pre-defined param 
eters for the object type may be optionally accessed and 
utilized. Parameters set within method 400 may be accessed 
and utilized within one or more Subsequent usage phases as 
indicated at 436. 
0057 FIG. 5 is a flow diagram depicting an example 
method 500 for implementing an initialization phase of an 
acoustic sensing processing pipeline, such as example pro 
cessing pipeline 300 of FIG. 3. Method 500 or processes 
thereof may be performed by a computing device or comput 
ing system, Such as example computing device 202 of FIG. 2, 
for example. 
0.058 At 510, a user may be prompted to initiate an ini 
tialization phase that includes an associated initialization pro 
cess flow. As an example, a computing device prompts a user 
by outputting a message via an output device. The output 
device may include, as non-limiting examples, a graphical 
display device that graphically displays the message, an audio 
speaker that audibly reproduces the message, or other Suitable 
output device that presents the message to the user. 
0059. The message may request the user to provide one or 
more user inputs via one or more input devices to begin an 
initialization phase and/or to provide information defining 
aspects of the associated initialization process flow. As an 
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example, the message may request the user to manipulate an 
object (e.g., the object to be initialized) to cause an interaction 
between the object and a Surface (e.g., the Surface to be 
initialized). Such as the Surface upon which the computing 
device is currently resting or Supported. 
0060. The message may further indicate an interaction 
type, which may include a tapping-based interaction or a 
motion-based interaction, as non-limiting examples. A tap 
ping-based interaction may include an object being manipu 
lated by the user such that the object is brought into contact 
with the surface one or more times, which may be referred to 
as Surface-tapping. A tapping-based interaction may further 
include an object that is resting upon the Surface being con 
tacted one or more times by another object that is manipulated 
by the user, which may be referred to as object-tapping. A 
motion-based interaction may include an object being 
manipulated by the user Such that the object slides across or 
otherwise moves along the Surface. 
0061 The message may further indicate an interaction 
pattern for the interaction type. For tapping-based interac 
tions, an interaction pattern may include whether the interac 
tion is Surface-tapping or object-tapping, and a quantity of 
times the object is to be brought into contact with the surface 
for Surface-tapping or a quantity of times another object is to 
be brought into contact with the object resting upon the Sur 
face for object-tapping. 
0062 For motion-based interactions, an interaction pat 
tern may include a one or two-dimensional pattern to be 
traced by the object as the object slides across or otherwise 
moves along the Surface. A one-dimensional pattern includes 
a straightline traced along the Surface by the object moving in 
one or both directions along the line. A two-dimensional 
pattern includes movement of the object in each orthogonal 
direction within a plane of the surface. Non-limiting 
examples of two-dimensional patterns include geometric 
shapes such as a circle, ellipse, square, rectangle, etc., letters 
and numbers, and other Suitable graphical symbols such as a 
plus sign, ampersand, star, etc. 
0063. In at least Some implementations, the message may 
inform the user that the two-dimensional pattern defines the 
bounds (e.g., size, shape, and/or location) of the interaction 
region to be defined by the users interaction with the surface. 
This interaction region definition enables Scaling and map 
ping of user interactions to a user interface. For example, the 
message may request that the user Surround or circumscribe a 
desired interaction region with a circle, square, or other shape 
to ensure that the user can reach all points within the interac 
tion region and to maximize a distance between furthest 
points along the traced path for improving triangulation accu 
racy by the acoustic sensors. Additionally, initialization of an 
interaction region allows the computing device to listen or 
otherwise monitor a specific region to enable other sources of 
noise to be cancelled out or otherwise filtered. 

0064. For motion-based interactions, an interaction pat 
tern may include a direction that the object is to be traced 
along the one or two-dimensional pattern. For one-dimen 
sional patterns and two-dimensional patterns, the direction 
may be defined and described relative to the user and/or the 
computing device, such as forward, back, right, left, upward, 
downward, from the user toward the computing device, from 
the computing device toward the user, etc. 
0065 For two-dimensional patterns, the direction may be 
additionally defined and described relative to the pattern 
itself. For example, the direction with respect to a geometric 
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shape may include clockwise, counter-clockwise, etc. Fur 
thermore, direction may be inferred in Some examples. Such 
as with respect to certain numbers or letters that are typically 
traced in a particular direction. 
0066. The message may further indicate a target region for 
the interaction relative to the user and/or the computing 
device at or within which the user is to perform the tapping 
based or motion-based interaction. As an example, the target 
region may be defined in terms of being in front of behind, 
beside, to the right of, or to the left of the computing device or 
user, or between the computing device and user. 
0067. In at least some implementations, motion-based and 
tapping-based interactions may be combined in a variety of 
ways to create three-dimensional patterns. As an example, the 
message may indicate a tapping-based pattern in one or two 
dimensions within a plane of the surface that the user is to 
trace by tapping the object to the Surface along the path to be 
traced rather than sliding the object across the surface. Within 
this implementation, a direction and/or target region may be 
indicated by the message. 
0068. In at least some implementations, the message may 
request the user to define other aspects of the associated 
initialization process flow by providing a user input via one or 
more other input devices, such as by selecting a graphical 
element via a touch-screen or computer mouse, pressing a 
button on a keyboard, speaking a phrase into a microphone, 
etc.) As an example, the message may indicate an initial value 
for and/or request a user-specified value or response be pro 
vide by the user for one or more of: (1) an object type to be 
initialized, (1) a Surface type to be initialized, (3) an interac 
tion region to be initialized, (4) a user input type with which 
the object type is to be associated, and/or (5) a user identity 
with which any of the previous four items are to be associated. 
The user may Submit values or responses via respective form 
fields or menus of a user interface, as an example. 
0069. User input received at 512 (whether or not respon 
sive to prompting at 510) may be used to initiate the initial 
ization phase and associated initialization process flow using 
any of the user-specified values provided by the user to define 
aspects of the initialization phase. However, in at least some 
implementations, an initialization phase may be initiated and 
performed automatically and/or during a usage phase without 
prompting the user or otherwise notifying the user that an 
initialization phase has been initiated or is in progress. 
0070 Initialization at 514 may include one or more of 
processes 516-526 of an example initialization process flow 
performed in conjunction with a user manipulating an object 
to interact with a Surface. The user-manipulated object may 
be selected as the object type to be initialized at 514. As an 
example, for an object type corresponding to a human finger, 
the user may manipulate his or her finger to interact with the 
Surface. As another example, an object type corresponding to 
a non-body part object such as a coin, the user may manipu 
late the coin to interact with the surface. 
0071 Responsive to interaction between a user-manipu 
lated object and a surface, at 516, the method includes receiv 
ing a set of time-based acoustic measurements obtained from 
one or more acoustic sensors for the object moving over the 
Surface. The set of time-based acoustic measurements may 
includes measurements of multiple objects concurrently 
interacting with the Surface. 
0072 At 518, the method includes extracting one or more 
components from the set of time-based acoustic measure 
ments for each object. The method at 518 may include 
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extracting a respective set of components from the set of 
time-based acoustic measurements for each object identified 
in the measurement data. Individual objects may be distin 
guished from each other based on differences in their relative 
behavior within sampled time period, including differences in 
position, Velocity, acceleration, etc., and additionally based 
on differences in their respective frequency components and/ 
or amplitudes. 
0073. At 520, the method includes identifying a time 
based change of position for the object based on latency 
within the set of time-based acoustic measurements between 
respective time-based acoustic measurements received from 
each acoustic sensor. Latency in this context may refer to a 
difference in a time of arrival of corresponding events within 
the acoustic measurements. 

0074 At 521, the method includes identifying an interac 
tion region based on the set of time-based acoustic measure 
ments produced by the object for the time-based change of 
position. As previously described, a user may manipulate an 
object to trace an interaction region on a surface. At 522, the 
method includes identifying one or more frequency compo 
nents within the set of time-based acoustic measurements 
produced by the object for the time-based change of position. 
0075. At 524, the method includes creating a frequency 
signature for the object and Surface combination (i.e., an 
object-surface combination) based, at least in part, on the one 
or more frequency components and the time-based change of 
position. In at least some implementations, the method may 
further include associating each frequency signature with a 
corresponding user input type in a data store that may be 
subsequently referenced to provide a link between motion of 
an object identified by the frequency signature and the corre 
sponding user input type. As an example, user input types 
may include a primary user input type that is analogous to a 
left-click on a computer mouse, a secondary user input type 
that is analogous to a middle-click or right-click on a com 
puter mouse. As another example, user input types may 
include a left user input type and a right user input type within 
a multi-touch user input that considers relative motion or 
position of the left user input type and the right user input 
type. 
0076. At 526, the method includes storing the frequency 
signature for the object-surface combination. As previously 
described, a frequency signature may be stored in a data store. 
Each frequency signature may be associated with other Suit 
able information, such as in a database. As an example, a 
frequency signature may be associated with an identifier of 
the object and/or surface of the object-surface combination 
that produced the frequency signature, a user identifier of a 
user profile, and/or a user input type. At 527, the method 
includes storing an interaction region definition for the inter 
action region identified at 521. 
0077. At 528, the method includes repeating the initializa 
tion process flow for each object and/or surface. For example, 
each unique object-Surface combination may be associated 
with a respective frequency signature. 
0078 FIG. 6 is a flow diagram depicting an example 
method 600 for implementing a usage phase of an acoustic 
sensing processing pipeline. Such as example processing 
pipeline 300 of FIG.3. Method 600 or processes thereof may 
be performed by a computing device or computing system, 
such as example computing device 202 of FIG. 2, for 
example. 
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0079 At 610, the method includes performing an initial 
ization phase and associated initialization process flow, Such 
as previously described with respect methods 400 and 500 of 
FIGS. 4 and 5, for example. At 612, the usage phase may be 
performed according to a usage phase process flow that 
includes one or more of processes 614-628. 
0080. At 614, the method includes receiving a set of time 
based acoustic measurements from two or more spatially 
diverse acoustic sensors measuring a first object moving (i.e., 
a first sample object to be identified) over a surface. In an 
example, process 614 is similar to previously described pro 
cess 516 of FIG. 5 with the exception of the object for which 
a frequency signature is to be created in method 500 being 
replaced with a sample object to be identified based on a 
previously learned frequency signature. 
I0081. At 616, the method includes extracting one or more 
components of the set of time-based acoustic measurements 
for each sample object. Again, process 616 may be similar to 
previously described process 616 of FIG. 6. 
I0082. At 618, the method includes identifying a first time 
based change of position of the first sample object moving 
over the surface based on latency within the set of time-based 
acoustic measurements between respective time-based 
acoustic measurements received from each of the two or more 
spatially diverse acoustic sensors for that first sample object. 
A time-based change of position may include Velocity and/or 
acceleration. Each acoustic sensor may obtain acoustic mea 
Surements at a sampling rate that enables position, Velocity, 
and/or acceleration to be identified for each object. Changes 
to position, Velocity, and/or acceleration over time for an 
object may be identified by comparing two or more instanta 
neous values obtained at different times withina time series of 
measurementS. 

I0083. In an example, latency may be identified based on 
comparison of features of a frequency component of the first 
sample object between the respective time-based acoustic 
measurements received from each of the two or more spa 
tially diverse acoustic sensors. Such features may include 
changes in amplitude and/or frequency of the frequency com 
ponent over time, which may be indicative of changes in 
position, Velocity (speed and/or direction), acceleration 
(magnitude and/or direction), etc. 
I0084. At 620, the method includes identifying within the 
set of time-based acoustic measurements, a first frequency 
component produced by the first sample object for the first 
time-based change of position. A frequency component may 
include one or more Sub-components, such as one or more 
independent frequencies produced by an object moving over 
a surface. The frequency component may change over time if 
a Velocity and/or acceleration of the object changes over that 
same period. Changes to the frequency component may be 
mapped to changes in a magnitude of Velocity and/or accel 
eration, for example, to identify a relationship between fre 
quency and speed for aparticular object-surface combination. 
I0085. At 622, the method includes determining for the first 
sample object, based on the first time-based change of posi 
tion and the first frequency component, whether a pre-defined 
frequency signature of a pre-defined object type is present 
within the set of time-based acoustic measurements. A pre 
defined frequency signature refers to a frequency signature 
previously created and/or stored for an object type. The 
method at 622 may be performed for each frequency signa 
ture of a plurality of predefined frequency signatures for 
respective pre-defined object types. The method at 622 may 
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also be performed for each sample object of a plurality of 
sample objects identified within a set of time-based acoustic 
measurements. At 624, the method includes outputting an 
indication of whether the pre-defined frequency signature is 
present within the set of time-based acoustic measurements. 
I0086. At 626, the method includes interpreting the time 
based change of position for each sample object or present 
object type by applying interaction region values. As an 
example, movement of an object over a Surface exhibiting a 
first frequency signature may be translated to a first user input 
type of a user interface of the computing device. For each 
frequency signature present in the set of time-based acoustic 
measurements for a sample object, the method at 626 may 
include attributing the sample object to the object type asso 
ciated with that frequency signature by translating the time 
based change of position for that sample object to associated 
user input type (e.g., of a user interface of the computing 
device). 
0087. Initialization of a usage region enables movement of 
an object to be mapped from the acoustically monitored Sur 
face to the movement of a virtual pointer in a graphical user 
interface, while not requiring spatial overlap of the input area 
with the area where the graphical user interface is presented. 
For example, initialization of a usage region may be used to 
confine an area on a surface that enables mapping and/or 
Scaling of that area to an area of a user interface. 
0088 Process 626 may, for example, include identifying 
an orientation of a time-based change of position for an object 
type relative to the computing device based on a comparison 
of the time-based change of position and a pre-defined two 
dimensional pattern having a pre-defined direction that is 
traced by the user. In at least Some implementations, the 
orientation relative to the computing device further corre 
sponds to an orientation within a reference frame of a user 
interface of the computing device. An orientation and/or other 
interaction region parameters may be associated with a user 
profile of a user stored at a data store. During a Subsequent 
session, the orientation and/or otherinteraction region param 
eters may be referenced at the data store for the user, and the 
orientation and/or other interaction region parameters may be 
used for the Subsequent session for the user. 
0089. At 628, the method includes generating a command, 
which is directed to and received by a controlled entity at 630. 
A controlled entity may include a process, application pro 
gram, operating system, or device component of the comput 
ing device or of another computing devices. 
0090 FIG. 7 is a schematic diagram depicting example 
data structures for organizing acoustic sensing data, including 
data obtained from an initialization phase that may be utilized 
during a usage phase of an acoustic sensing pipeline. The data 
depicted in FIG. 7 illustrates how a frequency produced by an 
object moving over a surface may vary responsive to a mag 
nitude of a time-based change of position, such as a Velocity 
magnitude (e.g., speed) and/or acceleration. The data 
depicted in FIG.7 further illustrates how individual users may 
be associated with different interaction regions via user pro 
file settings. The various identifiers and/or values depicted or 
described with reference to FIG.7 may represent the various 
object type, Surface type, and/or interaction region param 
eters defined by method 400 of FIG. 4, for example. 
0091 At 710, acoustic sensing data for a first session 
includes an association of a session identifier (ID) (e.g., ses 
sion 1), user ID (e.g., user 1), Surface ID (e.g., Surface 1), 
interaction region ID (e.g., region 1), and two object types. A 
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first object type (e.g., finger) is associated with a first user 
input type (e.g., primary) and a frequency signature ID (FS 
1.1). A second object type (e.g., coin) is associated with a 
second user input type (e.g., secondary) and a frequency 
signature ID (FS 2.1). 
0092 FIG. 7 schematically depicts an example frequency 
signature 740 in the form of one or more frequency-speed 
maps for respective surface types and/or spanning multiple 
sessions. However, a frequency signature may take other 
suitable forms. Frequency-speed map 742 describes an 
example relationship between a range of speeds and a range 
of frequencies produced by the object type "finger moving 
over the surface type “surface 1'. Object type “finger and 
Surface type “surface 1 forman object-Surface combination 
described by frequency-speed map 742 of frequency signa 
ture 740. Within FIG. 7, frequency signature ID “FS 1.1” 
corresponds to frequency-speed map 742 having two-dimen 
sions in the frequency and speed domains. Frequency signa 
ture 740, including a collection of two or more frequency 
speed maps, may include at least a third-dimension in the 
Surface type and/or session domains. 
(0093 FIG. 7 further depicts another example frequency 
signature 750 in the form of one or more frequency-speed 
maps for respective surface types and/or spanning multiple 
sessions. An example frequency-speed map 752 depicts an 
example relationship between a range of speeds and a range 
of frequencies produced by the object type “coin' moving 
over the surface type “surface 1'. Object type “coin' and 
surface type “surface 1 forman object-surface combination 
described by frequency-speed map 752 of frequency signa 
ture 750. Within FIG. 7, frequency signature ID “FS 2.1” 
corresponds to frequency-speed map 752. 
0094. At 720, acoustic sensing data for a second session 
includes an association of a session identifier (ID) (e.g., ses 
sion 2), user ID (e.g., user 1), Surface ID (e.g., Surface 1), 
interaction region ID (e.g., region 1), and two object types. A 
first object type (e.g., stylus) is associated with a user input 
type (e.g., primary) and a frequency signature ID (FS 3.1). A 
second object type (e.g., finger) is associated with a user input 
type (e.g., secondary) and a frequency signature ID (FS 1.1). 
Hence, in this example, the stylus has taken the role of pri 
mary user input type, and the finger has taken the role of 
second user input type in contrast to the primary user input 
type indicated at 710. Within FIG. 7, frequency signature ID 
“FS 1.1' of “session 2 again corresponds to frequency 
speed map 742, for example, because the surface ID is the 
same as "session 1’, denoting the same object-surface com 
bination described by that frequency-speed map. 
0.095 At 730, acoustic sensing data for a third session 
includes an association of a session identifier (ID) (e.g., ses 
sion 3), user ID (e.g., user 2), Surface ID (e.g., Surface 2), 
interaction region ID (e.g., region 2), and two object types. In 
contrast to session 1 and session 2, session 3 is associated 
with a different user ID (e.g., user 2) and a different surface 
ID (e.g., Surface 2). A first object type (e.g., finger) is asso 
ciated with a user input type (e.g., primary) and a frequency 
signature ID (FS 1.2). Within FIG. 7, frequency signature ID 
“FS 1.2 corresponds to another frequency-speed map of 
frequency signature 740. A second object type (e.g., coin) is 
associated with a user input type (e.g., secondary) and a 
frequency signature ID (FS 2.2). Also within FIG. 7, fre 
quency signature ID “FS 2.2 corresponds to another fre 
quency-speed map of frequency signature 750. Session 3 
also depicts an example of how a different user (e.g., user 2) 
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may be associated with a different interaction region identi 
fier (e.g., region 2) as compared to user 1 associated with 
session 1 and session 2. 
0096. While many of the techniques described herein are 
with respect to motion-based gestures involving sliding of an 
object over a Surface, it will be understood that tapping-based 
gestures may be identified using similar techniques. As an 
example, a frequency produced by each object-Surface com 
bination during a tap or other touch may be measured during 
initialization and associated with individual object types and/ 
or input types for later use in translating taps or touches 
during a usage phase. 
0097. It is to be understood that the configurations and/or 
techniques described herein are exemplary in nature, and that 
specific examples or embodiments are not to be considered in 
a limiting sense, because numerous variations are possible. 
The specific methods or processes described herein may rep 
resent one or more of any number of processing strategies. As 
Such, various acts illustrated may be performed in the 
sequence illustrated, in other sequences, in parallel, or in 
some cases omitted. Likewise, the order of the above-de 
scribed processes may be changed. The Subject matter of the 
present disclosure includes all novel and nonobvious combi 
nations and Subcombinations of the various methods, pro 
cesses, systems, configurations, and other features, functions, 
acts, and/or properties disclosed herein, as well as any and all 
equivalents thereof. Variations to the disclosed embodiments 
that fall within the metes and bounds of the claims, now or 
later presented, or the equivalence of such metes and bounds 
are embraced by the claims. 

1. An acoustic sensing method performed by a computing 
device, the method comprising: 

during an initialization phase: 
receiving a set of time-based acoustic measurements 

from two or more spatially diverse acoustic sensors 
measuring a first object type moving over a Surface; 

identifying a first time-based change of position of the 
first object type moving over the Surface based on 
latency within the set of time-based acoustic measure 
ments between respective time-based acoustic mea 
surements received from each of the two or more 
spatially diverse acoustic sensors; 

identifying within the set of time-based acoustic mea 
Surements, a first frequency component produced by 
the first object type for the first time-based change of 
position; 

creating a first frequency signature for the first object 
type based on the first frequency component and the 
first time-based change of position, the first frequency 
signature describing a relationship between fre 
quency produced by the first object type and speed of 
the first object type moving over the Surface; and 

outputting the first frequency signature. 
2. The method of claim 1, further comprising: 
associating the first frequency signature with a first user 

input type in a data store; and 
wherein subsequent movement of the first object type over 

the Surface exhibiting the first frequency signature is 
translated to the first user input type of a user interface of 
the computing device. 

3. The method of claim 2, further comprising: 
during a usage phase following the initialization phase: 

identifying a sample frequency component and a sample 
time-based change of position for a sample object 

Jul. 7, 2016 

moving across the Surface based on a sample set of 
time-based acoustic measurements received from the 
two or more spatially diverse acoustic sensors; and 

determining for the sample object, whether the first fre 
quency signature is present within the sample set of 
time-based acoustic measurements based on the 
sample frequency component and the sample time 
based change of position; and 

if the first frequency signature is present within the 
sample set of time-based acoustic measurements for 
the sample object, then attributing the sample object 
to the first object type by translating the sample time 
based change of position for movement over the Sur 
face to the first user input type of the user interface of 
the computing device. 

4. The method of claim 3, wherein the first frequency 
signature is one of a plurality of frequency signatures that 
further includes at least a second frequency signature describ 
ing a relationship between frequency produced by a second 
object type and speed of the second object type moving over 
the Surface; and 

wherein the second frequency signature is associated with 
a second user input type in the data store. 

5. The method of claim 4, further comprising: 
determining for the sample object, whether the second 

frequency signature is present within the sample set of 
time-based acoustic measurements based on the sample 
frequency component and the sample time-based 
change of position; and 

if the second frequency signature is present within the 
sample set of time-based acoustic measurements for the 
sample object, then attributing the sample object to the 
second object type by translating the sample time-based 
change of position for movement over the Surface to the 
second user input type of the user interface of the com 
puting device. 

6. The method of claim 5, further comprising: 
during the usage phase following the initialization phase: 

identifying another sample frequency component and 
another sample time-based change of position for 
another sample object moving across the Surface 
based on the sample set of time-based acoustic mea 
surements received from the two or more spatially 
diverse acoustic sensors; and 

determining for the another sample object, whether the 
first frequency signature or the second frequency sig 
nature is present within the sample set of time-based 
acoustic measurements based on the another sample 
frequency component and the another sample time 
based change of position; and 

if the first frequency signature or the second frequency 
signature is present within the sample set of time 
based acoustic measurements for the another sample 
object, then attributing the another sample object to 
one of the first object type or second object type by 
translating the another sample time-based change of 
position for movement over the Surface to a corre 
sponding one of the first user input type or the second 
user input type of the user interface of the computing 
device. 

7. The method of claim 6, wherein the sample time-based 
change of position for the sample object and the another 
sample time-based change of position for the another sample 
object are concurrent with each other; 
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wherein the sample object is attributed to one of the first 
object type or the second object type, and the another 
sample object is attributed to the other of the first object 
type or the second object type; and 

wherein the first user input type and the second user input 
type collectively provide a multi-touch user input of the 
user interface of the computing device. 

8. The method of claim 4, wherein the first object type is 
one of a body-part object of the user or a passive object; and 

wherein the second object type is another of the body-part 
object of the user or the passive object. 

9. The method of claim 1, further comprising: 
during the initialization phase, 

prompting the user to move the first object type over the 
Surface in a pre-defined two-dimensional pattern hav 
ing a pre-defined direction; 

wherein the set of time-based acoustic measurements 
include measurements received from each of the two 
or more spatially diverse acoustic sensors for the first 
object type moving over the Surface in the pre-defined 
two-dimensional pattern having the pre-defined 
direction; and 

identifying an orientation of the first time-based change 
of position for the first object type relative to the 
computing device based on a comparison of the first 
time-based change of position and the pre-defined 
two-dimensional pattern having the pre-defined 
direction. 

10. The method of claim 9, wherein the orientation relative 
to the computing device further corresponds to an orientation 
within a reference frame of a user interface of the computing 
device. 

11. The method of claim 10, further comprising: 
associating the orientation relative to the computing device 

with a user profile of the user stored at the data store; 
wherein during a Subsequent session, referencing the ori 

entation relative to the computing device stored at the 
data store for the user; and 

setting the orientation relative to the computing device for 
the Subsequent session. 

12. The method of claim 1, wherein the latency is identified 
based on comparison of features of the first frequency com 
ponent between the respective time-based acoustic measure 
ments received from each of the two or more spatially diverse 
acoustic sensors. 

13. An acoustic sensing method performed by a computing 
device, the method comprising: 

receiving a set of time-based acoustic measurements from 
two or more spatially diverse acoustic sensors measur 
ing a first sample object moving over a Surface; 

identifying a first time-based change of position of the first 
sample object moving over the Surface based on latency 
within the set of time-based acoustic measurements 
between respective time-based acoustic measurements 
received from each of the two or more spatially diverse 
acoustic sensors; 

identifying within the set of time-based acoustic measure 
ments, a first frequency component produced by the first 
sample object for the first time-based change of position; 

determining for the first sample object, based on the first 
time-based change of position and the first frequency 
component, whether a pre-defined first frequency signa 
ture of a first object type or a pre-defined second fre 
quency signature of a second object type is present 
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within the set of time-based acoustic measurements, 
each frequency signature describing a different relation 
ship between frequency produced by a corresponding 
object type and speed of that object type moving over the 
Surface; and 

outputting an indication of whether the pre-defined first 
frequency signature or the pre-defined second frequency 
signature is present within the set of time-based acoustic 
measurements for the first sample object. 

14. The method of claim 13, further comprising: 
if the pre-defined first frequency signature is present within 

the set of time-based acoustic measurements for the first 
sample object, then attributing the first sample object to 
the first object type by translating the first time-based 
change of position for movement over the Surface to a 
first user input type of a user interface of the computing 
device; and 

if the pre-defined second frequency signature is present 
within the set of time-based acoustic measurements for 
the first sample object, then attributing the first sample 
object to the second object type by translating the first 
time-based change of position for movement over the 
Surface to a second user input type of the user interface 
of the computing device. 

15. The method of claim 14, wherein the set of time-based 
acoustic measurements received from the two or more spa 
tially diverse acoustic sensors further includes measurements 
of a second sample object moving over the Surface; and 

wherein the method further comprises: 
identifying a second time-based change of position of 

the second sample object moving over the Surface 
based on latency within the set of time-based acoustic 
measurements between respective time-based acous 
tic measurements received from each of the two or 
more spatially diverse acoustic sensors; 

identifying within the set of time-based acoustic mea 
Surements, a second frequency component produced 
by the second sample object for the second time 
based change of position; 

determining for the second sample object, based on the 
second time-based change of position and the second 
frequency component, whether the pre-defined first 
frequency signature of the first object type or the 
pre-defined second frequency signature of the second 
object type is present within the set of time-based 
acoustic measurements; and 

outputting an indication of whether the pre-defined first 
frequency signature or the pre-defined second fre 
quency signature is present within the set of time 
based acoustic measurements for the second sample 
object. 

16. The method of claim 15, further comprising: 
if the pre-defined first frequency signature is present within 

the set of time-based acoustic measurements for the 
second sample object, then attributing the second 
sample object to the first object type by translating the 
second time-based change of position for movement 
over the surface to the first user input type of the user 
interface of the computing device; and 

if the pre-defined second frequency signature is present 
within the set of time-based acoustic measurements for 
the second sample object, then attributing the second 
sample object to the second object type by translating 
the second time-based change of position for movement 
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over the surface to the second user input type of the user 
interface of the computing device. 

17. The method of claim 14, wherein one or both of the 
pre-defined first frequency signature and pre-defined second 
frequency signature were created by the computing device 
based on a previously measured relationship between fre 
quency produced by the corresponding object type and speed 
of that object type moving over the Surface during an initial 
ization phase. 

18. The method of claim 17, further comprising: 
during the initialization phase, 

prompting the user to move the first object type over the 
Surface in a pre-defined two-dimensional pattern hav 
ing a pre-defined direction; and 

identifying an orientation of a time-based change of 
position for the first object type relative to the com 
puting device based on a comparison of that time 
based change of position and the pre-defined two 
dimensional pattern having the pre-defined direction; 

wherein the orientation relative to the computing device 
further corresponds to an orientation within a refer 
ence frame of the user interface of the computing 
device. 

19. The method of claim 13, wherein the two or more 
spatially diverse acoustic sensors interface with the Surface, 
and are integrated with the computing device. 

20. A computing device, comprising: 
an enclosure; 
two or more spatially diverse acoustic sensors protruding 

outward from the enclosure of the computing device to 
interface with a surface to be acoustically monitored by 
the computing device; 

a logic Subsystem located within the enclosure; and 
a storage Subsystem located within the enclosure, and hav 

ing instructions stored thereon executable by the logic 
Subsystem to: 
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receive a set of time-based acoustic measurements from 
the two or more spatially diverse acoustic sensors 
measuring a first sample object moving over the Sur 
face; 

identify a first time-based change of position of the first 
sample object moving over the Surface based on 
latency within the set of time-based acoustic measure 
ments between respective time-based acoustic mea 
surements received from each of the two or more 
spatially diverse acoustic sensors; 

identify within the set of time-based acoustic measure 
ments, a first frequency component produced by the 
first sample object for the first time-based change of 
position; 

determine for the first sample object, based on the first 
time-based change of position and the first frequency 
component, whether a pre-defined first frequency sig 
nature of a first object type or a pre-defined second 
frequency signature of a second object type is present 
within the set of time-based acoustic measurements, 
each frequency signature describing a different rela 
tionship between frequency produced by a corre 
sponding object type and speed of that object type 
moving over the Surface; 

if the pre-defined first frequency signature is present 
within the set of time-based acoustic measurements 
for the first sample object, then attribute the first 
sample object to the first object type by translating the 
first time-based change of position for movement over 
the Surface to a first user input type of a user interface 
of the computing device; and 

if the pre-defined second frequency signature is present 
within the set of time-based acoustic measurements 
for the first sample object, then attribute the first 
sample object to the second object type by translating 
the first time-based change of position for movement 
over the Surface to a second user input type of the user 
interface of the computing device. 
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