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DEVICE FOR MANAGING DISTRIBUTED 
STORAGE RESOURCES AND METHOD FOR 
MANAGING SUCH STORAGE RESOURCES 

FIELD 

[ 0001 ] The subject matter herein generally relates to data 
storage . 

BACKGROUND 

[ 0002 ] The need for data storage is always increasing . 
Distributed storage is a common data storing method . A 
distributed storage system interconnects a number of storage 
devices to a number of servers via a network . In the prior art , 
a manner of balancing the storage load of the distributed 
storage system is to prioritize storing data to one or more 
servers corresponding to one or more storage devices with 
more storage spaces , to improve an usage of such storage 
resource . However , in real life applications , some data is 
accessed very frequently by a user and some data is accessed 
rarely , the aforementioned manner of load balancing may 
reduce a data quantity stored by the storage devices , but very 
frequently accessed data may decrease the service life of the 
storage devices . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0003 ] Implementations of the present technology will 
now be described , by way of embodiment , with reference to 
the attached figures . 
[ 0004 ] FIG . 1 illustrates a block view of an embodiment of 
a storage resource managing device . 
[ 0005 ] FIG . 2 illustrates a flowchart of an embodiment of 
a method for transferring data of a storage resource man 
aging method . 
[ 0006 ] FIG . 3 illustrates a flowchart of an embodiment of 
a method for storing data of a storage resource managing 
method . 

and / or hardware modules and can be stored in any type of 
computer - readable medium or other storage device . 
[ 0010 ] The term " comprising " means “ including , but not 
necessarily limited to " ; it specifically indicates open - ended 
inclusion or membership in a so - described combination , 
group , series , and the like . 
[ 0011 ] Embodiments of the present disclosure will be 
described with reference to the accompanying drawings . 
[ 0012 ] FIG . 1 illustrates an embodiment of a device for 
managing storage resources . The storage resource managing 
device 1 is connected to a number of servers 2 via a 
communication network . The storage resource managing 
device 1 is configured to manage a number of storage 
devices of the servers 2. In the embodiment , the storage 
resource managing device 1 is a management server . 
[ 0013 ] The storage resource managing device 1 can 
include , but is not limited to , at least one processor 10 , a 
storage unit 20 , and at least one communication unit 30. In 
the embodiment , the storage unit 20 can be a read only 
memory ( ROM ) or a random access memory ( RAM ) . The at 
least one communication unit 30 can connect to the servers 
2 via a wired network or a wireless network . The storage 
resource managing device 1 and the servers 2 are arranged 
in an environment of a machine room . In the embodiment , 
the at least one communication unit can be a hub or a router . 
The at least one communication unit can be connected to 
each server 2 via a number of wires or be connected to each 
server 2 via a wireless network , for example , a WI - FI , a 
wireless local area network , or the like . 
[ 0014 ] In the embodiment , the servers 2 are intercon 
nected via a communication network . Each server 2 can 
include , but is not limited to , a storage device 21. Each 
storage device 21 can be configured to store data . Preferably , 
each storage device 21 can be a hard disk . The stored data 
can be data of any nature . 
[ 0015 ] The storage resource managing device 1 includes , 
but is not limited to , an obtaining module 101 , a calculating 
module 102 , a determining module 103 , a transferring 
module 104 , a judging module 105 , a storing module 106 , a 
dividing module 107 , and a setting module 108. In the 
embodiment , the aforementioned modules can be a set of 
programmable software instructions stored in the storage 
unit 20 and executed by the processor 10 or a set of 
programmable software instructions or firmware in the pro 
cessor 10 . 
[ 0016 ] The obtaining module 101 is configured to obtain 
quantity of access to data of the storage device 21 of each 
server 2 in a preset period of time . 
[ 0017 ] In the embodiment , the storage resource naging 
device 1 further includes a state detecting unit 40. The state 
detecting unit 40 detects state of data accessing of each 
server 2 , and records a quantity of data accessed of each 
server 2 during each data accessing . The obtaining module 
101 obtains records of quantity of data accessed of each 
server 2 in a preset period of time , and calculates a total 
quantity of data accessed of each server 2 in the preset 
period of time . In the embodiment , the preset period of time 
is one month . In other embodiment , the preset period of time 
can be other time . 
[ 0018 ] The calculating module 102 calculates a ratio of the 
quantity of data accessed of each storage device 21 in the 
preset period of time to a current data occupation of a 
storage device 21 . 

DETAILED DESCRIPTION 

[ 0007 ] It will be appreciated that for simplicity and clarity 
of illustration , where appropriate , reference numerals have 
been repeated among the different figures to indicate corre 
sponding or analogous elements . In addition , numerous 
specific details are set forth in order to provide a thorough 
understanding of the embodiments described herein . How 
ever , it will be understood by those of ordinary skill in the 
art that the embodiments described herein can be practiced 
without these specific details . In other instances , methods , 
procedures , and components have not been described in 
detail so as not to obscure the related relevant feature being 
described . The drawings are not necessarily to scale and the 
proportions of certain parts can be exaggerated to better 
illustrate details and features . The description is not to be 
considered as limiting the scope of the embodiments 
described herein . 
[ 0008 ] Several definitions that apply throughout this dis 
closure will now be presented . 
[ 0009 ] In general , the word “ module , ” as used herein , 
refers to logic embodied in hardware or firmware , or to a 
collection of software instructions , written in a program 
ming language . The software instructions in the modules can 
be embedded in firmware , such as in an erasable program 
mable read - only memory ( EPROM ) device . The modules 
described herein can be implemented as either software 
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value , namely , the one or more servers 2 with the greatest 
ratio cannot transfer data any long to avoid from transferring 
overmuch data , the judging module 105 determines that the 
one or more servers 2 with the greatest ratio which each has 
real - time ratio less than or equal to the second preset value . 
[ 0026 ] When the judging module 105 determines the one 
or more servers 2 with the smallest ratio which each has 
real - time ratio less than the first preset value , the transferring 
module 104 controls the one or more servers 2 with the 
greatest ratio to continuously transfer data thereto . When the 
judging module 105 determines the one or more servers 2 
with the smallest ratio which each has real - time ratio greater 
than or equal to the first preset value , the transferring module 
104 controls the one or more servers 2 with the greatest ratio 
to transfer data to the one or more servers 2 with the second 
smallest ratio . The other servers 2 can transfer data or 
receive data in a similar manner . 
[ 0027 ] When the judging module 105 determines the one 
or more servers 2 with the greatest ratio which each has 
real - time ratio greater than the second preset value , the 
transferring module 104 controls the one or more servers 2 
with the greatest ratio to continuously transfer data thereto . 
When the judging module 105 determines the one or more 
servers 2 with the greatest ratio which each has real - time 
ratio less than or equal to the second preset value , the 
transferring module 104 controls the one or more servers 2 
with second greatest ratio to transfer the data to the one or 
more servers 2 which each has ratio less than the second 
preset value . 

[ 0019 ] For example , the current data occupation of the 
storage device A of the server B is 10 gigabytes , that is , 
storage device A currently contains 10 GB of data , and the 
quantity of data accessed in the storage device A in the preset 
period of time is 50 gigabytes , thus the ratio between the two 
in the preset period of time is equal to five . 
[ 0020 ] The determining module 103 determines one or 
more servers 2 which each has ratio of the quantity of data 
accessed to the current data occupation greater than a first 
preset value , and determines one or more servers 2 which 
each has the ratio as being less than a second preset value . 
In the embodiment , the first preset value is greater than the 
second preset value . For example , the first preset value can 
be two and the second preset value can be 0.5 . 
[ 0021 ] The transferring module 104 outputs one or more 
control signals to control the one or more servers 2 which 
each has ratio greater than the first preset value to transfer 
the data to the one or more servers 2 which each has ratio 
less than the second preset value , until the ratios of all the 
servers 2 each is less than or equal to the first preset value 
and greater than or equal to the second preset value . 
[ 0022 ] In the embodiment , the transferring module 104 
first outputs one or more control signals to one or more 
servers 2 which each has the greatest ratio over or beyond 
the first preset value , to control such servers 2 to transfer 
their data to the one or more servers 2 which each has the 
smallest ratio , such smallest ratio as being less than the 
second preset value in a sequence or simultaneously . 
[ 0023 ] The judging module 105 determines whether the 
one or more servers 2 with the smallest ratio which each has 
real - time ratio greater than or equal to the first preset value 
in a real time in a data transferring process , and determine 
whether the one or more servers 2 with the greatest ratio 
which each has real - time ratio less than or equal to the 
second preset value in a real time in the data transferring 
process , to avoid the one or more servers which each has the 
ratio less than the second preset value receiving overmuch 
data , and avoid the one or more servers which each has the 
ratio greater than the first preset value transferring overmuch 
data . 
[ 0024 ] In the embodiment , in the data transferring process , 
the calculating module 102 calculates a current ratio of each 
server 2 with the smallest ratio in a real time and a current 
ratio of each server 2 with the greatest ratio in a real time , 
and the judging module 105 determines whether the one or 
more servers 2 with the smallest ratio which each has 
real - time ratio greater than or equal to the first preset value 
in a real time according to a result of the calculation , and 
determines whether the one or more servers 2 with the 
greatest ratio which each has real - time ratio less than or 
equal to the second preset value in a real time according to 
the result of the calculation . 
[ 0025 ] When a current ratio of each server 2 with the 
smallest ratio is greater than or equal to the first preset value , 
for example a current ratio of each server 2 with the smallest 
ratio is equal to the first preset value , namely , the one or 
more servers 2 with the smallest ratio cannot receive data 
any long to avoid from receiving overmuch data , the judging 
module 105 determines that the one or more servers 2 with 
the smallest ratio which each has real - time ratio greater than 
or equal to the first preset value . When a current ratio of each 
server 2 with the greatest ratio is less than or equal to the 
second preset value , for example a current ratio of each 
server 2 with the greatest ratio is equal to the second preset 

[ 0028 ] In the data transferring process , the one or more 
servers 2 each with ratio greater than the first preset value 
transfer the data in a sequence from big to small , as long as 
the ratios of those servers 2 are not less than the second 
preset value . In the same data transferring process , the one 
or more servers 2 with ratios less than the second preset 
value receive the data in a sequence from small to big as long 
as the ratios of those servers 2 are not greater than the first 
preset value . 
[ 0029 ] If the number of servers 2 , being one or more , with 
ratios each less than the second preset value is not enough 
to ensure that those servers 2 can receive the data transferred 
from the one or more servers 2 with ratios each greater than 
the first preset value , the transferring module 104 outputs a 
prompt or warning to an administrator to increase one or 
more servers 2 . 
[ 0030 ] The storing module 106 stores pre - stored data to 
the one or more servers 2 with ratios which each is smallest 
in the one or more servers 2 with ratios less than the second 
preset value in a sequence or simultaneously when the 
storage resource managing device 1 receives pre - stored data . 
The storing module 106 is further configured to store the rest 
of pre - stored data to the one or more servers 2 with second 
smallest ratio when the one or more servers 2 with smallest 
ratio which each has ratio increased to the first preset value 
by receiving the pre - stored data . The other pre - stored data 
can be stored in a similar manner . 
[ 0031 ] The dividing module 107 divides the pre - stored 
data into a number of blocks according to a preset rule . In 
the embodiment , the preset rule is to maintain the integrity 
of the pre - stored data . For example , when the pre - stored data 
includes a number of applications , the dividing module 107 
divides the data of one or more applications into correspond 
ing blocks , thus the data of each application will be not 
divided into different blocks . 
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[ 0032 ] The storing module 106 is further configured to 
store the blocks of the pre - stored data to the storage devices 
21 of the servers 2 according to size of each block . In the 
embodiment , the storing module 106 sorts the blocks by size 
from big to small , and stores each block in a sequence from 
big to small to the one or more servers 2 in a sequence of 
ratios from small to big . If the number of the blocks is 
greater than the number of the one or more servers 2 with 
ratios each less than the second preset value , the storing 
module 106 continuously stores the remaining blocks to the 
server 2 in a sequence of ratios from small to big . 
[ 0033 ] In other embodiment , the setting module 108 sets 
a weighting of each server 2 according to a current quantity 
of data accessed of the storage device 21 of each server 2 . 
In the embodiment , the weighting of each server 2 is 
inversely proportional to the quantity of data accessed of one 
storage device corresponding to the server 2. That is , when 
the quantity of data accessed of the server 2 decreases , the 
weighting of the server 2 increases , and when the quantity 
of data accessed of the server 2 increases , the weighting of 
the server 2 decreases . The storing module 106 is further 
configured to store the pre - stored data to the servers 2 
corresponding to the weightings in a weighting sequence 
from high to low . In the embodiment , in the storing process , 
all the ratios of the one or more servers 2 receiving the 
pre - stored data must be each less than the first preset value . 
[ 0034 ] FIG . 2 illustrates a flowchart of an embodiment of 
a method of transferring data of a storage resource managing 
method 200. The method 200 is provided by way of 
example , as there are a variety of ways to carry out the 
method 200. The method 200 described below can be carried 
out using the configurations illustrated in FIG . 1 , for 
example , and various elements of these figures are refer 
enced in the explanation of method . Each block shown in 
FIG . 2 represents one or more processes , methods or sub 
routines , carried out in the method . Additionally , the illus 
trated order of blocks is by example only and the order of the 
blocks can change . The method 200 can begin at block 201 . 
[ 0035 ] In block 201 , obtaining a quantity of data accessed 
of a storage device of each server in a preset period of time . 
[ 0036 ] In block 202 , calculating a ratio of the quantity of 
data accessed of each storage device in the preset period of 
time to a current data occupation of a storage device . 
[ 0037 ] In block 203 , determining one or more servers 
which each has ratio of the quantity of data accessed to the 
current data occupation greater than a first preset value . 
[ 0038 ] In block 204 , determining one or more servers 
which each has the ratio as being less than a second preset 
value . 
[ 0039 ] In block 205 , outputting one or more control sig 
nals to control the one or more servers which each has ratio 
greater than the first preset value to transfer the data to the 
one or more servers which each has ratio less than the 
second preset value , until the ratios of all the servers each is 
less than or equal to the first preset value and greater than or 
equal to the second preset value . 
[ 0040 ] In the embodiment , the block 205 includes : 
[ 0041 ] Controlling first the one or more servers which 
each has greatest ratio greater than the first preset value to 
transfer the data to the one or more servers which each has 
smallest ratio as being less than the second preset value in 
a sequence or simultaneously ; 

[ 0042 ] Determining whether the one or more servers with 
the smallest ratio which each has real - time ratio greater than 
or equal to the first preset value in a real time in a data 
transferring process ; 
[ 0043 ] Determining whether the one or more servers with 
the greatest ratio which each has real - time ratio less than or 
equal to the second preset value in a real time in the data 
transferring process ; 
[ 0044 ] Controlling the one or more servers with the great 
est ratio to transfer the data to the one or more servers which 
each has second smallest ratio when the one or more servers 
with the smallest ratio which each has real - time ratio greater 
than or equal to the first preset value ; 
[ 0045 ] Controlling the one or more servers with the sec 
ond greatest ratio which each has a ratio greater than the first 
preset value to transfer the data to the one or more servers 
which each has ratio less than the second preset value when 
the one or more servers with the greatest ratio which each 
has real - time ratio less than or equal to the second preset 
value . 
[ 0046 ] FIG . 3 illustrates a flowchart of an embodiment of 
a method for storing data of a storage resource managing 
method 300. The method 300 is provided by way of 
example , as there are a variety of ways to carry out the 
method 300. The method 300 described below can be carried 
out using the configurations illustrated in FIG . 1 , for 
example , and various elements of these figures are refer 
enced in the explanation of method . Each block shown in 
FIG . 3 represents one or more processes , methods or sub 
routines , carried out in the method . Additionally , the illus 
trated order of blocks is by example only and the order of the 
blocks can change . The method 300 can begin at block 301 . 
[ 0047 ] In block 301 , dividing pre - stored data into a num 
ber of blocks according to a preset rule when the storage 
resource managing device receives the pre - stored data . 
[ 0048 ] In block 302 , storing the blocks of the pre - stored 
data to the one or more servers with smallest ratio which 
each has ratio less than the second preset value according to 
size of each block . 
[ 0049 ] In block 303 , storing the remaining blocks to the 
one or more servers with second smallest ratio which each 
has ratio less than the second preset value when the one or 
more servers with the smallest ratio which each has ratio 
increased to the first preset value by receiving the pre - stored 
data , and storing the blocks in a similar manner until the 
blocks are completely stored in the server . 
[ 0050 ] In other embodiment , the method further includes : 
[ 0051 ] Setting a weighting of each server according to a 
current quantity of data accessed of the storage device of 
each server , 
[ 0052 ] Storing the pre - stored data to the servers corre 
sponding to the weightings in a weighting sequence from 
high to low . 
[ 0053 ] In other embodiment , setting a weighting of each 
server according to a current quantity of data accessed of the 
storage device of each server comprises : 
[ 0054 ] Setting the weighting of each server being 
inversely proportional to the quantity of data accessed of one 
storage device corresponding to the server . 
[ 0055 ] The embodiments shown and described above are 
only examples . Even though numerous characteristics and 
advantages of the present technology have been set forth in 
the foregoing description , together with details of the struc 
ture and function of the present disclosure , the disclosure is 
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illustrative only , and changes can be made in the detail , 
including in matters of shape , size and arrangement of the 
parts within the principles of the present disclosure up to , 
and including , the full extent established by the broad 
general meaning of the terms used in the claims . 
What is claimed is : 
1. A storage resource managing device comprising : 
at least one communication unit configured to enable the 

storage resource managing device to communicate with 
a plurality of servers ; 

a storage system ; 
at least one processor ; and 
the storage system storing one or more programs , which 
when executed by the at least one processor , causing 
the at least one processor to : 
obtain a quantity of data accessed of a storage device of 

each server in a preset period of time ; 
calculate a ratio of the quantity of data accessed of each 

storage device in the preset period of time to a 
current data occupation of a storage device ; 

determine one or more servers which each has ratio of 
the quantity of data accessed to the current data 
occupation greater than a first preset value ; 

determine one or more servers which each has ratio as 
being less than a second preset value ; and 

output one or more control signals to control the one or 
more servers which each has ratio greater than the 
first preset value to transfer the data to the one or 
more servers which each has ratio less than the 
second preset value , until the atios of the all servers 
each is less than or equal to the first preset value and 
greater than or equal to the second preset value . 

2. The storage resource managing device as described in 
claim 1 , further causing the at least one processor to : 

store pre - stored data to the one or more servers with ratios 
which each is smallest in the one or more servers with 
ratios less than the second preset value when the 
storage resource managing device receives the pre 
stored data ; and 

store the rest of pre - stored data to the one or more servers 
with second smallest ratio which has a ratio less than 
the second preset value when the one or more servers 
with the smallest ratio which each has ratio increased to 
the first preset value by receiving the pre - stored data . 

3. The storage resource managing device as described in 
claim 2 , further causing the at least one processor to : 

divide the pre - stored data into a plurality of blocks 
according to a preset rule ; and 

store the blocks of the pre - stored data to the storage 
devices of the servers according to size of each block . 

4. The storage resource managing device as described in 
claim 2 , further causing the at least one processor to : 

set a weighting of each server according to a current 
quantity of data accessed of the storage device of each 
server ; and 

store the pre - stored data to the servers corresponding to 
the weightings in a weighting sequence from high to 
low . 

5. The storage resource managing device as described in 
claim 1 , wherein : 

the weighting of each server is inversely proportional to 
the quantity of data accessed of one storage device 
corresponding to the server . 

6. The storage resource managing device as described in 
claim 1 , further causing the at least one processor to : 

control first the one or more servers which each has 
greatest ratio greater than the first preset value to 
transfer the data to the one or more servers which each 
has smallest ratio less than the second preset value ; 

determine whether the one or more servers with the 
smallest ratio which each has real - time ratio greater 
than or equal to the first preset value in a real time in 
a data transferring process ; 

determine whether the one or more servers with the 
greatest ratio which each has real - time ratio less than or 
equal to the second preset value in a real time in the 
data transferring process ; 

control the one or more servers with the greatest ratio to 
transfer the data to the one or more servers which each 
has second smallest ratio less than the second preset 
value when the one or more servers with the smallest 
ratio which each has real - time ratio greater than or 
equal to the first preset value ; and 

control the one or more servers with the second greatest 
ratio greater than the first preset value to transfer the 
data to the one or more servers which each has ratio less 
than the second preset value when the one or more 
servers with the greatest ratio which each has real - time 
ratio less than or equal to the second preset value . 

7. A storage resource managing method for a storage 
resource managing device , applicable in a storage resource 
managing device with at least one communication unit 
configured to enable the storage resource managing device 
to communicate with a plurality of servers , a storage system , 
and at least one processor , comprising : 

the at least one processor obtaining a quantity of data 
accessed of a storage device of each server in a preset 
period of time ; 

the at least one processor calculating a ratio of the 
quantity of data accessed of each storage device in the 
preset period of time to a current data occupation of a 
storage device ; 

the at least one processor determining one or more servers 
which each has ratio of the quantity of data accessed to 
the current data occupation greater than a first preset 
value ; 

the at least one processor determining one or more servers 
which each has ratio less than a second preset value ; 
and 

the at least one processor outputting one or more control 
signals to control the one or more servers which each 
has ratio greater than the first preset value to transfer 
the data to the one or more servers which each has ratio 
less than the second preset value , until the ratios of the 
all servers each is less than or equal to the first preset 
value and greater than or equal to the second preset 
value . 

8. The storage resource managing method as described in 
claim 7 , further comprising : 

the at least one processor storing pre - stored data to the one 
or more servers with ratios which each is smallest in the 
one or more servers with ratios less than the second 
preset value when the storage resource managing 
device receives the pre - stored data ; and 

the at least one processor storing the rest of pre - stored 
data to the one or more servers with second smallest 
ratio which has a ratio less than the second preset value 
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when the one or more servers with the smallest ratio 
which each has ratio increased to the first preset value 
by receiving the pre - stored data . 

9. The storage resource managing method as described in 
claim 8 , further comprising : 

the at least one processor dividing the pre - stored data into 
a plurality of blocks according to a preset rule ; and 

the at least one processor storing the blocks of the 
pre - stored data to the storage devices of the servers 
according to size of each block . 

10. The storage resource managing method as described 
in claim 8 , further comprising : 

the at least one processor setting a weighting of each 
server according to a current quantity of data accessed 
of the storage device of each server , and 

the at least one processor storing the pre - stored data to the 
servers corresponding to the weightings in a weighting 
sequence from high to low . 

11. The storage resource managing method as described in 
claim the at least one processor setting a weighting of each 
server according to a current quantity of data accessed of the 
storage device of each server comprising : 

the at least one processor setting the weighting of each 
server being inversely proportional to the quantity of 
data accessed of one storage device corresponding to 
the server . 

12. The storage resource managing method as described 
in claim 7 , further comprising : 

the at least one processor controlling first the one or more 
servers which each has greatest ratio greater than the 
first preset value to transfer the data to the one or more 
servers which each has smallest ratio less than the 
second preset value ; 

the at least one processor determining whether the one or 
more servers with the smallest ratio which each has 
real - time ratio greater than or equal to the first preset 
value in a real time in a data transferring process ; 

the at least one processor determining whether the one or 
more servers with the greatest ratio which each has 
real - time ratio less than or equal to the second preset 
value in a real time in the data transferring process ; 

the at least one processor controlling the one or more 
servers with the greatest ratio to transfer the data to the 
one or more servers which each has second smallest 
ratio less than the second preset value when the one or 
more servers with the smallest ratio which each has 
real - time ratio greater than or equal to the first preset 
value ; and 

the at least one processor controlling the one or more 
servers with the second greatest ratio greater than the 
first preset value to transfer the data to the one or more 
servers which each has ratio less than the second preset 
value when the one or more servers with the greatest 
ratio which each has real - time ratio less than or equal 
to the second preset value . 

13. A non - transitory storage medium storing a set of 
instructions , when the instructions being executed by at least 
one processor of a storage resource managing device , the at 
least one processor being configured to perform a storage 
resource managing method , wherein the method comprises : 

the at least one processor obtaining a quantity of data 
accessed of a storage device of each server in a preset 
period of time ; 

the at least one processor calculating a ratio of the 
quantity of data accessed of each storage device in the 
preset period of time to a current data occupation of a 
storage device ; 

the at least one processor determining one or more servers 
which each has ratio of the quantity of data accessed to 
the current data occupation greater than a first preset 
value ; 

the at least one processor determining one or more servers 
which each has ratio less than a second preset value ; 
and 

the at least one processor outputting one or more control 
signals to control the one or more servers which each 
has ratio greater than the first preset value to transfer 
the data to the one or more servers which each has ratio 
less than the second preset value , until the ratios of the 
all servers each is less than or equal to the first preset 
value and greater than or equal to the second preset 
value . 

14. The non - transitory storage medium as described in 
claim 13 , wherein the method further comprises : 

the at least one processor storing pre - stored data to the one 
or more servers with ratios which each is smallest in the 
one or more servers with ratios less than the second 
preset value when the storage resource managing 
device receives the pre - stored data ; and 

the at least one processor storing the rest of pre - stored 
data to the one or more servers with the second smallest 
ratio which has a ratio less than the second preset value 
when the one or more servers with the smallest ratio 
which each has ratio increased to the first preset value 
by receiving the pre - stored data . 

15. The non - transitory storage medium as described in 
claim 14 , wherein the method further comprises : 

the at least one processor dividing the pre - stored data into 
a plurality of blocks according to a preset rule ; and 

the at least one processor storing the blocks of the 
pre - stored data to the storage devices of the servers 
according to size of each block . 

16. The non - transitory storage medium as described in 
claim 14 , wherein the method further comprises : 

the at least one processor setting a weighting of each 
server according to a current quantity of data accessed 
of the storage device of each server ; and 

the at least one processor storing the pre - stored data to the 
servers corresponding to the weightings in a weighting 
sequence from high to low . 

17. The non - transitory storage medium as described in 
claim 16 , the at least one processor setting a weighting of 
each server according to a current quantity of data accessed 
of the storage device of each server comprising : 

the at least one processor setting the weighting of each 
server being inversely proportional to the quantity of 
data accessed of one storage device corresponding to 
the server . 

18. The non - transitory storage medium as described in 
claim 13 , wherein the method further comprises : 

the at least one processor controlling first the one or more 
servers which each has greatest ratio greater than the 
first preset value to transfer the data to the one or more 
servers which each has smallest ratio less than the 
second preset value ; 

the at least one processor determining whether the one or 
more servers with the smallest ratio which each has 
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real - time ratio greater than or equal to the first preset 
value in a real time in a data transferring process ; 

the at least one processor determining whether the one or 
more servers with the greatest ratio which each has 
real - time ratio less than or equal to the second preset 
value in a real time in the data transferring process ; 

the at least one processor controlling the one or more 
servers with the greatest ratio to transfer the data to the 
one or more servers which each has second smallest 
ratio less than the second preset value when the one or 
more servers with the smallest ratio which each has 
real - time ratio greater than or equal to the first preset 
value ; and 

the at least one processor controlling the one or more 
servers with the second greatest ratio greater than the 
first preset value to transfer the data to the one or more 
servers which each has ratio less than the second preset 
value when the one or more servers with the greatest 
ratio which each has real - time ratio less than or equal 
to the second preset value . 


