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DOCUMENT CLASSIFICATION METHOD

TECHNICAL FIELD

[0001] The present invention relates to a method to decide
whether a text document belongs to a certain class R or not
(i.e. any other class), where there are only few training
documents available for class R, and all classes can be
arranged in a hierarchy.

BACKGROUND ART

[0002] The inventors of the present invention propose a
smoothing technique that improves the classification of a
text into two classes R and = R, whereas only a few training
instances for class R are available. The class = R denote all
classes that are class R, where all classes are arranged in a
hierarchy. We assume that we have access to training
instances of several classes that subsume class R.

[0003] This kind of problem occurs, for example, when we
want to identify whether a document is about region (class)
R, or not. For example, region R contains all geo-located
Tweets (refer to messages from www.twitter.com) that
belong to a certain city R, and outer regions S, and S, refer
to the state, and the country, respectively, where city R is
located. It is obvious that the classes R, S; and S, can be
thought of being arranged in a hierarchy, where S; subsumes
R, and S, subsumes S,. However, most Tweets do not
contain geo-location, i.e., we do not know whether the text
messages were about region R. Given a small set of training
data, we want to detect whether the text was about city R or
not. In general, we have only a few training data instances
available for city R, but much training data instances avail-
able for region S, and S,.

[0004] Non-Patent Document 1 proposes for this task to
use a kind of Naive Bayes classifier to decide whether a
Tweet (document) belongs to region R. This classifier uses
the word probabilities p(wIR) for classification (actually
they estimate p(RIw), however, this difference is irrelevant
here). In general R is small, and only a few training instance
documents that belong to region R are available. Therefore,
the word probabilities p(wIR) cannot be estimated reliable.
In order to overcome this problem, they suggest to use
training instance documents that belong to a region S that
contains R.

[0005] Since S contains, in general, more training
instances than R, Non-Patent Document 1 proposes to
smooth the word probabilities p(wIR) by using p(wIS). For
the smoothing they suggest to use a linear combination of
p(wIR) and p(wlS), where the optimal parameter for the
linear combination is estimated using held-out data.

[0006] This problem setting is also similar to hierarchical
text classification. For example, class R is “Baseball in
Japan”, class S, is class “Baseball” and S, is class “Sports”,
and so forth. For this problem Non-Patent Document 2
suggests to smooth the word probabilities p(wIR) for class R
by using one or more hyper-classes that contain class R. A
hyper-class S has, in general, more training instances than
class R, and therefore we can expect to get more reliable
estimates. However, hyper-class S might also contain docu-
ments that are completely unrelated to class R. Non-Patent
Document 2 relates to this dilemma as the trade-off between
reliability and specificity. They solve this trade-off by setting
weight A that interpolates p(wIR) and p(wlS). The optimal
weight A needs to be set using held-out data.
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Document of the Prior Art

[0007] Non-Patent Document 1: “You Are Where You
Tweet: A Content-Based Approach to Geo-locating Twitter
Users”, 7. Cheng et. al., 2010.

[0008] Non-Patent Document 2: “Improving text classifi-
cation by shrinkage in a hierarchy of classes”, A. McCallum
et al., 1998.

DISCLOSURE OF INVENTION

Problems to be Solved by the Invention

[0009] All previous methods require the use of held-out
data 2 to estimate the degree of interpolation between
p(wIR) and p(wlS), as shown in FIG. 1. However, selecting
a subset of training data instances of R (held-out data)
reduces the data that can be used for training even further.
This can out-weight the benefits that can be gained from
setting the interpolation parameters with the held-out data.
This problem is only partly mitigated by cross-validation,
which, furthermore, can be computationally expensive. In
FIG. 1, X<=Y means document set Y contains document set
X. Due to the analogy of geographic regions, we use the
term “region”, instead of the term “category” or “class”.
[0010] It might appear that another obvious solution,
would be to use the same training data twice, once for
estimating the probability p(wIR) and once for estimating
the optimal weight A. However, using the approaches like
described Non-Patent Document 1 or Non-Patent Document
2, would simply set the weight of A to 1 for p(wIR) , and zero
for p(wlIS). This is because their method requires point-
estimates of p(wIR) , which is a maximum-likelihood or
maximum-a posterior estimate, that cannot measure the
uncertainty of the estimate of p(wIR).

Means for Solving the Problem

[0011] Our approach compares the distributions of p(wIR)
and p(wIS) and use the difference to decide if and how, the
distribution p(wIR) should be smoothed using only the
training data. The assumption of our approach can be
summarized as follows: If the distribution of a word w is
similar in region R and its outer region S, we expect that we
can get a more reliable estimate of p(wIR) that is close to the
true p(wIR) by using the sample space of region S. On the
other hand, if the distributions are very different, we expect
that we cannot do better than using the small sample size of
R. The degree to which we can smooth the distribution
p(wIR) with the distribution p(wlS) is determined by how
likely it is that the training data instance of region R were
generated by the distribution p(wIS). We denote this likeli-
hood as p(DzIDy). If, for example, we assume that the word
occurrences are generated by a Bernoulli Trial, and we use
as conjugate prior the Beta distribution, then the likelihood
p(DzIDs) can be calculated as the ratio of two Beta func-
tions. In general, if the word occurrences are assumed to be
generated by an i.i.d sample of distribution P with parameter
vector 0, and conjugate prior f over the parameters 6, then
the likelihood p(DzIDy) can be calculated as a ratio of the
normalization constants of two distributions of type f.

[0012] To make the uncertainty about the estimates p(wIR)
(and p(wIS)) clear, we model the probability over these
probabilities. For example, in case we assume that word
occurrences are model by a Bernoulli distribution, we chose
as the conjugate prior the beta distribution, and derive
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therefore beta distribution for the probability over p(wIR)
(and p(wlS)). For each probability over probability p(wIS)
(there is one for each Se{R, S,, S,, . .. }), we select the one
which results in the highest likelihood of the data p(DgIDy).
We select this probability as the smoothed second-order
word probability for p(wIR).

[0013] A variation of this approach is to first create mutual
exclusive subsets R, G,, G,, . . . from the set {R, S, S,, .
.. }, and then calculate a weighted average of the probabili-
ties over probability p(wlG), where the weights correspond
to the data likelihood p(DgIDy).

[0014] In the final step, for a new document d we calculate
the probability that document d belongs to class R, by using
the probability over probability p(wIR). For example, we use
the naive Bayes assumption, and calculate p(dIR) by prob-
ability over probability p(wIR) (Bayesian Naive Bayes).

Effect of the Invention

[0015] The present invention has the effect of smoothing
the probability that a word w occurs in a text that belongs to
class R by using the word probabilities of outer-classes of R.
It achieves this without the need to resort to additional
held-out training data.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] FIG. 1 is a block diagram showing the functional
structure of the system proposed by previous work.

[0017] FIG. 2 is a block diagram showing a functional
structure of a document clarification system according to a
first exemplary embodiment of the present invention.

[0018] FIG. 3 is a block diagram showing a functional
structure of a document clarification system according to a
second exemplary embodiment of the present invention.

[0019] FIG. 4 shows an example related to the first
embodiment.
[0020] FIG. 5 shows an example related to the second
embodiment.

EXEMPLARY EMBODIMENTS FOR

CARRYING OUT THE INVENTION

First Exemplary Embodiment

[0021] The main architecture usually performed by a

computer system is described in FIG. 2. We assume we are
interested in whether the text is about region R or not, which
we denote by = R. Due to the analogy of geographic regions
we use the term “region”, but it is clear that this can be more
abstractly considered as a “category” or “class”. Further in
FIG. 2, X<=Y means document set Y contains document set
X.

[0022] Let 6 be a vector of parameters of our model that
generates all training documents D stored in a non-transitory
computer storage medium 1 such as a hard disk drive. Our
approach tries to optimize the probability p(D) as follows:

p(D)=p(D16)p(6)d0.
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[0023] In the following, we will focus on p(DI0) which
can be calculated as follows:

pD10) =Y pld, K 10) = [ | ptd; 1), 0)- pllid) 1 0)

ieD i

where D is the training data which contains the documents
{d,, d,, ...}, and the corresponding label for each document
d, is denote 1(d,) (the first equality holds due to the i.id
assumption). In our situation, 1(d,) is either the label saying
that the document d, belongs to region R, or the label saying
that it does not belong to region R, i.e., 1(d,)e{R, - R}.
[0024] Our model uses the naive Bayes assumption and
therefore it holds:

[ [ pta:1ud, 0 piia16) = ]_[ pld10)-] | piwl ko), )
i . weF

= (]—[ P | e)]-(]_[ [ Tpoviuan. 0)]

i weF

[0025] The set of words F is our feature space. It can
contain all words that occurred in the training data D, or a
subset (e.g., only named entities). Our model assumes that,
given a document that belongs to region R, a word w is
generated by a Bernoulli distribution with probability 0,,.
Analogously, for a document that belongs to region = R,
word w is generated by a Bernoulli distribution with prob-
ability 6,,. That means, we distinguish here only the two
cases, that is whether a word w occurs (one or more times)
in a document, or whether it does not occur.

[0026] We assume that we can reliably estimate p(1(d,)|0)
using a maximum likelihood approach, and therefore focus
on the term ILIT  -p(wll(d,), 0).

[T [powl by 0r=] [ -(L=8,y"=o (1 =8, )R,
weF

ieD weF

where 1, and n-  is the number of documents that belong
to R, and - R, respectively; c,, is the number of documents
that belong to R and contain word w, analogously d,, is the
number of documents that belong to = R and contain word
w. Since we assume that the region - R is very large, that is
n- . is very large, we can use a maximum likelihood (or
maximum a-posterior with low informative prior) estimate
for 6. Therefore, our focus, is on how to estimate 0,,), or
more precisely speaking, how to estimate the distribution
p(9,,).
Our choice of one 0,,, will affect p(DI0) only by the factor:
6,,(1-6,,) ", (D

[0027] This factor actually corresponds to the probability
p(Dg10,,), where Dy is the set of (training) documents that
belong to region R.

[Estimating p(0,,)]

[0028] First, recall that the probability 0, corresponds to
the probability p(wIR), i.e., the probability that a document
that belongs to region R, contains the word w (one or more
times). For estimating the probability p(0,,) we use that the
words were generated by a Bernoulli trial. The sample size
of this Bernoulli trial is:

np={dI(d)=R}I
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[0029] Using this model, we can derive the maximum
likelihood estimate of p(wIR) which is:

ML(p(w | R))g = C’;(:)

[0030] where we denote by cx(w) the number of docu-
ments in region R that contain word w. The problem with
this estimate is, that it is unreliable if n, is small. Therefore,
we suggest to use as an estimate a region S which contains
R and is larger than or equal to R, i.e., ngznz. The maximum
likelihood estimate of p(wIR) becomes:

ML(p(w| R)); = Csn(sw) :

[0031] This way, we can get a more robust estimate of the
true (but unknown) probability p(wIR). However, it is obvi-
ous that it biased towards the probability of p(wIS). If we
knew that the true probabilities of p(wIS) and p(wIR) are
identical, then the estimate ML(p(wIR))s will give us a better
estimate than ML(p(wIR)),. Obviously, there is a trade off
when choosing S: if S is almost the same size as R, then
there is a high chance that the true probability of p(wIS) and
p(wIR) are identical.

[0032] However the same sample size hardly increases.
On the other hand, if S is very large, there is a high chance
that the true probability of p(wIS) and p(wIR) are different.
This trade-off is sometimes also referred as the trade-off
between specificity and reliability (see Non-Patent Docu-
ment 2). Let Dy denote the observed documents in region R.
The obvious solution to estimate p(0,,) is to use p(0,,/Dg)
which is calculated by:

P(8,,1DR)p(Dgl6,,)po(0,.)

where for the prior p,(0,,) we use a beta-distribution with
hyper-parameters o, and . We can now write:

(6, Dp)x6,,7R(1-6,,)"*~R6,,2071(1-6,, )P0,

where we wrote cy short for c4(w). (Also in the following,
if it is clear from the context that we refer to word w, we will
simply write ¢z instead of cx(w).)

[0033] However, in our situation the sample size n, is
small, which will result in a relatively flat, i.e., low infor-
mative distribution of 0,,. Therefore, our approach suggests
to use S with its larger sample size ng to estimate a prob-
ability distribution over ,,. Let Dy denote the observed
documents in region S. We estimate p(8,,) with p(6,,-Dy)
which is calculated, analogously to p(0,,/Ds), by:

P(0,D5)0,,75(1-0,,)"550, 07 (1-0, )P0t

[0034] Making the normalization factor explicit this can
be written as:

@

1 . cstag—l .
W

- 1-0,)s s+ho~1
Blcs +ag, ns —cs + o (=6

pOw | Ds) =

where B(a, ) is the Beta function.
[0035] Our goal is to find the optimal S, whereas we define
optimal as the SzR that maximizes the probability of the
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observed data (training data) D, i.e., p(D). Since we focus on
the estimation of the occurrence probability in region R (i.e.,
0,), it is sufficient to maximize p(Dz) (this is because
p(D)=p(Dg)-p(D~ ), and p(D- ) is constant with respect to
0,.). p(Dg) can be calculated as follows:

PR = [ | Ewia[p(D | 0, D) = [ | Pl D),

where we define B, ,[p(D18,,, Dg)] as p,(Dg). In order to
make it explicitly clear that we use Dg to estimate the
probability p(0,,), we write p,,(DzIDy), instead of p,,(Dg).
p,.(DxIDy) is calculated as follows:

D(Dg|Dg) :Ep(O)[p (Dg10,,, D)l=fp(Dgl8,,, Ds)p
(6,,1D5)d0,,=[p(Dl0,,)p(8,,| Ds)d0,,

[0036] Using Equation (1) and Equation (2) we can write:
PrATRTES)= Bies +as ns —cs + o)

Jet a0, s,
[0037] Note that the latter term is just the normalization

constant of a beta distribution since:

fefvswzofl (1= OW)nS—CSJr,BOfl 'Ofvw (1 =0,)"R=d0,, =

fefvsmo*lﬂw (1 =@, )'s~cs*Fo~Lmp=cw _

Blcs +ag + ¢y, ns —Cs + o + g — )

[0038]
follows:

Therefore p, (DgIDg) can be simply calculated as

Blcs +ag + ¢y, s —Cs + o+ 1R = Cy) 3)
B(cs + g, s — cs + o)

pw(Dg | Ds) =

[0039] We can summarize our procedure for estimating
p(0,,) as follows. Given several candidates for S, i.e., S, S,,
Ss, . . ., we select the optimal S* for estimating p(0,,) by
using:

S* = argmax

= pw(Dg | Ds) (€3]
SE(51,52,53, ... }

whereas p(DglDy) is calculated using Equation (3). Note
that, in general, for each word w a different outer region S
is optimal. The estimate for p(6,,) is then:

p(@©,,Ds.).

[0040] The calculation of p(0,,|Dg.) can be considered as
calculating a smoothed estimate for 6,,, this refers to com-
ponent 10 in FIG. 2; moreover choosing the optimal
smoothed weight with respect to p(DgIDy) is referred to as
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component 20 in FIG. 2. A variation of this approach is to
use the same outer region S, for all w, whereas the optimal
region S* is selected using:

$*= argmax  p(Dg|Ds)= argmax [ [ pu(Dk | Ds). )
SElS1.55.53, ) SE51,52.53, . - hoeF

[0041] An example is given in FIG. 4.

[Classification]

[0042] We show here how to use the estimates p(0,,), for

each word weF, to decide for a new document d whether it
belongs to region R or not. Note that document d is not in
training data D. This corresponds to component 30 in FIG.
2 and component 31 in FIG. 3. For this classification, we use
the training data D with the model, which we described
above as follows:

argmaxp(l(d)=1| D, d)
{eR-R

[0043]
pUUd)1D,d)xp(dD.1d)~1)p((d)=1\D)

We assume that D is sufficiently large and therefore estimate
p(1(d)=1ID) with maximum-likelihood (ML) or maximum-a
posterior (MAP) approach. p(diD, 1(d)=l) is calculated as
follows:

p(d\D,I(d)y=)=[p(d'6, 6, D,I(d)=I):p(®, 01D, U(d)=I)
d0do

The probability can be calculated as follows:

Where 6 and 6 are each vector of parameters that contains
for each word w the probability 0,,, and 6,,, respectively. For
I== R we can simply use the ML or MAP for estimate for 6
estimate since we assume that D- ; is sufficiently large.
For the case 1=R we have:

pd|D,id)=1)= fp(d 16, D, i(d)=D-p@| D, Id) = do

= f [Tot - -6, pd, 1 554,
weF

where S*  is the optimal S for a word w that we specified
in Equation (4), or we set S* , independent of w to the value
specified in Equation (5); d,, is defined to be 1, if wed,
otherwise 0.

[0044] Integrating over all possible choices of 6,, for
calculating p(dID, 1(d)=1) is sometimes referred to as Bayes-
ian Naive Bayes (see, for example, “Bayesian Reasoning
and Machine Learning”, D. Barber, 2010, pages 208-210).
We note that instead of integrating over all possible values
for 6,,, we can use a point-estimate of 6, like for example
the following (smoothed) ML-estimated:

8, 1= ML(p(w | R))g« = #
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Second Exemplary Embodiment

[0045] Instead of selecting only one S for estimating
p(0,,), we can use region R and all its available outer-regions
S;, S,, . . . and weight them appropriately. This idea is
outlined in FIG. 3. First, assume that we are given regions
G,, G,, . . . that are mutually exclusive. As before, our
estimate for p(0,,) is p(0,,|Dg,), if we assume that G, is the
best region to use to estimate 0. The calculation of G, and
p(0,,1Dg;,) is referred to as component 11 in FIG. 3. How-
ever, in contrast to before, instead of choosing only one G,,
we select all and weight them by the probability that G, is the
best region to estimate 0,,. We denote this probability p(G,).
Then, the estimate for 0,, can be written as:

p®. 1 Dc)- p(Dc) (200)

pOS= >

GelGy, G, ... )

We assume that:

> pba)=1,

GelGy, G, ... }
and

p(Dg) e p(Dg | D),

where the probability p(DgIDy;) is calculated as described in
Equation (3). In words, this means, we assume that the
probability that G is the best region to estimate p(6,,) is
proportional to the likelihood p(DzIDg). Recall that
p(DzIDy) is the likelihood that we observer the training data
Dy when we estimate p(0,,) with Ds. The calculation of
p(0,,) using Equation (200) is referred to component 21 in
FIG. 3.

[0046] In our setting, we have that S, S,, . . . are all
outer-regions of R, and thus, not mutually exclusive. There-
fore we define the regions G,, G, . . . as follows:

G1:=R, G»:=S|\R, G3:=5,\S|, G4:=S3\S,, . ..

where we assume that RS, =S, =S8, . ...

[0047] An example is given in FIG. 5 which shows the
same (training) data as in FIG. 4 together with the corre-
sponding mutual exclusive regions G,, G, and G;. G, is
identical to R which contains 6 documents, out of which 2
documents contain the word w. G, contains 3 documents,
out of which 1 document contains the word w. G; contains
3 documents, out of which no document contains the word
w. Using Equation (3) we get:

P(DglDg)=0.0153
P(DglDg,)=0.0123
P(DRlDG)=0.0017
And since the probabilities for p(D ) must sum to 1, we get:
pDg)=0.52
p(DG)=0.42
p(DG)=0.06

[0048] The document classification method of the above
exemplary embodiments may be realized by dedicated hard-
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ware, or may be configured by means of memory and a DSP
(digital signal processor) or other computation and process-
ing device. On the other hand, the functions may be realized
by execution of a program used to realize the steps of the
document classification method.

[0049] Moreover, a program to realize the steps of the
document classification method may be recorded on com-
puter-readable storage media, and the program recorded on
this storage media may be read and executed by a computer
system to perform document classification processing. Here,
a “computer system” may include an OS, peripheral equip-
ment, or other hardware.

[0050] Further, “computer-readable storage media” means
a flexible disk, magneto-optical disc, ROM, flash memory or
other writable nonvolatile memory, CD-ROM or other
removable media, or a hard disk or other storage system
incorporated within a computer system.

[0051] Further, “computer readable storage media” also
includes members which hold the program for a fixed length
of time, such as volatile memory (for example, DRAM
(dynamic random access memory)) within a computer sys-
tem serving as a server or client, when the program is
transmitted via the Internet, other networks, telephone cir-
cuits, or other communication circuits.

INDUSTRIAL APPLICABILITY

[0052] The present invention allows to accurately estimate
whether a tweet is about a small region R or not. A tweet
might report about a critical event like an earthquake, but not
knowing from which region the tweet was sent, renders the
information useless. Unfortunately, most Tweets do not
contain geolocation information which makes it necessary to
estimate the location based on the text content. The text can
contain words that mention regional shops or regional
dialects which can help to decide whether the Tweet was
sent from a certain region R or not. It is clear that we would
like keep the classification results accurate, if region R
becomes small. However, as R becomes small only a frac-
tion of training data instances become available to estimate
whether the tweet is about region R or not.

[0053] Another important application is to decide whether
a text is about a certain predefined class R, or not, where R
is a sub-class of one or more other classes. This problem
setting is typical in hierarchical text classification. For
example, we would like to know whether the text belongs to
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class “Baseball in Japan”, whereas this class is a sub-class
of “Baseball” that in turn is a sub-class of “Sports”, and so
forth.

1. A document classification method comprising:

a first step for calculating smoothing weights for each
word w and a fixed class R, the first step including,
given a set of classes {R, S,, S,, . . . } where class R
is subsumed by class S,, class S, is subsumed by class
S,, . . ., calculating for each class S probability over
probability p(w|S) representing probability that word w
occurs in a document belonging to class S, and, for each
of these probabilities over the probabilities p(wlS),
calculating the likelihood of the training data observed
in class R;

a second step for calculating smoothed second-order word
probability, the second step including, among all the
probabilities over the probability p(wIS) (there is one
for each Se{R, S1, S2, . . . }), selecting the one which
results in the highest likelihood of the data as calculated
in the second step before, the selected probability being
used as the smoothed second-order word probability for
p(wIR); and

a third step for classifying document including calculating
the probability that the document belongs to the class R
by using the smoothed second-order word probability
to integrate over all possible choices of p(wIR), or by
using the maximum a-posteriori estimate of the
smoothed estimated of p(wIR).

2. The document classification method according to claim

1, wherein the first step further includes denoting R as G,
denoting set differences of the documents in R and S, as G,
denoting set difference of the documents in S, and S, as G,
..., for each G in {G, G, Gj, . . . }, calculating the
probability over the probability p(wlG) representing prob-
ability that word w occurs in a document belonging to
document set G, and for each of these probabilities over the
probabilities p(wlG), calculating the likelihood of the train-
ing data observed in class R; and

the second step further includes calculating smoothed
second-order word probabilities including calculating
the probability over the word probability p(wIR) by
using the weighted sum of the probabilities of the
probability p(wlG) calculated in the step before, where
the weights correspond to the likelihoods calculated in
the step before.



