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CALCULATING LIGHT PROJECTION 
OBSTRUCTION IN HUMAN VISION 

ANALYSIS 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application is a continuation - in - part of U . S . 
patent application Ser . No . 12 / 225 , 358 filed Sep . 19 , 2008 , 
pending , which is a national phase of PCT International 
Patent Application Serial No . PCT / US2007 / 006907 filed 
Mar . 20 , 2007 , and claims priority to U . S . Provisional Patent 
Application Ser . No . 60 / 784 , 015 , filed Mar . 20 , 2006 , the 
entire specifications of all of which are expressly incorpo 
rated herein by reference . 

FIELD OF THE INVENTION 
[ 0002 ] This invention relates generally to the area of 
human vision criteria , and the ability for various companies 
to comply with the government standard for human vision 
criteria , and more specifically to methods and systems for 
calculating light projection obstruction in human vision 
analysis . 

BACKGROUND OF THE INVENTION 
[ 0003 ] Various products that require human interaction 
have to comply with human vision criteria . Human vision 
criteria are the requirements a product , such as an automo 
bile , must have with regard to a human being able to see the 
environment surrounding the automobile without obstruc 
tion from objects such as a headrest when looking forward , 
backwards , and on both sides of the vehicle . The various 
criteria ( or vision obstruction requirements ) are mandated by 
the government for all automotive and aerospace companies 
defined by the Federal Motor Vehicle Safety Standard ( FM 
VSS ) , the National Highway Traffic Safety Administration 
( NHTSA ) , Society of Automotive , Aerospace , and Aeronau 
tical Engineers ( SAE ) , and the like . 
00041 Conventional vision studies did not employ any 
specific computer software or other quantitative way of 
ensuring various products comply with the government 
vision criteria . Rather , typical vision obstruction studies 
were performed using manual paper - based and physical 
prototypes that were flawed in that they were time consum 
ing , lack accuracy in that these methods were visual ( giving 
subjective results ) , taking up massive amounts of space 
because the paper having the results from testing had to be 
kept in filing cabinets for a specified period by government 
mandate could be up to 50 years , and the manual studies 
were not easily accessible . 
0005 Accordingly , there exists a need to eliminate the 
aforementioned problems and improve the accuracy by 
eliminating the subjectiveness of human vision criteria test 

By way of a non - limiting example , certain types of colors 
may be designated for representing objects in the image to 
be in view of the user , and other types of colors may be 
designated to represent objects that are obstructed in the 
image . 
[ 0007 ] The amount of obstruction of the various objects 
may be tabulated by calculating the percentages of the 
objects in the image to be in view , and the objects that are 
obstructed in the image , by dividing the amount of the pixels 
of each type of color by the total amount of pixels , thereby 
producing the amount of obstructed objects in the image . 
[ 0008 ] In accordance with one embodiment of the present 
invention , a method is provided for calculating vision 
obstruction for a virtual reality system , augmented reality 
system or mixed reality system , comprising the steps of : 
[ 0009 ] providing data representing a physical environment 
around a human being , portions of the represented physical 
environment being visible to the human being as a plurality 
of viewing areas ; 
[ 0010 ] wherein the physical environment is operable to be 
displayed in the virtual reality system , augmented reality 
system or mixed reality system ; 
[ 0011 ] establishing a centroid located between a simulated 
right eye and a simulated left eye of a human being ; 
[ 0012 ] simulating light projection from the right eye and 
the left eye of the human being onto at least one of the 
plurality of viewing areas to produce at least one rendered 
image comprising a plurality of pixels ; 
[ 0013 ] displaying the at least one rendered image onto at 
least one of the plurality of viewing areas ; 
[ 0014 ] designating a first set of colors to represent a first 
plurality of objects that are visible in the at least one 
rendered image ; 
[ 0015 ] designating a second set of colors to represent a 
second plurality of objects that are obstructed in the at least 
one rendered image ; and 
[ 0016 ] determining the numbers of pixels representing the 
first plurality of objects that are visible and the second 
plurality of objects that are obstructed by : 

[ 0017 ] counting the number of pixels , out of a total 
number of the pixels in at least one of the plurality of 
viewing areas , to represent what is visible to the right 
eye only , the left eye only , and the right eye and the left 
eye ; 

[ 0018 ] designating a first portion of the counted number 
of pixels to represent each of the first plurality of 
objects visible to the right eye ; 

[ 0019 ] designating the first portion of the pixels repre 
senting each of the first plurality of objects visible to 
the right eye to have a first color of the first set of 
colors ; 

[ 0020 ] designating a second portion of the counted 
number of pixels to represent each of the first plurality 
of objects visible to the left eye ; and 

[ 0021 ] designating the second portion of the pixels 
representing each of the first plurality of objects visible 
to the left eye to have a second color of the first set of 
colors ; 

[ 0022 ] calculating a percentage of the at least one 
rendered image visible to the right eye by dividing the 
first portion of the pixels representing each of the first 
plurality of objects visible to the right eye by a total 
number of the pixels ; and 

ing . 

SUMMARY OF THE INVENTION 
[ 0006 ] The present invention is the integration of formu 
las , algorithms , databases , and interactive interfaces . The 
technology is capable to capture , document , and deliver the 
results of human vision studies via a secure web server , for 
example . The present invention provides methods and sys 
tems for calculating the amount of vision obstruction for a 
particular device by producing an image having pixels and 
designating the pixels in the image to have various colors . 
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[ 0023 ] calculating a percentage of the at least one 
rendered image visible to the left eye by dividing the 
second portion of the pixels representing each of the 
first plurality of objects visible to said left eye by the 
total number of the pixels . 

[ 0024 ] In accordance with one aspect of this embodiment , 
the method further comprises the steps of : 
[ 0025 ] adding the total number of pixels visible to the 
right eye for the at least one rendered image displayed onto 
at least one of the plurality of viewing areas ; and 
[ 0026 ] adding the total number of pixels visible to the left 
eye for the at least one rendered image displayed onto at 
least one of the plurality of viewing areas . 
[ 0027 ] In accordance with one aspect of this embodiment , 
the method further comprises the steps of : 
[ 0028 ] designating a third portion of the counted number 
of pixels to represent each of the first plurality of objects 
visible to both of the right eye and the left eye ; 
[ 0029 ] designating the third portion of the pixels repre 
senting each of the first plurality of objects visible to both of 
the right eye and the left eye to have one of a third set of 
colors ; 
[ 0030 ] designating a fourth portion of the counted number 
of pixels to represent each of the second plurality of objects 
obstructed from both of the right eye and the left eye ; and 
[ 0031 ] designating the fourth portion of the pixels repre 
senting each of the second plurality of objects obstructed 
from both of the right eye and the left eye to have one of a 
fourth set of colors . 
[ 0032 ] In accordance with one aspect of this embodiment , 
the method further comprises the steps of : 
[ 0033 ] calculating a percentage of the at least one rendered 
image visible to both of the right eye and the left eye by 
dividing the third portion of the pixels representing each of 
the first plurality of objects visible to both of the right eye 
and the left eye by the total number of pixels ; and 
[ 0034 ] calculating a percentage of the at least one rendered 
image obstructed from both of the right eye and the left eye 
by dividing the fourth portion of the pixels representing each 
of the second plurality of objects obstructed from both of the 
right eye and the left eye by the total number of pixels . 
0035 ] In accordance with one aspect of this embodiment , 
the method further comprises the steps of : 
[ 0036 ] calculating a percentage of pixels visible to both of 
the right eye and the left eye by multiplying the percentage 
of the at least one rendered image visible to both of the right 
eye and the left eye by the total number of pixels ; and 
[ 0037 ] calculating a percentage of pixels obstructed from 
both of the right eye and the left eye by multiplying the 
percentage of the at least one rendered image obstructed 
from both of the right eye and the left eye by the total 
number of pixels . 
[ 0038 ] In accordance with one aspect of this embodiment , 
the method further comprises the step of : 
[ 0039 ] adding the total number of pixels visible to both of 
the right eye and the left eye for the at least one rendered 
image displayed onto at least one of the plurality of viewing 
areas . 
[ 0040 ] In accordance with one aspect of this embodiment , 
the physical environment is a vehicle . 
[ 0041 ] In accordance with one aspect of this embodiment , 
the vehicle is an automotive vehicle . 
[ 0042 ] In accordance with one aspect of this embodiment , 
the vehicle is an aerospace vehicle . 

[ 0043 ] In accordance with one aspect of this embodiment , 
the physical environment is selected from the group con 
sisting of a building , a field , a motion film set and combi 
nations thereof . 
[ 0044 ] In accordance with an alternative embodiment of 
the present invention , a system is provided for calculating 
vision obstruction for a virtual reality system , augmented 
reality system or mixed reality system , comprising : 
[ 0045 ] data representing a physical environment around a 
human being , portions of the represented physical environ 
ment being visible to the human being as a plurality of 
viewing areas ; 
[ 0046 ] wherein the physical environment is operable to be 
displayed in the virtual reality system , augmented reality 
system or mixed reality system ; 
[ 0047 ] a system for establishing a centroid located 
between a simulated right eye and a simulated left eye of a 
human being ; 
[ 0048 ] a system for simulating light projection from the 
right eye and the left eye of the human being onto at least 
one of the plurality of viewing areas to produce at least one 
rendered image comprising a plurality of pixels ; 
( 0049 ) a system for displaying the at least one rendered 
image onto at least one of the plurality of viewing areas ; 
[ 0050 ] a system for designating a first set of colors to 
represent a first plurality of objects that are visible in the at 
least one rendered image ; 
[ 0051 ] a system for designating a second set of colors to 
represent a second plurality of objects that are obstructed in 
the at least one rendered image ; and 
[ 0052 ] a system for determining the numbers of pixels 
representing the first plurality of objects which are visible 
and the second plurality of objects that are obstructed by : 

[ 0053 ] counting the number of pixels , out of a total 
number of the pixels in at least one of the plurality of 
viewing areas , to represent what is visible to the right 
eye only , the left eye only , and the right eye and the left 
eye ; 

[ 0054 ] designating a first portion of the counted number 
of pixels to represent each of the first plurality of 
objects visible to the right eye ; 

[ 0055 ] designating the first portion of the pixels repre 
senting each of the first plurality of objects visible to 
the right eye to have a first color of the first set of 
colors ; 

[ 0056 ] designating a second portion of the counted 
number of pixels to represent each of the first plurality 
of objects visible to the left eye ; and 

[ 0057 ] designating the second portion of the pixels 
representing each of the first plurality of objects visible 
to the left eye to have a second color of the first set of 
colors ; 

[ 0058 ] calculating a percentage of the at least one 
rendered image visible to the right eye by dividing the 
first portion of the pixels representing each of the first 
plurality of objects visible to the right eye by a total 
number of the pixels ; and 

[ 0059 ] calculating a percentage of the at least one 
rendered image visible to the left eye by dividing the 
second portion of the pixels representing each of the 
first plurality of objects visible to said left eye by the 
total number of the pixels . 

[ 0060 ] In accordance with one aspect of this embodiment , 
the system further comprises a system for adding the total 
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number of pixels visible to the right eye for the at least one 
rendered image displayed onto at least one of the plurality of 
viewing areas ; and 
[ 0061 ] a system for adding the total number of pixels 
visible to the left eye for the at least one rendered image 
displayed onto at least one of the plurality of viewing areas . 
[ 0062 ] In accordance with one aspect of this embodiment , 
the system further comprises : 
[ 0063 ] a system for designating a third portion of the 
counted number of pixels to represent each of the first 
plurality of objects visible to both of the right eye and the left 
eye ; 
[ 0064 ] a system for designating the third portion of the 
pixels representing each of the first plurality of objects 
visible to both of the right eye and the left eye to have one 
of a third set of colors ; 
[ 0065 ] a system for designating a fourth portion of the 
counted number of pixels to represent each of the second 
plurality of objects obstructed from both of the right eye and 
the left eye ; and 
[ 0066 ] a system for designating the fourth portion of the 
pixels representing each of the second plurality of objects 
obstructed from both of the right eye and the left eye to have 
one of a fourth set of colors . 
[ 0067 ] In accordance with one aspect of this embodiment , 
the system further comprises : 
[ 0068 ] a system for calculating a percentage of the at least 
one rendered image visible to both of the right eye and the 
left eye by dividing the third portion of the pixels repre 
senting each of the first plurality of objects visible to both of 
the right eye and the left eye by the total number of pixels ; 

[ 0078 ] In accordance with one aspect of this embodiment , 
the physical environment is selected from the group con 
sisting of a building , a field , a motion film set and combi 
nations thereof . 
[ 0079 ] As that phrase is used herein , “ data representing a 
physical environment around a human being , ” it is meant to 
include any environment , be it real , virtual and / or any 
combination thereof , such as but not limited to land vehicles , 
aerospace vehicles , marine vehicles , the interior and / or 
exterior of buildings , terrains , landscapes , fields , playing 
fields , arenas , motion picture film sets , and / or the like . 
[ 0080 ] Further areas of applicability of the present inven 
tion will become apparent from the detailed description 
provided hereinafter . It should be understood that the 
detailed description and specific examples , while indicating 
the preferred embodiment of the invention , are intended for 
purposes of illustration only and are not intended to limit the 
scope of the invention . 

and 
[ 0069 ] a system for calculating a percentage of the at least 
one rendered image obstructed from both of the right eye 
and the left eye by dividing the fourth portion of the pixels 
representing each of the second plurality of objects 
obstructed from both of the right eye and the left eye by the 
total number of pixels . 
[ 0070 ] In accordance with one aspect of this embodiment , 
the system further comprises : 
[ 0071 ] a system for calculating a percentage of pixels 
visible to both of the right eye and the left eye by multiplying 
the percentage of the at least one rendered image visible to 
both of the right eye and the left eye by the total number of 
pixels ; and 
[ 0072 ] a system for calculating a percentage of pixels 
obstructed from both of the right eye and the left eye by 
multiplying the percentage of the at least one rendered 
image obstructed from both of the right eye and the left eye 
by the total number of pixels . 
[ 0073 ] In accordance with one aspect of this embodiment , 
the system further comprises : 
[ 0074 ] a system for adding the total number of pixels 
visible to both of the right eye and the left eye for the at least 
one rendered image displayed onto at least one of the 
plurality of viewing areas . 
[ 0075 ] In accordance with one aspect of this embodiment , 
the physical environment is a vehicle . 
[ 0076 ] In accordance with one aspect of this embodiment , 
the vehicle is an automotive vehicle . 
[ 0077 ] In accordance with one aspect of this embodiment , 
the vehicle is an aerospace vehicle . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0081 ] The present invention will become more fully 
understood from the detailed description and the accompa 
nying drawings , wherein : 
10082 ] FIG . 1 is a top view of a simulation of the range of 
motion for a human right eye and left eye used in a human 
vision analysis system , according to the present invention ; 
[ 0083 ] FIG . 2 is a top view of a sphere used a human 
vision analysis system , according to the present invention ; 
[ 0084 ] FIG . 3 is a side view of a sphere used a human 
vision analysis system , according to the present invention ; 
0085 FIG . 4 is an isometric view of a first hyperbola 
shaped viewing area with a front clip plane and a back clip 
plane , used in a human vision analysis system , according to 
the present invention ; 
[ 0086 ] FIG . 5 is a front view of a first hyperbola - shaped 
viewing area , used in a human vision analysis system , 
according to the present invention ; 
[ 0087 ] FIG . 6a is first portion of a schematic illustration of 
a flowchart used in a human vision analysis system , accord 
ing to the present invention ; 
[ 0088 FIG . 6b is a second portion of a schematic illus 
tration of a flowchart used in a human vision analysis 
system , according to the present invention ; 
100891 . FIG . 7 is a schematic illustration of a flowchart 
representing the client utility used in a human vision analy 
sis system , according to the present invention ; 
[ 0090 ] FIG . 8 is a schematic illustration of a flowchart 
representing the system server analysis used in a human 
vision analysis system , according to the present invention ; 
[ 0091 ] FIG . 9 is an exploded isometric view of a sphere 
used in a human vision analysis system , according to the 
present invention ; 
[ 0092 ] FIG . 10 is an example of a rendered image used in 
a human vision analysis system , according to the present 
invention ; 
100931 . FIG . 11 is a second example of a rendered image 
projected on a hyperbola - shaped viewing area used in a 
human vision analysis system , according to the present 
invention ; 
[ 0094 ] FIG . 12 is a schematic view of an illustrative 
virtual reality device or system incorporating the human 
vision analysis system , according to the present invention ; 
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10095 ) FIG . 13 is a schematic view of an illustrative 
augmented or mixed reality device or system incorporating 
the human vision analysis system , according to the present 
invention ; and 
[ 0096 ] FIG . 14 is a schematic view of an illustrative 
augmented or mixed reality device or system incorporating 
the human vision analysis system , according to the present 
invention . 

DETAILED DESCRIPTION OF THE 
INVENTION 

[ 0097 ] The following description of the preferred embodi 
ment ( s ) is merely exemplary in nature and is in no way 
intended to limit the invention , its applications , or uses . 
[ 0098 ] The present invention uses a scheme for creating , 
cataloging , and running analysis for , but not limited to , 
vision obscuration studies . The technology of the present 
invention is then used to create a series of rendered images 
that capture the effects of a light projected from predefined 
eye points with a single color designated for each . 
[ 0099 ] Referring to FIG . 1 , a diagram showing several 
points used in a vision quantification service according to 
the present invention is shown generally at 10 . One of the 
points on the diagram 10 represents a neck pivot point 12 ; 
other points represent a right eye 14 , and a left eye 16 . These 
points , 12 , 14 , 16 , represent the position of the eyes and neck 
of a human being . Also shown on the diagram 10 are a first 
set of ellipses 18 , and a second set of ellipses 20 . The first 
set of ellipses 18 represent the available range of movement 
for the ninety - fifth percentile of the human population for 
the first eye 14 and the second eye 16 when the head of a 
human being is moved using only the neck . The second set 
of ellipses 20 represent the range of movement of the human 
head for the ninety - ninth percentile of the human population 
for the first eye 14 and the second eye 16 when the head of 
a human being is moved using only the neck . 
[ 0100 ] Referring to FIGS . 2 - 5 , and FIG . 9 , the entire area 
available that a human being can see from the right eye 14 
and left eye 16 of the surrounding environment is repre 
sented by a sphere 22 having a center 24 , relative to the 
center position between the right eye 14 and left eye 16 . The 
sphere 22 is three dimensional and has three axes , a first axis 
26 , or “ X - axis , " a second axis 28 , or " Y - axis , ” and a third 
axis 30 , or a “ Z - axis . ” Regardless of how the body , neck , or 
eyes are positioned , a human being can look to the left , right , 
upward , downward , forward , rearward , or any combination 
thereof , the sphere 22 will represent the entire viewing area 
available to the right eye 14 and left eye 16 . 
[ 0101 ] A steradian ( sr ) is the standard unit of solid angle 
measurement in mathematics for spheres . There are 20 
radians in a circle ; therefore , there are 412 radians in a 
sphere . Also , since there are 360° in a circle , one sphere is 
equal to 360° multiplied by 360° , yielding 129 , 600 square 
degrees of theoretical viewing space in a sphere , that applies 
to the sphere 22 of the present invention . Thus , 129 , 600 
square degrees is equal to 4rt steradians . If the sphere 22 is 
then divided up into equal sections , with section each section 
having a length of one degree and a width of one degree , 
each section would have an area of one square degree . One 
steradian is approximately equal to 3282 . 8063 square 
degrees , and one square degree is equal to 0 . 00030462 
steradians . With regard to the application of square degrees 

to the present invention ; one square degree is equal to one 
Visual Mass Unit ( VMU ) , the function of which will be 
described later . 
[ 0102 ] To perform the analysis according to the present 
invention , the sphere 22 is broken up into six sections , 
forming four quadrants of equal size , a first quadrant 32 , a 
second quadrant 34 , a third quadrant 36 , and a fourth 
quadrant 38 , and two circles of equal size , a first or upper 
circle 40 , and a second or lower circle 42 . Each quadrant 32 , 
34 , 36 , 38 represents 12 . 5 % of the viewing area available , 
and each circle 40 , 42 represents 25 % of the viewing area 
available . The quadrants 32 , 34 , 36 , 38 are created by 
dividing the sphere 22 once along the first axis 26 , and once 
along the second axis 28 perpendicular to the division of the 
first axis 26 ; this creates four quadrants 32 , 34 , 36 , 38 
relative to the center 24 , one in a forward direction , one in 
a rearward direction , one in a first side direction , and another 
in a second side direction . The sphere 22 is then divided 
along a plane above the center 24 to form a first plane or 
upper plane 44 , and below the center 24 to form a second 
plane or lower plane 46 , with both planes 44 , 46 being 
parallel to the first axis 26 and the second axis 28 , and 
equidistant from the center 24 . The distance above the center 
24 of the sphere 22 where the upper plane 44 is located at 
a vertical distance 48 opposite of an angle 50 when looking 
at FIG . 5 . The angle 50 is thirty degrees . This process is 
repeated to obtain the lower plane 46 . 
[ 0103 ] Each of the quadrants 32 , 34 , 36 , 38 is then 
projected onto a flat plane , creating four hyperbola - shaped 
viewing areas , a first hyperbola - shaped viewing area 52 , a 
second hyperbola - shaped viewing area 54 , a third hyper 
bola - shaped viewing area 56 , and a fourth hyperbola - shaped 
viewing area 58 . The four hyperbola - shaped viewing areas 
52 , 54 , 56 , 58 along with the upper and lower circles 40 , 42 
together therefore represent the entire viewing area encom 
passed by the sphere 22 surrounding the center 24 . By way 
of a non - limiting example , the first hyperbola - shaped view 
ing area 52 is shown in FIGS . 4 and 5 , and is similar to the 
other hyperbola - shaped viewing areas 54 , 56 , 58 . 
[ 0104 ] The next step in performing the analysis is to 
simulate the projection of light from the right eye 14 and the 
left eye 16 onto each of the hyperbola - shaped viewing areas 
52 , 54 , 56 , 58 , and the upper and lower circles 40 , 42 to 
generate a rendered image of what is seen . The simulation of 
light projection is from the right eye 14 and the left eye 16 . 
The right eye 14 and left eye 16 are located relative to a 
single point , shown as a centroid 116 . The centroid 116 is 
located in the middle between the right eye 14 and left eye 
16 , and is also aligned with the neck pivot point 12 . The 
rendered images projected onto the hyperbola - shaped view 
ing areas 52 , 54 , 56 , 58 and the upper and lower circles 40 , 
42 are each divided equally into a given number of units , 
such as pixels seen on a computer screen . Each rendered 
image is processed individually . 
[ 0105 ] The formation and location of the hyperbola 
shaped viewing areas 52 , 54 , 56 , 58 and the upper and lower 
circles 40 , 42 is based on the center 24 of the sphere 22 . 
However , the simulation of light projection from the right 
eye 14 and left eye 16 can vary in relation to the center 24 
of the sphere 22 . The location of the right eye 14 and left eye 
16 can be changed . Each time the location of the right eye 
14 and left eye 16 are changed , and simulated light is 
projected from the right eye 14 and left eye 16 to produce a 
rendered image , a new " study ” is created that can be 
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captured and stored for analysis to determine what can be 
seen by the right eye 14 and left eye 16 . At the beginning to 
each study , the location of the centroid 116 is chosen , and the 
location of the right eye 14 and left eye 16 is based on the 
location of the centroid 116 . The location of the neck pivot 
point 12 is also determined based on the location of the 
centroid 116 . The neck pivot 12 is in the same location as the 
center 24 of the sphere 22 at the beginning of each study . 
However , the right eye 14 and left eye 16 can pivot about the 
neck pivot point 12 after the study begins , allowing for the 
simulation of light projection through the right eye 14 and 
left eye 16 to produce different images on the hyperbola 
shaped viewing areas 52 , 54 , 56 , 58 and the upper and lower 
circles 40 , 42 . Each study can have its own simulated 
environment that can be projected onto the hyperbola 
shaped viewing areas 52 , 54 , 56 , 58 and the upper and lower 
circles 40 , 42 . 
[ 0106 ] Also , the location of the neck pivot point 12 , and 
therefore the center 24 of the sphere 22 , can be changed to 
also produce other various simulated environments , in addi 
tion to the right eye 14 and left eye 16 being able to pivot 
about the neck pivot point 12 . However , the position of each 
of the hyperbola - shaped viewing areas 52 , 54 , 56 , 58 and the 
upper and lower circles 40 , 42 remains constant in relation to 
the neck pivot point 12 and center 24 of the sphere 22 . What 
varies is the images projected onto the hyperbola - shaped 
viewing areas 52 , 54 , 56 , 58 and the upper and lower circles 
40 , 42 . 
[ 0107 ] The present invention uses various colors and 
shading for each pixel to demonstrate what can be seen with 
the right eye 14 individually , the left eye 16 individually , and 
both the right eye 14 and left eye 16 simultaneously . What 
can be seen by only the right eye 14 can be represented by 
one color , such as yellow pixels , what can be seen by only 
the left eye 16 can be represented by another color , such as 
blue pixels , and what can be seen by both the right eye 14 
and left eye 16 can be represented by white pixels . What 
cannot be seen can be represented by black pixels . In the 
example shown in FIG . 10 , the colors are represented by 
various shading , the function of which will be described 
later . 
[ 0108 ] There are portions of the rendered image that can 
be partially seen by both the right eye 14 and the left eye 16 ; 
these pixels are designated as gray pixels . Each of the gray 
pixels is then analyzed , if the gray pixels are dark enough 
( i . e . , reach a predetermined threshold ) , they are designated 
as black pixels . If the gray pixels are not dark enough , they 
are analyzed further and matched to predetermined mini 
mum and maximum thresholds for viewing capabilities of 
the right eye 14 , the left eye 16 , and viewing capabilities of 
both the right eye 14 combined with the left eye 16 . 
0109 ] The amount of each blue , yellow , white , and black 
pixels are then calculated ; percentages of each color are 
calculated by dividing the number of pixels of each color 
with the total number of pixels and multiplying by 100 . For 
example , the total number of blue pixels is divided by the 
total number of pixels the rendered image has and is divided 
by 100 , yielding a percentage of blue pixels . The value for 
Sphere Scale ( SS ) , Steradians ( SR ) Solid Angle Measure , 
Visual Mass Units ( VMU ) is obtained by multiplying the SS , 
SR , VMU scalar factors with the pixel percentage for each 
color . Once the SS , SR , and VMU totals for each image are 
reached , the totals for the right eye 14 and left eye 16 
individually can be added together to obtain the percentage 

of what can be seen by the right eye 14 , the left eye 16 , and 
the right eye 14 and left eye 16 together can be added 
together to obtain what can be seen for all the images used 
in the environment simulated in the study . 
[ 0110 ] Referring to FIG . 4 , a front clip plane 60 and a back 
clip plane 62 are also part of the rendered image on each of 
the hyperbola - shaped viewing areas 52 , 54 , 56 , 58 . The front 
clip plane 60 and the back clip plane 62 represent the 
portions of the objects in the rendered image that have been 
removed , and are not shown in the rendered image projected 
onto the hyperbola - shaped viewing areas 52 , 54 , 56 , 58 . The 
shadows from the object in the rendered image are still 
projected in the various colors described above , but the 
object itself is removed such that the shadows can be seen 
more easily . 
[ 0111 ] The vision quantification service of the present 
invention can include , without limitation , computer servers , 
computer networks , data storage devices , optical mediums 
( CD , DVD , or the like ) , transmissions of the subject matter 
across a wide area network , transmissions of the subject 
matter across a local area network , transmissions of the 
subject matter from one data storage device to a second data 
storage device , and wireless transmissions of the subject 
matter . 
[ 0112 ] Referring to FIGS . 6a and 6b , there is shown 
generally at 64 a flowchart illustrating the client utility 
portion of the processing steps of a vision quantification 
service of the present invention . The vision quantification 
service of the present invention can be practiced in conjunc 
tion with the Internet , World Wide Web , intranets , extranets , 
electronic media ( e . g . , CD / DVD - based systems ) , or the like . 
[ 0113 ] By way of a non - limiting example , a user navigates 
to the URL of the main Web Site that contains the course 
development program of the present invention ( e . g . , with the 
aid of a Web browser , such as INTERNET EXPLORER . 
NETSCAPE , or the like ) . By way of a non - limiting example , 
the URL http : / / www . scatemvv . com can be designated as the 
main Web Site for the vision quantification service of the 
present invention . 
[ 0114 ] Referring again to the flowchart 64 , a user will have 
opened a file that presents the object or objects to be viewed 
in a Computer Aided Design ( CAD ) or equivalent design 
environment . Beginning at a start block 66 , the user will 
launch with the Vision Analysis Menu 68 , at this point the 
user will interface with the Vision Analysis Menu 70 and be 
prompted to Select A Study Tool 72 , that will require manual 
input by the user . In this step , the user is selecting the 
environment that will be used in the particular study , such as 
the interior of an automobile shown in the example in FIG . 
10 . 
10115 ] Once the user has Selected A Study Tool 72 , the 
hyperbola environment will be loaded , shown as the Utility 
Loads Hyperbola Environment 74 . The hyperbola environ 
ment 74 consists of the hyperbola - shaped viewing areas 52 , 
54 , 56 , 58 , and the upper and lower circles 40 , 42 described 
above . Once the hyperbola environment 74 is loaded , the 
user will interface with the Point Constructor Dialog 76 , 
where the user will be prompted to select a centroid point . 
The user will then progress to the step where the user will 
Select A Centroid Point 78 . This step 78 involves selecting 
the location of the centroid 116 ( shown in FIGS . 1 and 9 ) . 
Once the centroid 116 is selected , the user will reach the 
Clipping Planes Dialog Window 80 , and the user will then 
manually input , and Set The Front and Back Clip Planes 82 , 
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where locations of the clip planes 60 , 62 are set in relation 
to each of the hyperbola - shaped viewing areas 52 , 54 , 56 , 
58 . There is a front clip plane 60 and a back clip plane 62 
for each of the hyperbola - shaped viewing areas 52 , 54 , 56 , 
58 ( shown in FIG . 4 ) . 
[ 0116 ] After the clip planes 60 , 62 are set ; the system will 
position the eye points , shown as block 84 . The system will 
then simulate light being cast from the right eye 14 and left 
eye 16 , shown as block 86 . The system will then render an 
image , shown as block 88 . The rendered images produced 
are the rendered images projected onto the hyperbola - shaped 
viewing areas 52 , 54 , 56 , 58 . These rendered images are 
stored in files , shown as Image Files 90 , and the Data / Meta 
Data is also stored in files 92 . 
[ 0117 ] A logic gate 94 is reached where the system deter 
mines whether more rendered images are required for the 
study . If more rendered images are required , steps 84 , 86 , 
and 88 are repeated . If no more rendered images are nec 
essary , the next step , designated 100 , occurs where the CAD 
header data is captured and stored into a Header Data File 
98 . 
[ 0118 ] The next step occurs where the system prepares the 
Image Files 90 and the Data / Meta - Data Files 92 for use with 
a server . This is shown by block 100 , where the Image Files 
90 and the Data / Meta - Data Files 92 are combined to pro 
duce a Compressed Package File 102 . After the Compressed 
Package File 102 is created , the system will connect to the 
server , represented by block 104 . After this point the user 
will reach the User Log - in Block 106 . Once the user has 
reached the user log - in block 106 , a logic gate 114 is then 
reached as to whether the log - in is approved . If the log - in is 
not approved , the user is returned to the start block 66 . If the 
log - in is approved , the system will upload the package to the 
server , represented by block 108 . 
[ 0119 ] After the package is uploaded to the server , another 
logic gate will be reached represented by block 110 , which 
will determine if the upload was successful . If the upload 
was not successful , the user returns to the start block 66 . If 
the upload was successful , the system will then perform the 
Delete Temporary Files step , represented by block 112 . In 
this step , the Image Files 90 , the Compressed Package Files 
102 , and the Data / Meta - Data / Header Data 92 files will be 
deleted . After the temporary files have been deleted , the next 
step in the process is moved to the end block 120 , and onto 
the server analysis , represented by block 122 . 
[ 0120 ] Once the user has completed the client utility 
portion , shown by flowchart 64 , the user will reach the 
system server analysis , shown as a flowchart generally at 
124 in FIG . 7 . The first step in this process is that the present 
invention checks for new studies at timed intervals , that are 
represented by block 126 in the flowchart 124 . The server 
has a service that then checks every two minutes for the 
presence of new , completely uploaded study packages and 
processes those studies that are ready . Certain studies are 
" catalog only , ” which means they are added to the database 
and are made available to the person conducting the study 
via an on - line graphical user interface with no analysis 
required . Some studies require analysis that Is sent to an 
analysis engine where the following processes are accom 
plished prior to being made available in the on - line graphical 
user interface . 
[ 0121 ] The next step is where a logic gate 128 will be 
reached where it is determined if the study package is a new 
study package . If the study package is not new , then the step 

designated as block 126 will be repeated , and the system will 
check for new studies at the timed intervals . If the job is new 
then step designated as block 130 is performed , where the 
Compressed Package File 102 is extracted to open the 
rendered image files 90 and the Data / Meta - Data / Header 
Data Files 92 . After this step occurs , the data from the 
particular study being used is written to the database , 
represented by block 138 . The study is then added to the 
database , represented by block 140 . 
[ 0122 ] The next step in the analysis is where a decision 
needs to be made at logic gate 142 . The decision that is to 
be made is whether the study requires analysis . If the study 
does not require analysis , the step designated as block 138 
is then repeated , where the next study is written to the 
database . If the study does require analysis , then the next 
step in the process , represented by block 144 , occurs where 
each rendered image is analyzed pixel by pixel . The system 
accesses the image files 90 , and analyses each image file 90 
pixel by pixel . As stated above , each rendered image will 
have pixels of various colors . Some of the pixels will be 
blue ; others will be yellow , white , or black . Each pixel 
shown in the rendered image will represent what can be seen 
by the right eye 14 , the left eye 16 , neither the right eye 14 
nor the left eye 16 , or the right eye 14 and the left eye 16 . 
The rendered images analyzed at block 144 are the rendered 
images that are projected onto the hyperbola - shaped viewing 
areas 52 , 54 , 56 , 58 , and the upper and lower circles 40 , 42 . 
[ 0123 ] After the rendered images are analyzed at block 
144 , a logic gate 148 is reached where a decision is made as 
to whether there is another rendered image that needs to be 
analyzed . If another rendered image needs to be analyzed , 
the step designated at block 144 is repeated where the 
rendered image is analyzed . If there is not another rendered 
image to be analyzed , the next step , designated as block 150 , 
occurs where the analysis data of the study is written to the 
database . The analysis data is added to the database , shown 
at block 152 . After the system server analysis is completed , 
the system moves to end block 154 . 
[ 0124 ] The next step in the process of using the present 
invention is where the user will perform the system server 
viewing represented generally as a flowchart at 156 , in FIG . 
8 . In this portion of the process , the user will interact with 
the server to view the results of each study performed . 
Beginning at step block 158 , the step of accessing the system 
through the use of a web browser is performed , represented 
by block 160 . A graphical user interface , represented at 
block 162 , is then reached where the user will log - in to the 
server . The user will then perform the step shown at 164 
where the user enters a user name and password at the log - in 
page 162 . 
[ 0125 ] A logic gate is then reached where a decision is 
made as to whether the user name and password are 
approved , that is represented by block 166 . If the user name 
and password are not approved , the user is then returned to 
the log - in page 162 . If the user name and password are 
approved , the main user interface with search options step , 
represented at block 168 , is then performed . At this block , 
the user will perform the step , represented at block 170 , 
where the user selects the study search criteria . A logic gate 
172 is then reached where a decision is made as to whether 
the study search criteria are found . If the study search 
criteria are not found , the user will return to the main user 
interface with search options block 168 . If the study search 
criteria are found , the system will retrieve the study images 
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and data , represented at block 174 . At this step the system 
will retrieve the image files 90 and the study data 152 . After 
the image files 90 and study data 152 are retrieved , the user 
will move onto the next step of the study player graphical 
unit user interface 176 . The user will then interact with the 
study player 178 . After the user interacts with the study 
player 178 , the use of the program will have been completed , 
represented at end block 180 . 
[ 0126 ] By way of a non - limiting example , a rendered 
image produced in a study using the vision quantification 
service 10 of the present invention is shown generally at 182 
in FIG . 10 . The image 182 of this example depicts a portion 
of the interior of an automobile . A steering wheel 184 and a 
dashboard 186 are shown with portions removed from the 
image 182 because of the front clip plane 60 and back clip 
plane 62 . In this image 182 , the various shadows shown 
depict what can be seen with both eyes 14 , 16 , and what can 
be seen with the right eye 14 , and left eye 16 individually . 
The image 182 has a first shadow 188 that represents what 
can be seen by the right eye 14 , a second shadow 190 
representing what can be seen by the left eye 16 , and a third 
shadow 192 , that represents what can be seen by both eyes 
14 , 16 . If the image 182 were in color , the first shadow 188 
would be yellow , and the second shadow 190 would be blue . 
[ 0127 ] Another example of a rendered image produced 
according to the present invention is shown in FIG . 11 . In 
this example , a rendered image 194 has been projected onto 
the second hyperbola - shaped viewing area 52 . The rendered 
image 194 is shown , along with the first shadow 188 
showing what can be seen by the right eye 14 , the second 
shadow 190 representing what can be seen by the left eye 16 , 
and the third shadow 192 , that represents what can be seen 
by both eyes 14 , 16 . Also , the calculations for SS , SR , and 
VMU are shown for each eye 14 , 16 individually , as well as 
together . Also , the totals for SS , SR , and VMU are shown for 
the entire environment projected onto the hyperbola - shaped 
viewing areas 52 , 54 , 56 , 58 and the upper and lower circles 
40 , 42 . 
( 0128 ] It should be appreciated that the technology of the 
present invention can be practiced with non - natural or 
artificial light sources that are generated by various devices . 
Additionally , it should also be appreciated that the technol 
ogy of the present invention can be practiced with natural or 
real light sources . 
[ 0129 ] The afore - mentioned methods and systems for cal 
culating vision obstruction may also be integrated into , and 
displayed within , conventional virtual reality , augmented 
reality , and / or mixed reality equipment and / or systems . 
[ 0130 ] Virtual reality ( VR ) is generally defined as an 
interactive computer - generated experience taking place 
within a simulated environment , that incorporates mainly 
auditory and visual , but also other types of sensory feedback 
like haptic . This immersive environment can be similar to 
the real world or it can be fantastical , creating an experience 
that is not possible in ordinary physical reality . 
[ 0131 ] Conventional VR technology most commonly uses 
virtual reality headsets or multi - projected environments , 
sometimes in combination with physical environments or 
props , to generate realistic images , sounds and other sensa 
tions that simulate a user ' s physical presence in a virtual or 
imaginary environment . An individual using VR equipment 
is able to " look around ” the artificial world , move around in 
it , and interact with virtual features or items . The effect is 
commonly created by VR headsets consisting of a head 

mounted display with a small screen in front of the eyes , but 
can also be created through specially designed rooms with 
multiple large screens . 
101321 VR systems that include transmission of vibrations 
and other sensations to the user through a game controller or 
other devices are known as haptic systems . This tactile 
information is generally known as force feedback in medi 
cal , video gaming , and military training applications . 
[ 0133 ] Augmented Reality ( AR ) is generally defined as an 
interactive experience of a real - world environment whereby 
the objects that reside in the real - world are “ augmented ” by 
computer - generated perceptual information , sometimes 
across multiple sensory modalities , including visual , audi 
tory , haptic , somatosensory , and olfactory . 
[ 0134 ] The overlaid sensory information can be construc 
tive ( i . e . , additive to the natural environment ) or destructive 
( i . e . , masking of the natural environment ) and is seamlessly 
interwoven with the physical world such that it is perceived 
as an immersive aspect of the real environment . In this way , 
AR alters one ' s ongoing perception of a real world envi 
ronment , whereas VR replaces the user ' s real world envi 
ronment with a simulated one . 
[ 0135 ] The primary value of AR is that it brings compo 
nents of the digital world into a person ' s perception of the 
real world , and does so not as a simple display of data , but 
through the integration of immersive sensations that are 
perceived as natural parts of an environment . 
[ 0136 ] AR is used to enhance natural environments or 
situations and offer perceptually enriched experiences . With 
the help of advanced AR technologies ( e . g . , adding com 
puter vision and object recognition ) , the information about 
the surrounding real world of the user becomes interactive 
and digitally manipulable . Information about the environ 
ment and its objects is overlaid on the real world . This 
information can be virtual or real , e . g . , seeing other real 
sensed or measured information such as electromagnetic 
radio waves overlaid in exact alignment with where they 
actually are in space . AR also has a lot of potential in the 
gathering and sharing of tacit knowledge . Augmentation 
techniques are typically performed in real time and in 
semantic context with environmental elements . Immersive 
perceptual information is sometimes combined with supple 
mental information like scores over a live video feed of a 
sporting event . This combines the benefits of both aug 
mented reality technology and heads up display technology 
( HUD ) . 
[ 0137 ] Mixed reality ( MR ) , sometimes referred to as 
hybrid reality , is generally defined as the merging of real and 
virtual worlds to produce new environments and visualiza 
tions where physical and digital objects co - exist and interact 
in real time . Mixed reality takes place not only in the 
physical world or the virtual world , but is a mix of reality 
and virtual reality , encompassing both augmented reality 
and augmented virtuality via immersive technology . 
10138 ] A topic of much research , MR has found its way 
into a number of applications , evident in the arts and 
entertainment industries . However , MR is also branching 
out into the business , manufacturing and education worlds 
with systems such as : ( 1 ) IPCM — Interactive product con 
tent management ; ( 2 ) SBL — Simulation based learning ; ( 3 ) 
Military training ; ( 4 ) Real Asset Virtualization Environment 
( RAVE ) ; ( 5 ) Remote working ; ( 6 ) Healthcare ; ( 7 ) Aviation ; 
( 8 ) Functional mockup ; and ( 9 ) Architecture . 
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What is claimed is : 
1 . A method for calculating vision obstruction for a virtual 

reality system , augmented reality system or mixed reality 
system , comprising the steps of : 

providing data representing a physical environment 
around a human being , portions of the represented 
physical environment being visible to the human being 
as a plurality of viewing areas ; 

wherein the physical environment is operable to be dis 
played in the virtual reality system , augmented reality 
system or mixed reality system ; 

establishing a centroid located between a simulated right 
eye and a simulated left eye of a human being ; 

simulating light projection from the right eye and the left 
eye of the human being onto at least one of the plurality 
of viewing areas to produce at least one rendered image 
comprising a plurality of pixels ; 

displaying the at least one rendered image onto at least 
one of the plurality of viewing areas ; 

designating a first set of colors to represent a first plurality 
of objects that are visible in the at least one rendered 
image ; 

designating a second set of colors to represent a second 
plurality of objects that are obstructed in the at least one 
rendered image ; and 

determining the numbers of pixels representing the first 
plurality of objects that are visible and the second 
plurality of objects that are obstructed by : 
counting the number of pixels , out of a total number of 

the pixels in at least one of the plurality of viewing 
areas , to represent what is visible to the right eye 
only , the left eye only , and the right eye and the left 

[ 0139 ] By way of a non - limiting example , the afore 
mentioned methods and systems of calculating vision 
obstruction may be used to safely design and construct the 
exterior and interior of a building ( e . g . , see FIG . 12 ) , e . g . , in 
a VR setting with a user wearing a VR device , i . e . , a virtual 
environment with a virtual obstruction , in this case , a lamp 
in a room . For example , the afore - mentioned methods and 
systems of calculating vision obstruction can provide build 
ing developers , architects , and designers with real - time 
information relative to vision obstruction in the physical 
and / or the virtual ( e . g . , CAD , VR , AR , MR ) world . Addi 
tionally , the afore - mentioned methods and systems of cal 
culating vision obstruction may be used to review design 
scenarios to quantify the amount of the visual obstruction a 
building ' s occupant would have as they move throughout 
the building . This capability may provide the occupants with 
optimal visibility of all attributes deemed important by the 
safety authorities , architects , and / or designers . 
[ 0140 ] By way of another non - limiting example , the afore 
mentioned methods and systems of calculating vision 
obstruction may be used to quantify the amount of visual 
obstruction , certain objects and people create while on a 
motion film set , such as providing cameramen , directors , 
actors , and / or the like with real - time information relative to 
vision obstruction in the physical and / or the virtual ( e . g . , 
CAD , VR , AR , MR ) world ( e . g . , see FIG . 13 ) , e . g . , in an AR 
setting with a user wearing an AR / MR device , i . e . , a real 
environment with a virtual obstruction , in this case , a 
dinosaur on a city street . For example , the afore - mentioned 
methods and systems of calculating vision obstruction may 
be used in real time to quantify the amount of the visual 
obstruction a cameraman ' s position experiences in relation 
to objects and people on the set . This capability may provide 
real - time analysis data based on an obstructed field of view , 
thus creating the optimum viewing experience . 
[ 0141 ] By way of still another non - limiting example , the 
afore - mentioned methods and systems of calculating vision 
obstruction may be used to quantify the amount of visual 
obstruction that certain objects have on the visual field . For 
example , the afore - mentioned methods and systems of cal 
culating vision obstruction may provide soldiers , sailors , 
pilots , astronauts , athletes , and / or the like with real - time 
information relative to vision obstruction in the physical 
and / or the virtual ( e . g . , CAD , VR , AR , MR ) world ( e . g . , see 
FIG . 14 ) e . g . , in an AR setting with a user wearing an 
AR / MR device , i . e . , a real environment with a real obstruc 
tion , in this case , a tank in a field . 
[ 0142 ] By way of a further non - limiting example , the 
afore - mentioned methods and systems of calculating vision 
obstruction may be used to review scenarios ( e . g . , game 
plays , military movements , and / or the like ) to quantify the 
amount of visual obstruction a participant ( e . g . , an athlete , 
soldier , gamer , and / or the like ) would have as they move 
throughout the field . For example , the afore - mentioned 
methods and systems of calculating vision obstruction may 
be used for real or training scenarios to quantify the amount 
of the visual obstruction a participant might have during a 
certain types of dangerous or risky actions , or movements . 
[ 0143 ] The description of the invention is merely exem 
plary in nature and , thus , variations that do not depart from 
the gist of the invention are intended to be within the scope 
of the invention . Such variations are not to be regarded as a 
departure from the spirit and scope of the invention . 

eye ; 
designating a first portion of the counted number of 

pixels to represent each of the first plurality of 
objects visible to the right eye ; 

designating the first portion of the pixels representing 
each of the first plurality of objects visible to the 
right eye to have a first color of the first set of colors ; 

designating a second portion of the counted number of 
pixels to represent each of the first plurality of 
objects visible to the left eye ; and 

designating the second portion of the pixels represent 
ing each of the first plurality of objects visible to the 
left eye to have a second color of the first set of 
colors ; 

calculating a percentage of the at least one rendered 
image visible to the right eye by dividing the first 
portion of the pixels representing each of the first 
plurality of objects visible to the right eye by a total 
number of the pixels ; and 

calculating a percentage of the at least one rendered 
image visible to the left eye by dividing the second 
portion of the pixels representing each of the first 
plurality of objects visible to said left eye by the total 
number of the pixels . 

2 . The method of calculating vision obstruction of claim 
1 , further comprising the steps of : 
adding the total number of pixels visible to the right eye 

for the at least one rendered image displayed onto at 
least one of the plurality of viewing areas ; and 

adding the total number of pixels visible to the left eye for 
the at least one rendered image displayed onto at least 
one of the plurality of viewing areas . 
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3 . The method of calculating vision obstruction of claim 
1 , further comprising the steps of : 

designating a third portion of the counted number of 
pixels to represent each of the first plurality of objects 
visible to both of the right eye and the left eye ; 

designating the third portion of the pixels representing 
each of the first plurality of objects visible to both of the 
right eye and the left eye to have one of a third set of 
colors ; 

designating a fourth portion of the counted number of 
pixels to represent each of the second plurality of 
objects obstructed from both of the right eye and the 
left eye ; and 

designating the fourth portion of the pixels representing 
each of the second plurality of objects obstructed from 
both of the right eye and the left eye to have one of a 
fourth set of colors . 

4 . The method of calculating vision obstruction of claim 
3 , further comprising the steps of : 

calculating a percentage of the at least one rendered image 
visible to both of the right eye and the left eye by 
dividing the third portion of the pixels representing 
each of the first plurality of objects visible to both of the 
right eye and the left eye by the total number of pixels ; 
and 

calculating a percentage of the at least one rendered image 
obstructed from both of the right eye and the left eye by 
dividing the fourth portion of the pixels representing 
each of the second plurality of objects obstructed from 
both of the right eye and the left eye by the total number 
of pixels . 

5 . The method of calculating vision obstruction of claim 
4 , further comprising the steps of : 

calculating a percentage of pixels visible to both of the 
right eye and the left eye by multiplying the percentage 
of the at least one rendered image visible to both of the 
right eye and the left eye by the total number of pixels ; 

data representing a physical environment around a human 
being , portions of the represented physical environment 
being visible to the human being as a plurality of 
viewing areas ; 

wherein the physical environment is operable to be dis 
played in the virtual reality system , augmented reality 
system or mixed reality system ; 

a system for establishing a centroid located between a 
simulated right eye and a simulated left eye of a human 
being ; 

a system for simulating light projection from the right eye 
and the left eye of the human being onto at least one of 
the plurality of viewing areas to produce at least one 
rendered image comprising a plurality of pixels ; 

a system for displaying the at least one rendered image 
onto at least one of the plurality of viewing areas ; 

a system for designating a first set of colors to represent 
a first plurality of objects that are visible in the at least 
one rendered image ; 

a system for designating a second set of colors to repre 
sent a second plurality of objects that are obstructed in 
the at least one rendered image ; and 

a system for determining the numbers of pixels represent 
ing the first plurality of objects which are visible and 
the second plurality of objects that are obstructed by : 
counting the number of pixels , out of a total number of 

the pixels in at least one of the plurality of viewing 
areas , to represent what is visible to the right eye 
only , the left eye only , and the right eye and the left 
eye ; 

designating a first portion of the counted number of 
pixels to represent each of the first plurality of 
objects visible to the right eye ; 

designating the first portion of the pixels representing 
each of the first plurality of objects visible to the 
right eye to have a first color of the first set of colors ; 

designating a second portion of the counted number of 
pixels to represent each of the first plurality of 
objects visible to the left eye ; and 

designating the second portion of the pixels represent 
ing each of the first plurality of objects visible to the 
left eye to have a second color of the first set of 
colors ; 

calculating a percentage of the at least one rendered 
image visible to the right eye by dividing the first 
portion of the pixels representing each of the first 
plurality of objects visible to the right eye by a total 
number of the pixels ; and 

calculating a percentage of the at least one rendered 
image visible to the left eye by dividing the second 
portion of the pixels representing each of the first 
plurality of objects visible to said left eye by the total 
number of the pixels . 

12 . The system for calculating vision obstruction of claim 
11 , further comprising : 

a system for adding the total number of pixels visible to 
the right eye for the at least one rendered image 
displayed onto at least one of the plurality of viewing 
areas ; and 

a system for adding the total number of pixels visible to 
the left eye for the at least one rendered image dis 
played onto at least one of the plurality of viewing 
areas . 

and 
calculating a percentage of pixels obstructed from both of 

the right eye and the left eye by multiplying the 
percentage of the at least one rendered image 
obstructed from both of the right eye and the left eye by 
the total number of pixels . 

6 . The method of calculating vision obstruction of claim 
5 , further comprising the step of : 

adding the total number of pixels visible to both of the 
right eye and the left eye for the at least one rendered 
image displayed onto at least one of the plurality of 
viewing areas . 

7 . The method of calculating vision obstruction of claim 
1 , wherein the physical environment is a vehicle . 

8 . The method of calculating vision obstruction of claim 
7 , wherein the vehicle is an automotive vehicle . 

9 . The method of calculating vision obstruction of claim 
7 , wherein the vehicle is an aerospace vehicle . 

10 . The method of calculating vision obstruction of claim 
1 , wherein the physical environment is selected from the 
group consisting of a building , a field , a motion film set and 
combinations thereof . 

11 . A system for calculating vision obstruction for a 
virtual reality system , augmented reality system or mixed 
reality system , comprising : 
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13 . The system for calculating vision obstruction of claim 
11 , further comprising : 

a system for designating a third portion of the counted 
number of pixels to represent each of the first plurality 
of objects visible to both of the right eye and the left 
eye ; 

a system for designating the third portion of the pixels 
representing each of the first plurality of objects visible 
to both of the right eye and the left eye to have one of 
a third set of colors ; 

a system for designating a fourth portion of the counted 
number of pixels to represent each of the second 
plurality of objects obstructed from both of the right 
eye and the left eye ; and 

a system for designating the fourth portion of the pixels 
representing each of the second plurality of objects 
obstructed from both of the right eye and the left eye to 
have one of a fourth set of colors . 

14 . The system for calculating vision obstruction of claim 
13 , further comprising : 

a system for calculating a percentage of the at least one 
rendered image visible to both of the right eye and the 
left eye by dividing the third portion of the pixels 
representing each of the first plurality of objects visible 
to both of the right eye and the left eye by the total 
number of pixels ; and 

a system for calculating a percentage of the at least one 
rendered image obstructed from both of the right eye 
and the left eye by dividing the fourth portion of the 
pixels representing each of the second plurality of 

objects obstructed from both of the right eye and the 
left eye by the total number of pixels . 

15 . The system for calculating vision obstruction of claim 
14 , further comprising : 

a system for calculating a percentage of pixels visible to 
both of the right eye and the left eye by multiplying the 
percentage of the at least one rendered image visible to 
both of the right eye and the left eye by the total number 
of pixels ; and 

a system for calculating a percentage of pixels obstructed 
from both of the right eye and the left eye by multi 
plying the percentage of the at least one rendered image 
obstructed from both of the right eye and the left eye by 
the total number of pixels . 

16 . The system for calculating vision obstruction of claim 
15 , further comprising : 

a system for adding the total number of pixels visible to 
both of the right eye and the left eye for the at least one 
rendered image displayed onto at least one of the 
plurality of viewing areas . 

17 . The system for calculating vision obstruction of claim 
11 , wherein the physical environment is a vehicle . 

18 . The system for calculating vision obstruction of claim 
17 , wherein the vehicle is an automotive vehicle . 

19 . The system for calculating vision obstruction of claim 
17 , wherein the vehicle is an aerospace vehicle . 

20 . The system for calculating vision obstruction of claim 
11 , wherein the physical environment is selected from the 
group consisting of a building , a field , a motion film set and 
combinations thereof . 


