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( 57 ) ABSTRACT 

A method is provided for output validation of data process 
ing systems , performed by one or more processors . The 
method comprises aggregating at least a portion of a first 
data table , which is an output of a data pipeline of a first data 
processing system , into a first aggregated data table ; aggre 
gating at least a portion of a second data table , which is an 
output of a data pipeline of a second data processing system , 
into a second aggregated data table ; the second data pro 
cessing system being designed to perform essentially a same 
functionality as the first data processing system ; performing 
a data comparison between the first aggregated data table 
and the second aggregated data table to obtain a data 
differentiating table ; performing a schema comparison 
between the first aggregated data table and the second 
aggregated data table to obtain a schema differentiating 
table ; generating a summary from the data differentiating 
table and the schema differentiating table ; and deriving a 
value from the summary that indicates a similarity between 
the output of the data pipeline of the first data processing 
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OUTPUT VALIDATION OF DATA ing systems . The method is performed by one or more 
PROCESSING SYSTEMS processors . The method comprises aggregating at least a 

portion of a first data table , which is an output of a data 
INCORPORATION BY REFERENCE TO ANY pipeline of a first data processing system , into a first aggre 

PRIORITY APPLICATIONS 5 gated data table ; aggregating at least a portion of a second 
data table , which is an output of a data pipeline of a second Any and all applications for which a foreign or domestic data processing system , into a second aggregated data table ; priority claim is identified in the Application Data Sheet as the second data processing system being designed to per filed with the present application are hereby incorporated by 

reference under 37 CFR 1.57 . form essentially a same functionality as the first data pro 
10 cessing system ; performing a data comparison between the 

TECHNICAL FIELD first aggregated data table and the second aggregated data 
table to obtain a data differentiating table ; performing a 

This disclosure relates to an approach for output valida schema comparison between the first aggregated data table 
tion of data processing systems . and the second aggregated data table to obtain a schema 

15 differentiating table ; generating a summary from the data 
BACKGROUND differentiating table and the schema differentiating table ; and 

deriving a value from the summary that indicates a similarity 
Cross - validation of outputs of computing systems , for between the output of the data pipeline of the first data 

example data analysis systems or data analytics systems , processing system and the output of the data pipeline of the 
involves many hardware and software issues . Cross - valida- 20 second data processing system . 
tion is required , for example , when two systems run side by A second aspect of the disclosure relates to a non side or when a second system is obtained from a first system transitory computer readable medium comprising instruc by migration . The idea is that a legacy system is ( gradually ) tions when executed , cause one or more processors abandoned and a successor system replaces it and takes over its functionality but performs it more efficiently , for example 25 systems as described under the first aspect . 

perform a method for output validation of data processing 
faster . Although computing devices are able to work with 
mathematical precision , many technical problems may arise A third aspect of the disclosure relates to a system for 
and it cannot be assumed that the successor system is able output validation of data processing systems . The system 
to perform the functions of the legacy system identically . In comprises one or more processors and memory storing 

instructions that , when executed by the one or more proces a migration from one data analysis system to another , for 
example from a legacy system to target system , which sors , cause the system to perform the method as described 
involves the processing of large data tables ( in the order of under the first aspect . 
gigabytes or more ) by using different technology , languages , These and other features of the systems , methods , and 
formats and algorithms to transfer the data to its outputs , it non - transitory computer readable media disclosed herein , as 
cannot be avoided that data items mismatch , get corrupted , well as the methods of operation and functions of the related 
lose accuracy or get lost or that the data schema do not fit . 35 elements of structure and the combination of parts and 
Reasons can be for example incompatibilities relating to economies of manufacture , will become more apparent upon 
hardware ( e.g. different architecture , processors , memory ) consideration of the following description and the appended 
or to the compiler differences between the legacy system and claims with reference to the accompanying drawings , all of 
the successor system or also incompatibilities in the data which form a part of this specification , wherein like refer 
schemas used by the two different systems or different 40 ence numerals designate corresponding parts in the various assumptions , specifications or prioritization done in the two figures . It is to be expressly understood , however , that the different systems . drawings are for purposes of illustration and description The question whether a migration has been successful / only and are not intended as a definition of the limits of the accurate or not is partly subjective and depends on many 
factors , last but not least on the individual situation , i.e. the scope of protection . 
specific use case . While in some cases , a migration may be BRIEF DESCRIPTION OF THE DRAWINGS considered to be successful because less accuracy of migra 
tion is required , a same migration accuracy could be con Certain features of various embodiments of the present sidered to be unacceptable in another case . Although migra 
tion validation could be performed by direct comparison of technology are set forth with particularity in the appended 
a source output table and the migrated output table , this is 50 claims . A better understanding of the features and advan 
not always practical , for instance because it would require tages of the technology will be obtained by reference to the 
transmitting a very large source output table over a network , following detailed description that sets forth illustrative 
and sometimes is not possible at all . While technical reasons embodiment , in which the principles are utilized , and the 
for not being able to transmit the data may rely on network , accompanying drawings of which : 
bandwidth and security issues , there may also regulatory 55 FIG . 1 illustrates a block diagram of an example of a 
restrictions that prohibit the transmission of data from one system for performing an output validation of two data 
system to another . It would also be desirable to have an processing systems , according to embodiments of the pres 
automatic system that is able to indicate quantitatively ent disclosure . 
whether a migration has been successful or not in the given FIG . 2 illustrates a flowchart of an example method for 
circumstances , avoiding the need for manual checking and 60 performing an output validation of two data processing 
validation , which is often very expensive in time and systems . 
resources for large datasets . FIG . 3a shows an exemplary aggregate data table based 

on column - wise aggregation . 
SUMMARY FIG . 3b shows an exemplary data differentiating table 

65 according to embodiments of the disclosure . 
A first aspect of the disclosure relates to a computer- FIG . 3c shows an exemplary schema differentiating table 

implemented method for output validation of data process- according to embodiments of the disclosure . 

45 



US 11,550,764 B2 
3 4 

FIG . 3d illustrates a data differentiating summary table Another reason why aggregation of rows is important is 
according to embodiments of the disclosure . pivot tables when values become columns . Hence , this leads 
FIG . 4 is a block diagram that illustrates a computer to a high number of columns . For example , a summary of 

system upon which any of the embodiments described some date invoices for 10 years which becomes a daily 
herein may be implemented . 5 column leading to 365 * 10 columns . In a next step , a data 

The figures depict various embodiments of the disclosed comparison is performed on an aggregated data table of the 
technology for purposes of illustration only , wherein the first data analysis system and an aggregated data table of the 
figures use like reference numerals to identify like elements . second data analysis system . The result of this operation is 
One skilled in the art will readily recognize from the to obtain a data differentiating table which indicates the 
following discussion that alternative embodiments of the 10 differences between the two tables on a data level . In 
structures and methods illustrated in the figures can be addition , a schema comparison is performed on the first 
employed without departing from the principles of the aggregated data table and the second aggregated data table 
disclosed technology described herein . to obtain a schema differentiating table . This table indicates 

how the two tables differ on a schema level . A summary is 
DETAILED DESCRIPTION 15 generated from the data differentiating table and the schema 

differentiating table . Finally , a ( score ) value is calculated 
FIG . 1 shows a block diagram in which embodiments of from the summary that gives a user an indication how 

the disclosure may be performed . Before proceeding further accurate the migration has been performed . For example , a 
with a detailed description of the drawings a few items will score value close to “ l ” indicates that the migration has been 
be explained . 20 performed almost perfectly with hardly any losses , i.e. that 

For a migration of a first data analysis system into a the second data analysis system does exactly the same as the 
second data analysis system , the data pipelines of the first first . Embodiments of this specification provide a harmo 
data analysis system have to be migrated into the second nized comparison of data and schema and also allows a user 
data analysis system which yields results of data pipelines in to give weight ( s ) to parts of the data to be compared , i.e. 
the first data analysis system and the second data analysis 25 giving emphasis to certain rows or columns and ignoring 
system . Then , a way has to be found to validate whether the others . Depending on the use case , a very high identity of the 
results of the first data analysis system match to those of the output data of the first data analysis system and the second 
second data analysis system to ensure that the second data data analysis system is required , while in other instances , 
analysis system has essentially the same functionality as the less precision is enough to consider a migration successful . 
first data analysis system and is able to replace the first one , 30 Embodiments of this specification allow to compare large 
but in some of the embodiments the two systems may also datasets without the necessity to co - locate the datasets and 
co - exist and offer resilience or a highly available solution for compare all the data in those line by line . 
critical systems . Often , a transfer and consumption of large Returning now to the schematic overview of FIG . 1 , 
results datasets into the second data analysis system to which shows an embodiment of the disclosure based on an 
perform a comparison ( e.g. row by row of an entire dataset ) 35 exemplary migration between legacy system 100 and target 
is technically not possible . Manual eye comparison is also system 200. However , before proceeding further with the 
not feasible due to the sizes of the data tables to be compared description of FIG . 1 , a few items will be discussed . 
( e.g. billions of records ) . In many instances it is not possible Some of the embodiments refer to a computer - imple 
( and not necessary because of the given situation ) that both mented method for output validation of data processing 
systems yield exactly the same results — this may be due to 40 systems . The method is performed by one or more proces 
differences in hardware , e.g. different processors , compilers , sors . The method comprises aggregating at least a portion of 
etc. , and some margins or different threshold is accessible as a first data table , which is an output of a data pipeline of a 
essentially similar outcome . first data processing system , into a first aggregated data 
A solution to this problem may be , for example , to table . Then , at least a portion of a second data table is 

perform a column - wise or row - wise aggregation on the 45 aggregated , which is an output of a data pipeline of a second 
output data of the first data analysis system and the output data processing system , into a second aggregated data table . 
data of the second data analysis system . For example , each The second data processing system may be a successor 
column can be aggregated with general known functions , system of the first data processing system and is designed to 
such as sum , average , median , standard deviation , mini- perform essentially a same functionality as the first data 
mum , maximum , variance , kurtosis for numerical values . 50 processing system . Subsequently , a data comparison per 
Hash values , for example a digest such as MD5 , or total formed between the first aggregated data table and the 
string length or “ histogram ” of characters in a string value second aggregated data table to obtain a data differentiating 
( e.g. how many “ a ' , how many ' b ' , etc. ) , or a prefix length table . A schema comparison is performed between the first 
match can be used for concatenated strings . Histograms may aggregated data table and the second aggregated data table 
be used for categorical data . The aggregation leads to a 55 to obtain a schema differentiating table . A summary is 
massive compression and the result is “ one ” data item per generated from the data differentiating table and the schema 
column or row . It should be mentioned that aggregation of differentiating table and a value is derived from the summary 
rows is more complicated as they are built from columns of that indicates a similarity between the output of the data 
different types , and one instance / value per column . Aggre- pipeline of the first data processing system and the output of 
gation of rows is important for example in machine learning 60 the data pipeline of the second data processing system . 
where one has for example 300 columns all of which are Performing aggregation on the first data table and the 
numerical values between 0.0 and 1.0 that represent nor- second data table is comparable to calculating a fingerprint 
malized weights . All of those 300 values can be aggregated of both data tables and allows to efficiently compare the two 
to a single one . In most parts , aggregation is done per tables without having to compare each data item individu 
column since it leads to a massive compression ( e.g. 1 65 ally . Calculating a fingerprint is a procedure that maps an 
Billion rows column of salary into 6 numbers of minimum , arbitrarily large data item to a much shorter bit string that 
maximum , median , standard deviation , average , variance ) . uniquely identifies the original data for all practical purposes 
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just as human fingerprints uniquely identify people . Finger- account whether the data is optional or required data . In 
prints are typically used to avoid the comparison and trans- other embodiments , the schema comparison takes into 
mission of bulky datasets . account null comparison . For example , empty value , null , 

In some of the embodiments , the first and second data N / A may all be considered to be equal . For example , in some 
processing systems are database management systems or 5 of the embodiments , 0000-00-00 is a null value for a data 
data analysis systems that process raw data to gain more field that should match an empty field . In yet other embodi 
insightful data . In some of the embodiments , such more ments , the schema comparison allows to define whether the 
insightful data are obtained by enrichment , aggregation and order of the column is significant or not . This may be critical 
transformation which require a large amount of computa- in transformation that take a column by place ( e.g. first 
tional resources . In some of the embodiments , the data 10 column ) instead of by name . In yet other embodiments , 
analysis systems are ITL systems . In some of the embodi- schema comparison takes into account the size , e.g. for text 
ments , the data processing systems may be data analytics column its maximum size . In yet other embodiments , nul 
systems . Data analytics is the discovery , interpretation , and lability is taken into account . The nullability of a field 
communication of meaningful patterns in data . While data indicates whether nulls are allowed in this field or not . In 
analysis is focused on understanding the past , data analytics 15 some cases , there must be a match ( e.g. null in primary key 
is on the future and aims at providing a basis for effective fields are a problem , even if the primary key field itself is 
decision making . meaningless to the use case and will get low weight for the 

In some of the embodiments , the first aggregated data score calculation , otherwise ) . 
table is transferred to the second data processing system In some of the embodiments , the data comparison is based 
where the data comparison and subsequent steps ( schema 20 on a comparison of values of fields of one or more columns 
comparison , generating summary form and deriving a value ) of the first aggregated data table and the second aggregated 
of the method are performed . data table . In some of the embodiments , a Boolean value in 

In an alternative embodiment , the first aggregated data the data comparison indicates whether a corresponding 
table and the second aggregated data table are transferred to value in the first aggregate table and the second aggregate 
a third system where the data comparison and the subse- 25 table is the same . A Boolean value “ True ” indicates that the 
quent steps of the method are performed . two values are the same , a Boolean value “ False ” indicates 

In some of the embodiments , data comparison is per- that they are not the same . 
formed by defining an interval such that two numeric values In some of the embodiments , the generating the summary 
are considered to be equal if their difference is smaller than comprises using weights to obtain a use case aware sum 
a threshold value . In other embodiments , two numeric 30 mary . 
values are considered to be equal if their rounded value to a In some of the embodiments , a user can determine how 
certain digit is the same . In yet other embodiments , two columns and / or rows are to be weighted . This allows a user 
floats or double values are considered be equal although to influence the result of the method since s / he is able to 
their accuracy is different . As regards text data , two text data indicate which columns are of higher importance than others 
are considered to be equal if they have the same frequency 35 in the migration process . In some of the embodiments , the 
of unique words . In other embodiments , case sensitivity is user is enabled to ignore individual columns . In some of the 
used to determine whether two texts are equal . In yet other embodiments , this is done by assigning the weight zero to 
embodiments , spaces and tabs can be removed before fields individual columns . For example , some description local 
are used to determine whether two texts are equal . In yet values may have different lengths and hence be truncated to 
other embodiments , umlauts or special language markings 40 one which means that a hash value will not be equal , but the 
are ignored before making a comparison . In yet other values are actually 100 % equal . Since it may not even be a 
embodiments , two date and time indications are considered valuable field for any decision based on the outcome , it may 
to be equal although their formats are different , they may make sense to ignore these values ( by assigning the weight 
even be identified in different calendar types . In yet other zero ) . 
embodiments , categorical values may be mapped from 45 In some of the embodiments , the user does not have to 
strings to numbers or vice versa , language translated , and input weights for columns and / or rows , but the weights of 
unique comparators may yield equal for different values columns and / or rows are automatically determined based on 
( e.g. a colour comparator may be satisfied with purple to user interaction with one or more graphical user interfaces , 
equal magenta ) . In some of the embodiments two - character such as dashboards . In some of the embodiments , the system 
strings of different lengths are considered to be equal if one 50 will determine which columns are consumed by users , 
string is the prefix of another . For example , " Src = Catalo ” viewed , or interacted with or otherwise influence the user 
will match “ Src = Catalog ” , although their hash values will be decisions based on the outputs and which are not . Those that 
different , e.g. when one of the systems imposes length influence more decisions and / or appear in more reports or 
restrictions on the column ( 10 in this sample for the first derived data from the outputs are assigned higher weights . 
item ) . In some of the embodiments , the aggregating the first data 

In some of the embodiments , the aggregating the first data table and the second data table are performed by using at 
table and the aggregating the second data table are per- least one of the functions sum , average , median , maximum , 
formed column - wise or row - wise to obtain one data element minimum , variance , kurtosis and standard deviation for 
per column and row , respectively . numeric values . 

In some of the embodiments , the schema comparison is 60 In some of the embodiments , the aggregating the first data 
based on a comparison of types and / or names of one or more table and the second data table are performed by using a 
columns of the first aggregated data table and the second hash value for concatenated string columns . A hash function 
aggregated data table . In some of the embodiments , a is a function that is used to map data of arbitrary size to 
Boolean value in the schema comparison indicates whether fixed - size values . 
the name of a column is present in the first aggregate table 65 In some of the embodiments , the aggregating the first data 
but not in the second aggregate table and vice versa . In some table and the second data are performed by calculating hash 
of the embodiments , the schema comparison may take into values for numeric values . 
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In some of the embodiments , the aggregating the first data A legacy system data pipeline 105 is depicted which has 
table and the second data table are performed using a access to raw data 103 and processes it into more insightful 
histogram of characters in a string value . data and ends in the legacy system output data 110 as the 

In some of the embodiments , a portion of the first aggre- result of the legacy system data pipeline 105. The legacy 
gated data table and a portion of the second aggregated data 5 system output data 110 are data destined for a database and 
table are used for tracking of the data validation . a reference table in the target system 200 maps those legacy 
Some of the embodiments relate to a non - transitory system databases to feeds of the target system . Normally , an 

computer readable medium comprising instructions that , owner of such insightful data does not want to transfer this 
when executed , cause one or more processors to perform a data to other systems since they may be used for decision 
method for output validation of data processing systems . 10 making . Often the data tables , sometimes billions of rows , 

are too large to be transferred to another system for com The method comprises aggregating at least a portion of a parison as it is the case in the illustrated example where the first data table , which is an output of a data pipeline of a first legacy system output data 110 cannot be ingested into the data processing system , into a first aggregated data table ; target system 200 for direct comparison . Instead , the legacy aggregating at least a portion of a second data table , which 15 system output data 110 is aggregated by a legacy system 
is an output of a data pipeline of a second data processing aggregator 120 which yields a legacy system aggregate table 
system , into a second aggregated table ; the second data 130 . 
processing system being designed to perform a same func Aggregation 
tionality as the first data analysis system ; performing a data The legacy system aggregator 120 , which may be imple 
comparison between the first aggregated data table and the 20 mented as a script ( computer language with a series of 
second aggregated data table to obtain a data differentiating commands within a file that is capable of being executed 
table ; performing a schema comparison between the first without being compiled ) such as Python , which is common 
aggregated data table and the second aggregated data table nowadays , or Perl or PHP which have become less common , 
to obtain a schema differentiating table ; generating a sum- is configured to perform one or more aggregation functions 
mary from the data differentiating table and the schema 25 on the legacy system output data 110 such as performing a 
differentiating table ; and deriving a value from the summary sum function on the rows or columns to reduce the size of 
that indicates a similarity between the output of the data the legacy system output data 110. The legacy system 
pipeline of the first data processing system and the output of aggregate table 130 has the function of a fingerprint of the 
the data pipeline of the second data processing system . legacy system output data 110 and is much smaller in size . 
Some of the embodiments relate to a system for output 30 Then , the legacy system aggregate table 130 is ingested into 

validation of data processing systems . The system comprises the target system 200. The legacy system aggregate table 
one or more processors and memory storing instructions 130 is an aggregated dataset of the database that includes a 
that , when executed by the one or more processors , cause the feed for the legacy system data pipeline 105 . 
system to perform aggregating at least a portion of a first At 210 , a target system data pipeline 210 is shown which 
data table , which is an output of a data pipeline of a first data 35 has access to the raw data 103 and yields as a result target 
processing system , into a first aggregated data table ; aggre- system output data 220 which is a result of a migrated built 
gating at least a portion of a second data table , which is an data pipeline and is subsequently input into a target system 
output of a data pipeline of a second data processing system , aggregator 230 that applies an aggregator function , such as 
into a second aggregated table ; the second data processing sum , etc. on the target system output data 220 to yield a 
system being designed to perform a same functionality as 40 target system aggregate table 240 that is much smaller in 
the first data analysis system , performing a data comparison size than the target system output data 220. The legacy 
between the first aggregated data table and the second system data pipeline 105 and the target system data pipeline 
aggregated data table to obtain a data differentiating table ; 210 have both access to the same raw data 103. They both 
performing a schema comparison between the first aggre- ingest the raw data 103 into their systems which may be 
gated data table and the second aggregated data table to 45 different regarding data schema , processing etc. To validate 
obtain a schema differentiating table ; generating a summary that a pipeline was migrated from A to B one has to ( i ) 
from the data differentiating table and the schema differen- validate equal inputs and ( ii ) validate that resulting outputs 
tiating table ; and deriving a value from the summary that are the same . Without ( i ) , one can get to the same result but 
indicates a similarity between the output of the data pipeline pipelines will be completely different . For example , if input 
of the first data processing system and the output of the data 50 to system A input is 10 , a pipeline adds “ 1 ” , the result would 
pipeline of the second data processing system . be “ 11 ” . If a system B gets an input of “ 22 ” , the pipeline 

Returning now to FIG . 1 which shows a schematic divides by “ 2 ” , the result would also be “ 11 ” . Obviously , the 
illustration of an embodiment of the disclosure based on a pipeline was not migrated well , even if the result is the same . 
migration from a legacy system 100 into a target system 200 . The comparisons between the legacy system output data 
A person skilled in the art would readily understand that the 55 110 and the target system output data 220 are performed 
concept may be performed on any database management through the target system aggregate table 240 and the legacy 
system , data analysis systems or data analytics systems . system aggregate table 130. It should be mentioned that the 
Since the target system 200 offers more efficient data pro- legacy system output data 110 and the target system output 
cessing than the legacy system 100 , in particular data data 220 may be large data tables with terabytes of data . The 
analysis and data analytics possibilities ( enrichment , aggre- 60 problem would be to materialize the legacy system output 
gation , transformation , etc. ) to gain more insightful data , the data 110 ( e.g. to have it complete ) and / or transfer the legacy 
idea is that the target system 200 should replace the legacy system output data 110 to either the target system 200 or a 
system 100 which were to become a legacy system and third system that will compare the legacy system output data 
finally be shutdown . To this end , a quality metric ( score 110 with the target system output data 220. Hence , the 
value ) is devised that indicated that the functions performed 65 method does not compare the output data row by row but 
by legacy system 100 were performed in a similar way in the instead aggregates the datasets from the target system 200 
target system 200 . and compares them against the aggregated datasets from the 
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legacy system 100. The aggregate tables 130 , 240 have both This formula is a sample summation based on weighted 
column - wide data and table - wide data for any specific average . In some cases , the values need to be normalized as 
dataset , e.g. the sum of a column , total number of rows in the different columns will have different value ranges . For 
table etc. A table schema for an aggregate table 130 , 240 and example , if there is " years of experience ” and “ IQ ” , a 
an exemplary aggregated table 130 , 240 will be explained 5 difference of “ 1 ” in each is not equal ( e.g. IQ 120 or 121 vs. 
with reference to FIG . 3a . years of experience 2 or 3 ) —the former may not be impor Aggregating the legacy system output data 110 and the tant , while the latter is . target system output data 220 leads to a data reduction , In this formula , w weight is assigned to schema compari which means that for example a terabyte of data may son Wi ( schema ) ( e.g. on column name , types , ability to have become 1 kilobyte , and an aggregation policy dictates how to perform this reduction . For example , each column can be 10 nulls etc. format ) and weights to each column aggregation 
aggregated with generally known functions , such as sum , Wi and a weighted average score of the weight and the result 
average , median , maximum , minimum , kurtosis , variance of each comparison is done . 
and standard deviation . A summation or calculation of an The calculation may be performed in two approaches . In 
average value or a calculation of a standard deviation may a first approach , the weighted average of data difference and 
be applied for numerical values . In some of the embodi- 15 the weighted average of schema difference are calculated . 
ments , hash values are used for ( concatenated ) string values . Then , these values are used in another formula to derive the 
For example , MD5 may be used to generate a hash value . In overall difference ( e.g. again weighted difference of both ) . In 
some of the embodiments , histogram values are used for a second approach , single weighted average of all differ 
categorical data ( i.e. data that may be divided into groups ) . ences of each column and each schema are calculated . Both 
Moreover , in other embodiments , minimum and maximum 20 approaches may lead to the same results . The difference is 
values are used for aggregating numerical values . In yet that the first approach allows to present to the user two 
other embodiments , string values may be aggregated by numbers as the " data " migration and " schema " migration 
calculating the total string length . A histogram of characters before blending them , while the second approach blends 
may be used to aggregate characters in a string . A " histo them from the outset . 
gram " of characters indicates for each character how often 25 The weights allow to “ de - rank " importance in mismatch 
it appears in a string , i.e. how many “ a ' appear in a string , of description fields or numeric fields of no consequence to 
how many “ b ” , how many “ c ' , etc. Once the columns have the user of that data while emphasizing columns whose 
been aggregated as explained above , the result will be one values are essential for the user . If the legacy system 
data item per column regardless of the number of rows . aggregate table 130 is 100 % a same as the target system 
Comparison 30 aggregate table 240 , the legacy system output data 110 and 
A schema comparator 250 , implemented for example as a the target system output data 220 are 100 % a same and no 

script , performs a schema comparison between the target false positive exist . When it is not the same , the aim is to be 
system aggregate table 240 and the legacy system aggregate indicative of the “ breadth ” of inaccuracy in a proportional 
table 130. The result , which represents the schema compari- way . 
son of the two aggregate tables 130 , 240 , will be stored in 35 FIG . 2 shows a flowchart which illustrates the steps of a 
one or more tables , referred to as schema differentiating method for performing output validation of two data pro 
table 270 , which will be explained in more detail at FIG . 3c . cessing systems . At 310 , at least a portion of a first data 

Subsequently of concurrently to an operation of the table , which is an output of a data pipeline of a first data 
schema comparator 250 , a data comparator 260 , imple processing system on given raw input data , is aggregated 
mented as a script , performs a data comparison between the 40 into a first aggregated data table . At 320 , at least a portion 
target system aggregate table 240 and the legacy system of a second data table , which is an output of a data pipeline 
aggregate table 130. The result , which represents the data of a second data processing system on the same raw input 
comparison of the two aggregate tables 130 , 240 will be data , is aggregated into a second aggregated data table . The 
stored in one or more tables , referred to as data differenti second data processing system may be a successor system of 
ating table 280 , which will be explained in more detail with 45 the first data processing system and is designed to perform 
reference to FIG . 3b . essentially a same functionality as the first data processing 
Summary system . At 330 , a data comparison between the first aggre 

Once the schema differentiating table 270 and the data gated data table and the second aggregated data table is 
differentiating table 280 have been obtained , they are both performed to obtain a data differentiating table . At 340 , 
input to a summary generator 290 which outputs a data 50 schema comparison between the first aggregated data table 
differentiating summary table 300 that contains one or more and the second aggregated data table is performed to obtain 
output validation scores . An example of data differentiating a schema differentiating table . At 350 , a summary from the 
summary table 300 is shown in FIG . 3d which shows two data differentiating table and the schema differentiating table 
output validation scores , one relating to schema comparison is generated . At 360 , a score value is derived from the 
and one relating to data comparison . 55 summary that indicates a similarity between the output of 

The score it gives is such that all matches are equally the first data processing system and the output of the data 
weighted . A formula for the output validation score is pipeline of the second data processing system . 
number_of_mismatches / number_of_possible_mismatches . FIG . 3a shows an exemplary aggregate data table 130 
An output validation score can be computed by the from the legacy system 100 which has the following data 

following formula : 60 table schema . This aggregate data table 130 has been 
obtained from an original data table , which relates to 
notional personal data such as gender , IP address , first name , 

EW * Diff last name , age , etc. , by column - wise aggregation which 
means that each column in the original data table is reflected ? W ; 65 by one row in the aggregate data table 130. The first column 
of table 130 col_seq indicates the sequence number of 
columns in the original data table . The second column 
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columname in aggregate table 130 indicates the columname . aggregation_value field in the legacy system aggregate table 
In the shown example , the columnnames are “ gender ” , 130 ) , left_databasename ( value of the databasename field in 
" ip_address ” , “ last_name ” , “ email ” , “ id ” , “ first_name ” and the legacy system aggregate table 130 ) , left_tablename 
“ table_wide ” ( which does not correspond to a column and it ( value of the tablename field in the legacy system aggregate 
has values that are across all columns , hence datatype equals 5 table 130 ) . 
“ non applicable ” ) . The third column indicates the datatype The next five columns are columns relating to an aggre 
that is used in the corresponding column . In the columns 5 , gate data table 240 of the target system 200. They contain 
6 , 3 , 4 and 2 datatype " string " is used , while in column with the columns right_columnname ( value of the columnname 
sequence number 1 , “ integer ” is used as datatype . In column field in the target system aggregate table 130 ) , right_data 
with sequence number 0 , no datatype is applicable . In the 10 type ( value of the datatype field in the target system aggre 
fourth column of the aggregate gate table 130 ) , right_aggr_value ( value of the data table aggregation_value field in the target system aggregate table aggregation_value for each column is indicated . In the 130 ) , right_databasename ( value of the databasename field example shown , a hash value is calculated for each of the in the target system aggregate table 130 ) , and right_table columns that have “ string ” as datatype , which are columns name ( value of the tablename field in the target system 5 , 6 , 3 , 4 and 2. For example , a hash value is calculated for 15 aggregate table 130 ) . 
the concatenation of all last names , all e - mail addresses , etc. The next column join_hit indicates whether a column has 
of one column of the original data table . The column with been found in the original tables . While the value is “ True ” 
sequence number 1 refers to an " id " value which is an for the first seven rows of this column , it is “ False ” for the 
integer value and the sum of all id values yields the value eighth row , since the column “ age ” in line 8 can only be 
500500. The fifth column of the aggregate data table 130 20 found in the database of the legacy system 100 but not in the 
indicates file_count of the original database . All columns , database of the target system 200 . 
except the column with sequence number 0 , have a The subsequent three columns indicate by means of 
file_count of zero , while the column with sequence number Boolean values whether the corresponding values are the 
O has file_count of 7. The sixth column date_time_created of same . They contain match_columnname ( Boolean value , a 
the aggregated table 130 indicates the datetime at which the 25 “ True ” indicates that the columnname has the same value in 
aggregation has been created . This indication may be used both aggregate tables 130 , 240 ) , match_datatype ( Boolean 
for assuring that aggregations are done on the same version value , a “ True ” indicates that the datatype has the same 
of the original data table . It should be mentioned that some value in both aggregate tables 130 , 240 ) , match_aggr_value 
of the columns ( e.g. date_time_created , databasename , ( Boolean value , a “ True ” indicates that the aggregation 
tablename , etc. ) are used for the management and / or track- 30 values are the same in both aggregate tables 130 , 240 ) . 
ing of comparison and the repetition of comparison ( e.g. The next column all_match is a Boolean value . A “ True ” 
running multiple times the pipeline in the target system 200 indicates that all the portions have the same values in both 
and comparing again and again to yield a trend of migration aggregate tables 130 , 240. Since this is the case in the 
accuracy improvement ) . These management columns have present example , the value in this column is always “ True " 
the capability of tracking output validation over time ( “ re- 35 except for the column “ age ” which does not exist in the 
curring validation " ) . This refers to the ability to manage database of the target system 200 and for the column " id " 
multiple running of the pipeline 210 of the target system 200 which is in the legacy system 100 an integer value and in the 
and evaluate how the migration improves over time with target system 200 a string value , hence a type mismatch . The 
respect to more accurate outputs from the target system . It is subsequent column count_not_match is a numerical value 
noted that the content of management columns is not part of 40 which indicates how many properties do not match for that 
the core “ comparison ” and these columns are typically not specific column . In the first seven rows , the value is “ O ” 
obtained by aggregation . The seventh column databasename which indicates that everything matches in these rows . As 
indicates the name of the original database . In the present one can see , in the penultimate row , the aggregation value 
example , all datasets come from a database called “ demo ” . does not match due to a type mismatch and in the last row , 
The eighth column of the aggregate data table indicates 45 the join_hit value is “ False ” since " age ” only exists in one 
tablename which is the name of the original data table . In the database which leads to a count_not_match value of “ 1 ” in 
example , all data is taken from a table called “ demo_ the last two rows . 
mock_data " . The aggregate data table 130 shown in the It should be mentioned that there are some ignored fields 
example could have two additional columns which are not which do not appear in the data differentiating table 280 : 
shown in this figure . A column_filePath indicates the path in 50 date_time_created ( a field which may optionally be used to 
the target system 200 / legacy system 100 for that dataset and check that the right versions of tables are being compared ) , 
a column_importedAt indicates the time when an ingest took col_seq ( the column sequence is being ignored by default ) 
place for an aggregate table . While this aggregate table 130 and file_count ( due to the ingestion and migration process , 
shows an aggregate table for the legacy system 100 , a these values will almost always be different between the 
similar aggregated table 240 is defined for aggregate tables 55 legacy system 100 and the target system 200 and are 
that are made from target system output data 220 . therefore ignored ) . 
FIG . 3b illustrates an example of a data differentiating FIG . 3c shows a schema differentiating table 270 having 

table 280 having 16 columns ( that are presented in three four columns . The first column columname indicates the 
parts ) which has the following schema . The first five col- name of each column in the original data table . The second 
umns are columns relating to an aggregate data table 130 of 60 column left_missing is a binary field in which a 1 indicates 
the legacy system 100. ( In addition to the table shown in that this column is missing in the legacy system output data 
FIG . 3a , it contains column " age ” with 110 but not in the target system output data 220. In the 
aggregation_value ( i.e. average value ) of 42.67 years . ) It example shown , all columns can be found in the legacy 
contains the columns left_columnname ( value of the col- system output data 110 and the target system output data 
umnname field in the legacy system , aggregate table 130 ) , 65 220 , which is indicated by the “ O ” in all rows . The third 
left_datatype ( value of the datatype field in the legacy column right_missing is again a binary field , in which a “ 1 ” 
system aggregate table 130 ) , left_aggr_value ( value of the indicates that this column is missing in the target system 
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output data 220 but not in the legacy system output data 110 . The computer system 600 further includes a read only 
The zero in all rows except the last one ( “ age ” ) indicates that memory ( ROM ) 608 or other static storage device coupled 
all columns except the column “ age " can be found in the to bus 602 for storing static information and instructions for 
target system output data 220. The fourth column type_mis- processor 604. A storage device 610 , such as a magnetic 
match is a binary field in which “ 1 ” indicates that this 5 disk , optical disk , or USB thumb drive ( Flash drive ) , etc. , is 
column ( “ id ” ) has been found in both the original datasets provided and coupled to bus 602 for storing information and but there is a type mismatch . In the legacy system 100 , " id " instructions . is an integer value , while it is a string in the target system The computer system 600 may be coupled via bus 602 to 
200 . a display 612 , such as a cathode ray tube ( CRT ) or LCD FIG . 3d shows a data differentiating summary table 300. 10 display ( or touch screen ) , for displaying information to a The first column indicates the validation criteria and indi 
cates to which of the two validation stages the score applies computer user . An input device 614 , including alphanumeric 
to . The first line refers to schema_comparison , while the and other keys , is coupled to bus 602 for communicating 

information and command selections to processor 604 . second line refers to data_comparison . The percentage value of the schema_comparison is 56.25 % and the percentage 15 Another type of user input device is cursor control 616 , such 
value of the data_comparison is 97.5 % . as mouse , a trackball , or cursor directions keys for commu 
Hardware Implementation nicating direction information and command selections to 

The techniques described herein are implemented by one processor 604 and for controlling cursor movement on 
or more special - purpose computing devices . The special- display 612. This input device typically has two degrees of 
purpose computing devices may be hard - wired to perform 20 freedom in two axes , a first axis ( e.g. , x ) and a second axis 
the techniques , or may include circuitry or digital electronic ( e.g. , y ) , that allows the device to specify positions in a 
devices such as one or more application - specific integrated plane . In some embodiments , a same direction information 
circuits ( ASIC s ) or field - programmable gate arrays ( FP- and command selections as cursor control may be imple 
GAs ) that are persistently programmed to perform the mented via receiving touches on a touch screen without a 
techniques , or may include one or more hardware processors 25 cursor . 
programmed to perform the techniques pursuant to program The computer system 600 may include a user interface 
instructions in firmware , memory , other storage , or a com- module to implement a GUI that may be stored in a mass 
bination thereof . Such special - purpose computing devices storage device as executable software codes that are 
may also combine custom hard - wired logic , ASICs , or executed by the computing device ( s ) . This and other mod 
FPGAs with custom programming to accomplish the tech- 30 ules may include , by way of example , components , such as 
niques . The special - purpose computing devices may be software components , object - oriented software components , 
desktop computer systems , server computer systems , por- class components and task components , processes , func 
table computer systems , handheld devices , networking tions , attributes , procedures , subro segments of pro 
devices or any other device or combination of devices that gram code , drivers , firmware , microcode , circuitry , data , 
incorporate hard - wired and / or program logic to implement 35 databases , data structures , tables , arrays , and variables . 
the techniques . In general , the word “ module ” as used herein , refers to 

Computing device ( s ) are generally controlled and coor- logic embodied in hardware or firmware , or to a collection 
dinated by operating system software , such as iOS , Android , of software instructions , possibly having entry and exit 
Chrome OS , Windows XP , Windows Vista , Windows 7 , points , written in a programming language , such as , for 
Windows 8 , Windows Server , Windows CE , Unix , Linux , 40 example , Java , C or C ++ . A software module may be 
Sunos , Solaris , iOS , Blackberry OS , VxWorks , or other compiled and linked into an executable program , installed in 
compatible operating system . In other embodiments , the a dynamic link library , or may be written in an interpreted 
computing device may be controlled by a proprietary oper- programming language such as , for example , BASIC , Perl , 
ating system . Conventional operating systems control and or Python . It will be appreciated that software modules may 
schedule computer processes for execution , perform 45 be callable from other modules or from themselves , and / or 
memory management , provide file system , networking , I / O may be invoked in response to detected events or interrupts . 
services , and provide a user interface functionality , such as Software modules configured for execution on computing 
a graphical user interface ( “ GUI ” ) , among other things . devices may be provided on a computer readable medium , 
FIG . 4 is a block diagram that illustrates a computer such as a compact disc , digital video disc , flash drive , 

system 600 upon which any of the embodiments described 50 magnetic disc , or any other tangible medium , or as a digital 
herein may be implemented . The computer system 600 download ( and may be originally stored in a compressed or 
includes a bus 602 or other communication mechanism for installable format that requires installation , decompression 
communicating information , one or more hardware proces- or decryption prior to execution ) . Such software code may 
sors 604 coupled with bus 602 for processing information . be stored , partially or fully , on a memory device of the 
Hardware processor ( s ) 604 may be , for example , one or 55 executing computing device , for execution by the computing 
more general purpose microprocessors . device . Software instructions may be embedded in firmware , 

The computer system 600 also includes a main memory such as an EPROM . 
606 , such as a random access memory ( RAM ) , cache and / or It will be further appreciated that hardware modules may 
other dynamic storage devices , coupled to bus 602 for be comprised of connected logic units , such as gates and 
storing information and instructions to be executed by 60 flip - flops , and / or may be comprised of programmable units , 
processor 604. Main memory 606 also may be used for such as programmable gate arrays or processors . The mod 
storing temporary variables or other intermediate informa- ules or computing device functionality described herein are 
tion during execution of instructions to be executed by preferably implemented as software modules , but may be 
processor 604. Such instructions , when stored in storage represented in hardware or firmware . Generally , the modules 
media accessible to processor 604 , render computer system 65 described herein refer to logical modules that may be 
600 into a special - purpose machine that is customized to combined with other modules or divided into sub - modules 
perform the operation specified in the instructions . despite their physical organization or storage . 
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The computer system 600 may implement the techniques WAN component to communicated with a WAN ) . Wireless 
described herein using customized hard - wired logic , one or links may also be implemented . In any such implementation , 
more ASIC or FPGAs , firmware and / or program logic which communication interface 618 sends and receives electrical , 
in combination with the computer system causes or pro- electromagnetic or optical signal that carry digital data 
grams computer system 600 to be a special - purpose 5 streams representing various types of information . 
machine . According to one embodiment , the techniques A network link typically provides data communication herein are performed by computer system 600 in response to through one or more networks to other data devices . For processor ( s ) 604 executing one or more sequences of one or example , a network link may provide a connection through more instructions contained in main memory 606. Such local network to a host computer or to data equipment instructions may be read into main memory 606 from 10 operated by an Internet Service Provider ( ISP ) . The ISP in another storage medium , such as storage device 610. Execu turn provides data communication services through the tion of the sequences of instructions contained in main 
memory 606 causes processor ( s ) 604 to perform the process world wide packet data communication network now com 
steps described herein . In alternative embodiments , hard monly referred to as the “ Internet ” . Local network and 
wired circuitry may be used in place of or in combination 15 Internet both use electrical , electromagnetic or optical sig 
with software instructions . nals that carry digital data streams . The signals through the 

The term “ non - transitory media ” and similar terms , as various networks and the signals on network link and 
used herein refers to any media that store data and / or through communication interface 618 , which carry the digi 
instructions that cause a machine to operate in specific tal data to and from computer system 600 , are example 
fashion . Such non - transitory media may comprise non- 20 forms of transmission media . 
volatile media and / or volatile media . Non - volatile media The computer system 600 can send messages and receive 
includes , for example , optical or magnetic disks , such as data , including program code , through the network ( s ) , net 
storage device 610. Volatile media includes dynamic work link and communication interface 618. In the Internet 
memory , such as main memory 606. Common forms of example , a server might transmit a requested code for an 
non - transitory media include , for example , a floppy disk , a 25 application program through the Internet , the ISP , the local 
flexible disk , hard disk , solid state drive , magnetic tape , or network and the communication interface 618. The received 
any other magnetic data storage medium , a CD - ROM , any code may be executed by processor 604 as it is received , other optical storage medium , any physical medium with and / or stored in storage device 610 , or other non - volatile patterns of holes , a RAM , a PROM , and EPROM , a FLASH storage for later execution . EPROM , NVRAM , any other memory chip or cartridge , and 30 Each of the processes , methods , and algorithms described networked versions of a same . in the preceding sections may be embodied in , and fully or Non - transitory media is distinct from but may be used in 
conjunction with transmission media . Transmission media partially automated by , code modules executed by one or 

more computer systems or computer processors comprising participates in transferring information between non - transi tory media . For example , transmission media includes 35 computer hardware . The processes and algorithms may be 
coaxial cables , copper wire and fiber optics , including the implemented partially or wholly in application - specific cir 
wires that comprise bus 602. Transmission media can also cuitry . 
take the form of acoustic or light waves , such as those The various features and processes described above may 
generated during radio - wave and infra - red data communi- be used independently of one another , or may be combine in 
cations . various ways . All possible combination and sub - combina 

Various forms of media may be involves in carrying one tions are intended to fall within the scope of this disclosure . 
or more sequences of one or more instructions to processor In addition , certain method or process blocks may be omit 
604 for execution . For example , the instructions can initially ted in some implementations . The methods and processes 
be carried on a magnetic disk or solid state drive of a remote described herein are also not limited to any particular 
computer . The remote computer may load the instructions 45 sequence , and the blocks or states relating thereto can be 
into its dynamic memory and send the instructions over a performed in other sequences that are appropriate . For 
telephone line using a modem . A modem local to computer example , described blocks or states may be performed in an 
system 600 can receive the data on the telephone line and order other than that specifically disclosed , or multiple 
use an infra - red transmitter to convert the data to an infra - red blocks or states may be combined in a single block or state . 
signal . An infra - red detector can receive the data carried in 50 The example blocks or states may be performed in serial , in 
the infra - red signal and appropriate circuitry can place the parallel , or in some other manner . Blocks or states may be 
data on bus 602. Bus 602 carries the data to main memory added to or removed from the disclosed example embodi 
606 , from which processor 604 retrieves and executes the ments . The example systems and components described 
instructions . The instructions received by main memory 606 herein may be configured differently than described . For 
may optionally be stored on storage device 610 either before 55 example , elements may be added to removed from , or 
or after execution by processor 604 . rearranged compared to the disclosed example embodi 
The computer system 600 also includes a communication ments . 

interface 618 coupled to bus 602. Communication interface Conditional language , such as , among others , “ can ” , 
618 provides a two - way data communication coupling to “ could ” , “ might ” , or “ may ” unless specifically stated other 
one or more network links that are connected to one or more 60 wise , or otherwise understood within the context as used , is 
local networks . For example , communication interface 618 generally intended to convey that certain embodiments 
may be an integrated services digital network ( ISDN ) card , include , while other embodiments do not include , certain 
cable modem , satellite modem , or a modem to provide a data features , elements and / or steps . Thus , such conditional lan 
communication connection to a corresponding type of tele- guage is not generally intended to imply that features , 
phone line . As another example , communication interface 65 elements and / or steps are in a way required for one or more 
618 may be a local area network ( LAN ) card to provide a embodiments or that one or more embodiments necessarily 
data communication connection to a compatible LAN ( or include logic for deciding , with or without user input or 
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prompting , whether these features , elements and / or steps are data analytics systems or data analysis systems that process 
included or are to be performed in any particular embodi- raw data through data pipelines . 
ment . 3. The method of claim 1 , wherein the first data process 
Any process descriptions , elements , or blocks in the flow ing system is a legacy data processing system and the second 

diagrams described herein and / or depicted in the attached 5 data processing system is a target data processing system 
figures should be understood as potentially representing that is intended to replace the first data processing system . 
modules , segments , or portions of code which include one or 4. The method of claim 1 , wherein the first aggregated 
more executable instructions for implementing specific logi- data table is transferred to the second data processing system 
cal functions or steps in the process . Alternate implementa- where the data comparison and subsequent steps are per 
tions are included within the scope of the embodiments 10 formed . 
described herein in which elements or functions may be 5. The method of claim 1 , wherein the first aggregated 
deleted , executed out of order from that shown or discussed , data table and the second aggregated data table are trans 
including substantially concurrently or in reverse order , ferred to a third system where the data comparison and 
depending on the functionality involved , as would be under- subsequent steps are performed . 
stood by those skilled in the art . 6. The method of claim 1 , wherein the aggregating the 

It should be emphasized that many variations and modi- first data table and the aggregating the second data table are 
fication may be made to the above - describe embodiments , performed column - wise or row - wise to obtain one data 
the elements of which are to be understood as being among element per column or row , respectively . 
other acceptable examples . All such modifications and varia- 7. The method of claim 1 , wherein the schema comparison 
tions are intended to be included herein within the scope of 20 is based on a comparison of datatypes and / or names of one 
this disclosure . The foregoing description details certain or more columns of the first aggregated data table and the 
embodiments of the disclosure . It will be appreciated , how- second aggregated data table . 
ever , that no matter how detailed the foregoing appears in 8. The method of claim 1 , wherein the generating the 
text , the concept can be practiced in many ways . As is also summary comprises using weights to obtain a use case 
stated above , it should be noted that the use of particular 25 aware summary . 
terminology when describing certain features or aspects of 9. The method of claim 8 , wherein a user can determine 
the disclosure should not be taken to imply that the termi- how columns and / or rows are to be weighted . 
nology is being re - defined herein to be restricted to includ- 10. The method of claim 8 , wherein weights of columns 
ing any specific characteristics of the features or aspects of and / or rows are automatically determined based on user 
the disclosure with which that terminology is associated . 30 input in one or more dashboards . 
The scope of the protection should therefore be construed in 11. The method of claim 1 , wherein the aggregating at 
accordance with the appended claims and equivalents least a portion of the first data table and at least a portion of 
thereof . the second data table are performed by using at least one of 
What is claimed is : the functions : sum , average , median , minimum , maximum , 
1. A computer - implemented method for output validation 35 variance , kurtosis , or standard deviation for numeric values . 

of data processing systems , performed by one or more 12. The method of claim 1 , wherein the aggregating at 
processors , the method comprising : least a portion of the first data table and at least a portion of 

aggregating at least a portion of a first data table , which the second data table are performed by at least one of : 
is an output of a data pipeline of a first data processing calculating a hash value for concatenated string values , 
system , into a first aggregated data table ; 40 calculating hash values for numeric values , or using a 

aggregating at least a portion of a second data table , which histogram of characters in a string value . 
is an output of a data pipeline of a second data 13. The method of claim 1 , wherein a portion of the 
processing system , into a second aggregated data table ; columns of the first aggregated data table and a portion of 

performing a data comparison between the first aggre- the columns of the second aggregated data table are used for 
gated data table and the second aggregated data table to 45 tracking of the data validation . 
obtain a data differentiating table ; 14. A non - transitory computer - readable medium compris 

performing a schema comparison between the first aggre- ing computer executable instructions stored thereon which , 
gated data table and the second aggregated data table to when executed by one or more processors , cause the one or 
obtain a schema differentiating table , wherein the more processors to : 
schema differentiating table includes indications of : 50 aggregate at least a portion of a first data table , which is 
names of each column in the first aggregated data table , an output of a data pipeline of a first data processing 
any columns present in the first aggregated data table system , into a first aggregated data table ; 
but not in the second aggregated data table , and any aggregate at least a portion of a second data table , which 
columns with a type mismatch between the first and is an output of a data pipeline of a second data 
second aggregated data tables ; processing system , into a second aggregated data table ; 

generating a first output validation score based on the data perform a data comparison between the first aggregated 
differentiating table ; data table and the second aggregated data table to 

generating a second output validation score based on the obtain a data differentiating table ; 
schema differentiating table ; perform a schema comparison between the first aggre 

generating a summary comprising both the first and 60 gated data table and the second aggregated data table to 
second output validation scores ; and obtain a schema differentiating table , wherein the 

deriving a value from the summary that indicates a schema differentiating table includes indications of : 
similarity between the output of the data pipeline of the names of each column in the first aggregated data table , 
first data processing system and the output of the data any columns present in the first aggregated data table but 
pipeline of the second data processing system . not in the second aggregated data table , and 

2. The method of claim 1 , wherein the first and second any columns with a type mismatch between the first and 
data processing systems are database management systems , second aggregated data tables ; 
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generate a first output validation score based on the data any columns with a type mismatch between the first and 
differentiating table ; second aggregated data tables ; 

generate a second output validation score based on the generate a first output validation score based on the data 
schema differentiating table ; differentiating table ; 

generate a summary comprising both the first and second 5 generating a second output validation score based on the 
output validation scores ; and schema differentiating table ; 

derive a value from the summary that indicates a simi generating a summary comprising both the first and larity between the output of the data pipeline of the first second output validation scores ; and data processing system and the output of the data 
pipeline of the second data processing system . deriving a value from the summary that indicates a 

15. A system for output validation of data processing similarity between the output of the data pipeline of the 
systems , the system comprising one or more processors and first data processing system and the output of the data 
memory storing instructions that , when executed by the one pipeline of the second data processing system . 
or more processors , cause the system to : 16. The system of claim 15 , wherein the aggregating the 

aggregate at least a portion of a first data table , which is first data table and the aggregating the second data table are 
an output of a data pipeline of a first data processing performed column - wise or row - wise to obtain one data 

element per column or row , respectively . system , into a first aggregated data table ; 
aggregate at least a portion of a second data table , which 17. The system of claim 15 , wherein the schema com 

is an output of a data pipeline of a second data parison is based on a comparison of datatypes and / or names 
processing system , into a second aggregated data table ; 20 of one or more columns of the first aggregated data table and 

perform a data comparison between the first aggregated the second aggregated data table . 
data table and the second aggregated data table to 18. The system of claim 15 , wherein the generating the 
obtain a data differentiating table ; summary comprises using weights to obtain a use case 

perform a schema comparison between the first aggre aware summary . 
gated data table and the second aggregated data table to 19. The system of claim 18 , wherein a user can determine 

how columns and / or rows are to be weighted . obtain a schema differentiating table , wherein the 
schema differentiating table includes indications of : 20. The system of claim 18 , wherein weights of columns 

names of each column in the first aggregated data table , and / or rows are automatically determined based on user 
any columns present in the first aggregated data table but input in one or more dashboards . 

not in the second aggregated data table , and 
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