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57 ABSTRACT

A computer system obtains information describing a geo-
graphical area segmented into multiple first clusters serviced
by a telecommunications network. Multiple test locations
are identified within the first clusters. Each test location is
located within a grid of the geographical area. Each first
cluster is recursively segmented into multiple second clus-
ters until a difference between a number of test locations
within each second cluster and a target number of test
locations is less than a threshold number of test locations. A
route is generated connecting test locations within each
second cluster, using a routing application programming
interface for performing drive testing of the telecommuni-
cations network. The computer system sends the route to one
or more computer devices for performing the drive testing at
the test locations in a sequence corresponding to the route.

20 Claims, 14 Drawing Sheets
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LOCATION CLUSTERING AND ROUTING
FOR 5G DRIVE TESTING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Patent Appli-
cation No. 63/498,229, filed on Apr. 25, 2023, entitled
LOCATION CLUSTERING AND ROUTING FOR 5G
DRIVE TESTING, which is hereby incorporated by refer-
ence in its entirety.

BACKGROUND

Drive testing refers to the process of connecting to and
collecting information from a cellular network at different
geographical locations. The information collected describes
the interactions between the cellular network and mobile
devices, and can be used for network reconfiguration and
management. However, drive testing is a time- and resource-
intensive process. The time taken to perform drive testing
can be prohibitive for large geographical areas or when the
routes to be driven across a geographical area are complex.

BRIEF DESCRIPTION OF THE DRAWINGS

Detailed descriptions of implementations of the present
technology will be described and explained through the use
of the accompanying drawings.

FIG. 1 is a block diagram that illustrates an example
wireless communications system that can implement aspects
of the present technology.

FIG. 2 is a block diagram that illustrates an architecture
including 5G core network functions (NFs) that can imple-
ment aspects of the present technology.

FIG. 3 is a drawing that illustrates example drive test
grids.

FIG. 4 is a drawing that illustrates route generation for
example drive test grids.

FIG. 5 is a drawing that illustrates intermediate road
location insertion for example drive test grids.

FIG. 6 is a drawing that illustrates intermediate road
location insertion for example drive test grids.

FIG. 7 is a drawing that illustrates grid clustering for
example drive test grids.

FIG. 8 is a drawing that illustrates location clustering and
routing for drive testing.

FIG. 9 is a flowchart that illustrates an example process
for location clustering and routing for drive testing.

FIG. 10 is a flowchart that illustrates an example process
for location clustering and routing for drive testing.

FIG. 11 is a flowchart that illustrates an example process
for location clustering and routing for drive testing.

FIG. 12 is a flowchart that illustrates an example process
for location clustering and routing for drive testing.

FIG. 13 is a block diagram that illustrates an example ML
system that can implement aspects of the present technology.

FIG. 14 is a block diagram that illustrates an example of
a computer system in which at least some operations
described herein can be implemented.

FIG. 15 is a drawing that illustrates an example boundary
of a grid cluster.

The technologies described herein will become more
apparent to those skilled in the art from studying the
Detailed Description in conjunction with the drawings.
Embodiments or implementations describing aspects of the
invention are illustrated by way of example, and the same
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references can indicate similar elements. While the drawings
depict various implementations for the purpose of illustra-
tion, those skilled in the art will recognize that alternative
implementations can be employed without departing from
the principles of the present technologies. Accordingly,
while specific implementations are shown in the drawings,
the technology is amenable to various modifications.

DETAILED DESCRIPTION

Drive testing is used to measure and assess the coverage,
capacity, and Quality of Service (QoS) of a mobile radio
network across a geographical area. Drive testing generally
requires a vehicle outfitted with drive testing measurement
equipment. Typically, the technique consists of using a
vehicle containing mobile radio network air interface mea-
surement equipment that can detect and record various
physical and virtual parameters of mobile cellular service in
a given geographical area. The equipment typically includes
specialized electronic devices that interface to original
equipment manufacturer (OEM)_mobile handsets. The drive
testing measurement equipment provides measurements that
are comparable to actual user experiences.

Collecting information and measurements that describe
interactions between the mobile radio network, for example,
a cellular network, and mobile devices across the geographi-
cal area is important for wireless providers to determine how
users experience the network across the geographical area.
The information and measurements enable the wireless
providers to improve overage and service by network
enhancements. However, drive testing using existing solu-
tions is a time- and resource-intensive process. The time
taken to perform drive testing can be prohibitive for large
geographical areas or when the routes to be driven across a
geographical area are complex. Moreover, conventional
methods for drive testing can be fuel-inefficient and can lead
to excessive greenhouse gas emissions by the vehicles used
to perform the drive testing. There is thus a need for
improved methods for drive routing and testing to accom-
modate complex scenarios and efficiently gather measure-
ments for analytics, network planning, and performance
management.

This document discloses methods, systems, and appara-
tuses for location clustering and routing for drive testing to
address the challenges posed by large geographical areas
and complex drive routes. The disclosed technology applies
machine learning techniques to cluster test locations for
more efficient drive testing. In some implementations, a
computer system performs recursive clustering of groups of
locations to avoid generating routes between disparately
located areas. The computer system can insert intermediate
locations within drive test grids to meet routing constraints.
Moreover, the disclosed technology applies machine learn-
ing techniques to identify grids for which a route segment
cannot be generated, and remove such grids from consider-
ation to reduce the processing time for clustering grids
together as well as generating a route for drive testing.

The implementations described herein can be applied to
5G drive testing as well as to other network and communi-
cation technologies and standards, such as 3G, 4G, 6G, 7G,
or 8G. To prepare a geographical area, such as a county, a
state, a set of states, or a country for drive testing, the
geographical area is segmented into grids. A grid can be a
square, a rectangle, or another type of polygon or closed
shape.

To group grids for efficient drive testing of a telecommu-
nications network, the disclosed system obtains data
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describing the geographical area serviced by the telecom-
munications network. The data is obtained from a govern-
mental body or organization, such as the Federal Commu-
nications Commission (FCC), a mobile network operator,
another commercial entity, etc. The computer system iden-
tifies multiple grids having test locations within the geo-
graphical area. The grids are equally sized or substantially
equally sized portions of the geographical area. Each test
location is located within a grid and is used for testing
network performance of the telecommunications network.
The multiple grids are grouped into multiple clusters, such
that each cluster includes more than one grid. The grouping
is performed such that a size of each cluster lies within a
specified range of sizes. After the grouping, the computer
system sends information describing the multiple clusters
and test locations within each cluster to one or more com-
puter devices for performing drive testing in a more efficient
manner compared to traditional methods.

To cluster test locations more efficiently in a shorter time
period, in some implementations, a computer system obtains
data describing a geographical area, which is segmented into
multiple first clusters. The first clusters can describe market
boundaries or portions of the geographical area classified
according to network performance. Multiple test locations
are located within the multiple first clusters, such that each
test location is located within a grid of the geographical area.
The computer system recursively segments each first cluster
of the multiple first clusters into smaller second clusters until
a number of test locations within each second cluster sub-
stantially equals a target number of test locations. The
recursive clustering is performed in less time when com-
pared to conventional methods. Information describing the
test locations located within each second cluster is used for
drive testing of the telecommunications network at the test
locations.

To generate a route for vehicles to navigate for drive
testing, the computer system obtains information describing
multiple grids across which a telecommunications network
is deployed. The grids include test locations that are to be
included on the route. A road location within a threshold
distance from each test location is determined. The computer
system uses machine learning to identify and group an
unrouteable subset of grids based on drivable road data. For
example, the unrouteable subset of grids includes grids
lacking a drivable road, grids where a road location is
located on a private road, or grids where the road location is
blocked. The unrouteable subset is removed to provide a
routable subset of grids, such that computation resources are
not expended on unrouteable road locations. The routable
subset includes the remaining road locations. The computer
system generates a route connecting the remaining road
locations for performing the drive testing in an efficient
manner.

In some implementations, the computer system generates
a route for drive testing that meets routing constraints for
multiple grids across which a telecommunications network
is deployed. A first road location within a first grid and a
second road location within a second grid are identified
based on drivable road data. The disclosed system identifies
a set of zones of the first grid as well as a zone that a line
from the first road location to the second road location will
pass through. Based on the zone, if the computer system
determines that a route segment between the road locations
would violate a routing constraint, an intermediate road
location is inserted such that the routing constraint is met. A
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route is generated and sent to one or more other computer
devices for drive testing at the road locations in a sequence
corresponding to the route.

The benefits and advantages of the implementations
described herein include a reduction in the number of miles
driven and a corresponding reduction in greenhouse gas
emissions for drive testing of cellular networks. Especially,
wasteful back-and-forth routes between disparately located
areas are prevented. The systems disclosed herein meet drive
routing constraints while completing drive testing of grid
clusters in a specified time period. The generated grid
clusters provide more uniform network coverage of geo-
graphically dispersed population centroids and are generated
more efficiently using machine learning-based recursive
grouping when compared to conventional methods. In addi-
tion, by using machine learning techniques, such as k-means
clustering, constrained k-means clustering, and/or recursive
clustering, the disclosed implementations obviate the need
for feature extraction, which can be a resource intensive
process. Similarly, by using machine learning techniques,
such as convolutional neural networks (CNNs), which use
shared weights in convolutional layers, the disclosed imple-
mentations enable reduction of memory footprint and
improvement in clustering and routing performance.

The description and associated drawings are illustrative
examples and are not to be construed as limiting. This
disclosure provides certain details for a thorough under-
standing and enabling description of these examples. One
skilled in the relevant technology will understand, however,
that the invention can be practiced without many of these
details. Likewise, one skilled in the relevant technology will
understand that the invention can include well-known struc-
tures or features that are not shown or described in detail, to
avoid unnecessarily obscuring the descriptions of examples.

Wireless Communications System

FIG. 1 is a block diagram that illustrates a wireless
telecommunication network 100 (“network 100”) in which
aspects of the disclosed technology are incorporated. The
network 100 includes base stations 102-1 through 102-4
(also referred to individually as “base station 102 or
collectively as “base stations 102”). A base station is a type
of network access node (NAN) that can also be referred to
as a cell site, a base transceiver station, or a radio base
station. The network 100 can include any combination of
NANS including an access point, radio transceiver, gNodeB
(gNB), NodeB, eNodeB (eNB), Home NodeB or Home
eNodeB, or the like. In addition to being a wireless wide area
network (WWAN) base station, a NAN can be a wireless
local area network (WLAN) access point, such as an Insti-
tute of Electrical and Electronics Engineers (IEEE) 802.11
access point.

The NANs of a network 100 formed by the network 100
also include wireless devices 104-1 through 104-7 (referred
to individually as “wireless device 104” or collectively as
“wireless devices 104”) and a core network 106. The wire-
less devices 104-1 through 104-7 can correspond to or
include network 100 entities capable of communication
using various connectivity standards. For example, a 5G
communication channel can use millimeter wave (mmW)
access frequencies of 28 GHz or more. In some implemen-
tations, the wireless device 104 can operatively couple to a
base station 102 over a long-term evolution/long-term evo-
Iution-advanced (LTE/LTE-A) communication channel,
which is referred to as a 4G communication channel.

The core network 106 provides, manages, and controls
security services, user authentication, access authorization,
tracking, Internet Protocol (IP) connectivity, and other



US 11,838,826 Bl

5

access, routing, or mobility functions. The base stations 102
interface with the core network 106 through a first set of
backhaul links (e.g., S1 interfaces) and can perform radio
configuration and scheduling for communication with the
wireless devices 104 or can operate under the control of a
base station controller (not shown). In some examples, the
base stations 102 can communicate with each other, either
directly or indirectly (e.g., through the core network 106),
over a second set of backhaul links 110-1 through 110-3
(e.g., X1 interfaces), which can be wired or wireless com-
munication links.

The base stations 102 can wirelessly communicate with
the wireless devices 104 via one or more base station
antennas. The cell sites can provide communication cover-
age for geographic coverage areas 112-1 through 112-4 (also
referred to individually as “coverage area 112” or collec-
tively as “coverage areas 112”). The geographic coverage
area 112 for a base station 102 can be divided into sectors
making up only a portion of the coverage area (not shown).
The network 100 can include base stations of different types
(e.g., macro and/or small cell base stations). In some imple-
mentations, there can be overlapping geographic coverage
areas 112 for different service environments (e.g., Internet-
of-Things (IoT), mobile broadband (MBB), vehicle-to-ev-
erything (V2X), machine-to-machine (M2M), machine-to-
everything (M2X), ultra-reliable low-latency
communication (URLLC), machine-type communication
(MTCQ), etc.).

The network 100 can include a 5G network 100 and/or an
LTE/LTE-A or other network. In an LTE/LTE-A network,
the term eNB is used to describe the base stations 102, and
in 5G new radio (NR) networks, the term gNBs is used to
describe the base stations 102 that can include mmW
communications. The network 100 can thus form a hetero-
geneous network 100 in which different types of base
stations provide coverage for various geographic regions.
For example, each base station 102 can provide communi-
cation coverage for a macro cell, a small cell, and/or other
types of cells. As used herein, the term “cell” can relate to
a base station, a carrier or component carrier associated with
the base station, or a coverage area (e.g., sector) of a carrier
or base station, depending on context.

A macro cell generally covers a relatively large geo-
graphic area (e.g., several kilometers in radius) and can
allow access by wireless devices that have service subscrip-
tions with a wireless network 100 service provider. As
indicated earlier, a small cell is a lower-powered base
station, as compared to a macro cell, and can operate in the
same or different (e.g., licensed, unlicensed) frequency
bands as macro cells. Examples of small cells include pico
cells, femto cells, and micro cells. In general, a pico cell can
cover a relatively smaller geographic area and can allow
unrestricted access by wireless devices that have service
subscriptions with the network 100 provider. A femto cell
covers a relatively smaller geographic area (e.g., a home)
and can provide restricted access by wireless devices having
an association with the femto unit (e.g., wireless devices in
a closed subscriber group (CSG), wireless devices for users
in the home). A base station can support one or multiple
(e.g., two, three, four, and the like) cells (e.g., component
carriers). All fixed transceivers noted herein that can provide
access to the network 100 are NANs, including small cells.

The communication networks that accommodate various
disclosed examples can be packet-based networks that oper-
ate according to a layered protocol stack. In the user plane,
communications at the bearer or Packet Data Convergence
Protocol (PDCP) layer can be IP-based. A Radio Link
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Control (RLC) layer then performs packet segmentation and
reassembly to communicate over logical channels. A
Medium Access Control (MAC) layer can perform priority
handling and multiplexing of logical channels into transport
channels. The MAC layer can also use Hybrid ARQ
(HARQ) to provide retransmission at the MAC layer, to
improve link efficiency. In the control plane, the Radio
Resource Control (RRC) protocol layer provides establish-
ment, configuration, and maintenance of an RRC connection
between a wireless device 104 and the base stations 102 or
core network 106 supporting radio bearers for the user plane
data. At the Physical (PHY) layer, the transport channels are
mapped to physical channels.

Wireless devices can be integrated with or embedded in
other devices. As illustrated, the wireless devices 104 are
distributed throughout the wireless telecommunications net-
work 100, where each wireless device 104 can be stationary
or mobile. For example, wireless devices can include hand-
held mobile devices 104-1 and 104-2 (e.g., smartphones,
portable hotspots, tablets, etc.); laptops 104-3; wearables
104-4; drones 104-5; vehicles with wireless connectivity
104-6; head-mounted displays with wireless augmented
reality/virtual reality (AR/VR) connectivity 104-7; portable
gaming consoles; wireless routers, gateways, modems, and
other fixed-wireless access devices; wirelessly connected
sensors that provides data to a remote server over a network;
loT devices such as wirelessly connected smart home appli-
ances, etc.

A wireless device (e.g., wireless devices 104-1, 104-2,
104-3, 104-4, 104-5, 104-6, and 104-7) can be referred to as
a user equipment (UE), a customer premise equipment
(CPE), a mobile station, a subscriber station, a mobile unit,
a subscriber unit, a wireless unit, a remote unit, a handheld
mobile device, a remote device, a mobile subscriber station,
terminal equipment, an access terminal, a mobile terminal,
a wireless terminal, a remote terminal, a handset, a mobile
client, a client, or the like.

A wireless device can communicate with various types of
base stations and network 100 equipment at the edge of a
network 100 including macro eNBs/gNBs, small cell eNBs/
gNBs, relay base stations, and the like. A wireless device can
also communicate with other wireless devices either within
or outside the same coverage area of a base station via
device-to-device (D2D) communications.

The communication links 114-1 through 114-9 (also
referred to individually as “communication link 114” or
collectively as “communication links 114”) shown in net-
work 100 include uplink (UL) transmissions from a wireless
device 104 to a base station 102, and/or downlink (DL)
transmissions from a base station 102 to a wireless device
104. The downlink transmissions can also be called forward
link transmissions while the uplink transmissions can also be
called reverse link transmissions. Each communication link
114 includes one or more carriers, where each carrier can be
a signal composed of multiple sub-carriers (e.g., waveform
signals of different frequencies) modulated according to the
various radio technologies. Each modulated signal can be
sent on a different sub-carrier and carry control information
(e.g., reference signals, control channels), overhead infor-
mation, user data, etc. The communication links 114 can
transmit bidirectional communications using frequency divi-
sion duplex (FDD) (e.g., using paired spectrum resources) or
time division duplex (TDD) operation (e.g., using unpaired
spectrum resources). In some implementations, the commu-
nication links 114 include LTE and/or mmW communication
links.
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In some implementations of the network 100, the base
stations 102 and/or the wireless devices 104 include multiple
antennas for employing antenna diversity schemes to
improve communication quality and reliability between base
stations 102 and wireless devices 104. Additionally or
alternatively, the base stations 102 and/or the wireless
devices 104 can employ multiple-input, multiple-output
(MIMO) techniques that can take advantage of multi-path
environments to transmit multiple spatial layers carrying the
same or different coded data.

In some examples, the network 100 implements 6G
technologies including increased densification or diversifi-
cation of network nodes. The network 100 can enable
terrestrial and non-terrestrial transmissions. In this context,
a Non-Terrestrial Network (NTN) is enabled by one or more
satellites such as satellites 116-1 and 116-2 to deliver
services anywhere and anytime and provide coverage in
areas that are unreachable by any conventional Terrestrial
Network (TN). A 6G implementation of the network 100 can
support terahertz (THz) communications. This can support
wireless applications that demand ultrahigh quality of ser-
vice requirements and multi-terabits per second data trans-
mission in the 6G and beyond era, such as terabit-per-second
backhaul systems, ultrahigh-definition content streaming
among mobile devices, AR/VR, and wireless high-band-
width secure communications. In another example of 6G,
the network 100 can implement a converged Radio Access
Network (RAN) and Core architecture to achieve Control
and User Plane Separation (CUPS) and achieve extremely
low User Plane latency. In yet another example of 6G, the
network 100 can implement a converged Wi-Fi and Core
architecture to increase and improve indoor coverage.

5G Core Network Functions

FIG. 2 is a block diagram that illustrates an architecture
200 including 5G core network functions (NFs) that can
implement aspects of the present technology. A wireless
device 202 can access the 5G network through a NAN (e.g.,
gNB) of a RAN 204. The NFs include an Authentication
Server Function (AUSF) 206, a Unified Data Management
(UDM) 208, an Access and Mobility management Function
(AMF) 210, a Policy Control Function (PCF) 212, a Session
Management Function (SMF) 214, a User Plane Function
(UPF) 216, and a Charging Function (CHF) 218.

The interfaces N1 through N15 define communications
and/or protocols between each NF as described in relevant
standards. The UPF 216 is part of the user plane and the
AMF 210, SMF 214, PCF 212, AUSF 206, and UDM 208
are part of the control plane. One or more UPFs can connect
with one or more data networks (DNs) 220. The UPF 216
can be deployed separately from control plane functions.
The NFs of the control plane are modularized such that they
can be scaled independently. As shown, each NF service
exposes its functionality in a Service Based Architecture
(SBA) through a Service Based Interface (SBI) 221 that uses
HTTP/2. The SBA can include a Network Exposure Func-
tion (NEF) 222, a NF Repository Function (NRF) 224 a
Network Slice Selection Function (NSSF) 226, and other
functions such as a Service Communication Proxy (SCP).

The SBA can provide a complete service mesh with
service discovery, load balancing, encryption, authentica-
tion, and authorization for interservice communications. The
SBA employs a centralized discovery framework that lever-
ages the NRF 224, which maintains a record of available NF
instances and supported services. The NRF 224 allows other
NF instances to subscribe and be notified of registrations
from NF instances of a given type. The NRF 224 supports
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service discovery by receipt of discovery requests from NF
instances and, in response, details which NF instances
support specific services.

The NSSF 226 enables network slicing, which is a capa-
bility of 5G to bring a high degree of deployment flexibility
and efficient resource utilization when deploying diverse
network services and applications. A logical end-to-end
(E2E) network slice has pre-determined capabilities, traffic
characteristics, service-level agreements, and includes the
virtualized resources required to service the needs of a
Mobile Virtual Network Operator (MVNO) or group of
subscribers, including a dedicated UPF, SMF, and PCF. The
wireless device 202 is associated with one or more network
slices, which all use the same AMF. A Single Network Slice
Selection Assistance Information (S-NSSAI) function oper-
ates to identify a network slice. Slice selection is triggered
by the AMF, which receives a wireless device registration
request. In response, the AMF retrieves permitted network
slices from the UDM 208 and then requests an appropriate
network slice of the NSSF 226.

The UDM 208 introduces a User Data Convergence
(UDC) that separates a User Data Repository (UDR) for
storing and managing subscriber information. As such, the
UDM 208 can employ the UDC under 3GPP TS 22.101 to
support a layered architecture that separates user data from
application logic. The UDM 208 can include a stateful
message store to hold information in local memory or can be
stateless and store information externally in a database of the
UDR. The stored data can include profile data for subscrib-
ers and/or other data that can be used for authentication
purposes. Given the large number of wireless devices that
can connect to a 5G network, the UDM 208 can contain
voluminous amounts of data that is accessed for authenti-
cation. Thus, the UDM 208 is analogous to a Home Sub-
scriber Server (HSS), to provide authentication credentials
while being employed by the AMF 210 and SMF 214 to
retrieve subscriber data and context.

The PCF 212 can connect with one or more application
functions (AFs) 228. The PCF 212 supports a unified policy
framework within the 5G infrastructure for governing net-
work behavior. The PCF 212 accesses the subscription
information required to make policy decisions from the
UDM 208, and then provides the appropriate policy rules to
the control plane functions so that they can enforce them.
The SCP (not shown) provides a highly distributed multi-
access edge compute cloud environment and a single point
of entry for a cluster of network functions, once they have
been successfully discovered by the NRF 224. This allows
the SCP to become the delegated discovery point in a
datacenter, offloading the NRF 224 from distributed service
meshes that make-up a network operator’s infrastructure.
Together with the NRF 224, the SCP forms the hierarchical
5G service mesh.

The AMF 210 receives requests and handles connection
and mobility management while forwarding session man-
agement requirements over the N11 interface to the SMF
214. The AMF 210 determines that the SMF 214 is best
suited to handle the connection request by querying the NRF
224. That interface, and the N11 interface between the AMF
210 and the SMF 214 assigned by the NRF 224, use the SBI
221. During session establishment or modification, the SMF
214 also interacts with the PCF 212 over the N7 interface
and the subscriber profile information stored within the
UDM 208. Employing the SBI 221, the PCF 212 provides
the foundation of the policy framework which, along with
the more typical QoS and charging rules, includes Network
Slice selection, which is regulated by the NSSF 226.
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Location Clustering and Routing for Drive Testing

FIG. 3 is a drawing that illustrates example grids for drive
testing of a telecommunications network. The telecommu-
nications network is the same as or similar to network 100,
illustrated and described in more detail with reference to
FIG. 1. One or more drive testers test radio network signals
or radio frequency (RF) signals, typically wireless or cellular
signals, by operating vehicles in geographical area 300 to
determine network speeds and/or collect data on voice calls
using mobile devices. The mobile devices are the same as or
similar to the wireless devices 104-1 through 104-7, illus-
trated and described in more detail with reference to FIG. 1.

To generate a route within geographical area 300 for the
drive testers to perform the drive testing, a computer system
obtains information describing geographical area 300 from
a computer server. The computer system and computer
server are implemented using the example computer system
1400 illustrated and described in more detail with reference
to FIG. 14. The computer system is operated by a mobile
network operator, a wireless carrier, a handset manufacturer,
or a third party that specializes in drive testing. The com-
puter server is operated by a mobile network operator, a
wireless carrier, a handset manufacturer, a third party that
specializes in drive testing, or a government entity (e.g.,
Federal Communications Commission (FCC)).

Geographical area 300 can be serviced by the telecom-
munications network. The information obtained can include
desired performance metrics for the telecommunications
network within geographical area 300. The network perfor-
mance metrics measured can include latency, jitter, packet
loss, throughput, network speed, bandwidth, network avail-
ability, packet duplication, packet reordering, user quality of
experience, VolP quality, network congestion, round-trip
time (RTT), network utilization, error rate, or transfer con-
trol protocol (TCP) retransmission rate.

Geographical area 300 is segmented into multiple grids
(e.g., grids 304, 316) across which the telecommunications
network is deployed. The grids (sometimes referred to as
“polygons™) can be equally dimensioned or substantially
equally dimensioned. For example, a side of grid 304 can be
500 meters (m) long or can range in length from 490-510 m.
In some implementations, the grids are circular, oval or
irregularly shaped.

The information obtained from the computer server
includes geographic coordinates (e.g., global positioning
system (GPS) coordinates) of test locations 312, 320 for
performing the drive testing of the telecommunications
network. The multiple grids within geographical area 300
include multiple test locations for performing the drive
testing. Each test location (e.g., test location 312) is located
within a grid (e.g., grid 304). For example, each test location
is located at a population centroid of a grid. The population
centroid (sometimes referred to as a “mean center”) of a grid
is a location on which a rigid, weightless map of the grid
would balance perfectly, if the people living within the grid
are represented as points of equal mass. Mathematically, the
centroid is the location to which the population has the
smallest possible sum of squared distances. In other
examples, a test location is located at a spot known to have
weaker network coverage compared to other areas. A test
location can also be located in areas where regular events
take place and where people would access the telecommu-
nications network.

The computer system determines multiple road locations
(e.g., road location 308) corresponding to the test locations
based on drivable road data for the grids. A drivable road
area and an example drivable road 820 are illustrated and
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described in more detail with reference to FIG. 8. Each road
location (e.g., road location 308) is located on a road or
street within a threshold distance from a test location (e.g.,
test location 312). The threshold distance can be 100 m, 50
m, 25 m, etc. A test location can be located off a road, within
a building, on a private road, etc. Therefore, the drive testing
is performed at a road location proximate to the test location.
In some implementations, the drive testing is performed at
a closest possible location on a drivable road (road location)
to each test location.

FIG. 4 is a drawing that illustrates route generation for
drive test grids 404, 408 within geographical area 400 across
which a telecommunications network is deployed. As illus-
trated and described in more detail with reference to FIG. 3,
grids 404, 408 include a test location each (not shown in
FIG. 4) for drive testing of the telecommunications network.
Example test locations 312, 320 are illustrated and described
in more detail with reference to FIG. 3. To generate a route
for the drive testing, a computer system obtains drivable
road data for multiple grids of geographical area 400 (in-
cluding grids 404, 408), for example, from one or more
street networks. A street network contains a set of intercon-
necting lines and points that represent a system of streets or
roads for a given area. The lines and points can be repre-
sented by edges and nodes of a graph. A street network
provides a foundation for network analysis, routing, deter-
mining unrouteable test locations, identifying road loca-
tions, etc. For example, a street network includes attributes
related to traffic flow, limitations on the volume of flow
allowed (such as the number of lanes in a road), measure-
ments of resistance to flow or to the speed of flow (such as
a speed limit or a forbidden turn direction at a street
intersection), or cost accumulated through individual travel
along an edge or through a node. A drivable road area and
an example drivable road 820 are illustrated and described
in more detail with reference to FIG. 8. The computer
system is the same as or similar to computer system 1400
illustrated and described in more detail with reference to
FIG. 14.

Road locations 412, 416 corresponding to the two test
locations within grids 404, 408 are determined using the
drivable road data. Each road location is located within a
threshold distance from a test location. Example threshold
distances are listed in more detail with reference to FIG. 3.
A routing application programming interface (API), a route
planning API, or a route optimization API can be used to
identify a road location within a threshold distance to a test
location, or to identify a closest road location to the test
location. For example, a routing API receives coordinates of
a test location and returns the closest road location. The
routing API or route optimization API can use machine
learning, for example, as illustrated and described in more
detail with reference to FIG. 13, to determine road locations
412, 416 and generate route segment 420.

The computer system identifies and filters out problematic
or unrouteable grids, test locations, and road locations that
could lead to failure in route generation. For example, in
response to determining that a particular road location (not
shown by FIG. 4) is located on a private road based on the
drivable road data, the particular road location is removed
from the set of road locations to provide a set of remaining
road locations. The particular road location is removed
because a drive tester would not be able to access the private
road for performing the drive testing. An example unroute-
able subset 724 of grids is illustrated and described in more
detail with reference to FIG. 7. Only the remaining road
locations are used for route generation for drive testing.
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In some implementations, in response to determining that
a particular road location is blocked (e.g., by traffic, con-
struction, an event, or a natural disaster), the particular road
location is removed from the set of road locations. If the
computer system determines an absence of a drivable road
within a particular grid, the particular grid is removed from
the set of grids prior to route generation. A drivable route
(e.g., including route segment 420) connecting the remain-
ing road locations is generated, using a routing API, for
performing the drive testing. The computer system transmits
the route to one or more computer devices for performing
the drive testing at the remaining road locations in a
sequence corresponding to the route. The one or more
computer devices are operated by a mobile network opera-
tor, a cellular carrier, a drive test provider, etc.

Drive testing at the multiple road locations on a route in
a sequence or in an orderly fashion is one of several routing
constraints provided by the FCC. The FCC requires that
drive testing not be performed in random or ad hoc order. To
facilitate the drive testing in a sequence, the implementa-
tions disclosed herein generate a specific order of grids
while reducing the drive time and distance driven. An output
of the route generation (conveyed to the one or more
computer devices) is an ordered list of road locations that are
sent in a work order to the drive tester teams. A drive tester
performs the drive testing of a cluster of road locations based
on the order provided in the work order, e.g., road locations
for grid #1, grid #2, grid #3, and so forth, and not in any
other order. If a drive tester cannot perform drive testing at
a particular road location in the field, the drive tester is
required to provide a “SKIP” reason and test the other road
locations in the same order.

The one or more computer devices are operated by a
mobile network operator, a drive test provider, or a cellular
carrier. The one or more computer devices can be mobile
devices implemented using components of the computer
system 1400 illustrated and described in more detail with
reference to FIG. 14. In some implementations, the one or
more computer devices are part of a computer server used to
administer the drive testing. Performing the drive testing can
include performing a network speed test at each of the road
locations 412, 416. The network speed test is a web-based
service that provides an analysis of Internet access perfor-
mance metrics, such as connection data rate or latency.
Performing the drive testing, according to some FCC con-
straints, can include determining network speeds of the
telecommunications network from a vehicle at the road
locations while the vehicle is moving. That is, the vehicle
must be moving within a grid while performing a network
speed test. The vehicle can be an autonomous vehicle or
operated by a drive tester.

Performing the drive testing according to the routes
generated by the methods described herein reduces green-
house gas emissions by reducing a number of miles driven
by the test vehicles compared to conventional methods or
drive testing in an ad hoc manner across the multiple grids.
The number of miles driven by test vehicles are reduced
because the implementations described herein identify and
omit unrouteable grids/locations and generate routes spe-
cifically to reduce the length of each route. Moreover, route
generation is performed such that driving along a route is
completable within a specified time period. The time period
is specified by a mobile network operator designing the
drive test. The drive testing must typically be completable
within a specified time period because of the need to
conserve limited drive resources (e.g., vehicles and drive
testers). The route must typically also be completable with-
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out traveling an excessive distance. Further, route generation
for drive testing should be efficient, dynamic, and compat-
ible with drive routing software with respect to output file
formatting.

FIG. 5 is a drawing that illustrates intermediate road
location insertion for example drive test grids. The grids
504, 508 shown by FIG. 5 are similar to or the same as grids
304, 316 illustrated and described in more detail with
reference to FIG. 3. To generate a route for grids 504, 508,
a computer system obtains information describing multiple
grids located in geographical area 500 across which a
telecommunications network is deployed. The information
can include performance metrics for the telecommunications
network within geographical area 500. The computer system
and computer server are the same as or similar to the
computer systems and computer servers described in more
detail with reference to FIGS. 3, 4. Each grid 504, 508
includes a test location (not shown by FIG. 5) for performing
drive testing of the telecommunications network.

The computer system determines a road location (e.g.,
road locations 512, 516) within each grid 504, 508 based on
drivable road data. A drivable road area and an example
drivable road 820 are illustrated and described in more detail
with reference to FIG. 8. Each road location is located
proximate to a corresponding test location. For example,
road location 512 is located within 100 m, 50 m, or 25 m of
a corresponding test location. In response to determining
that route segment 520 passing through road location 512
located within grid 504 would violate a routing constraint,
an intermediate road location 524 is inserted within grid 504
to meet the routing constraint. For example, an FCC con-
straint instructs that a route from a road location within a
grid must not pass through a side (e.g., side 536) of the grid
that is closest to the road location. After insertion of inter-
mediate road location 524, the route generated includes
route segments 532, 528 to drive from road location 512 to
road location 524 to road location 526. The drivable route
includes the intermediate road location 524. In some imple-
mentations, the computer system determines an amount of
time needed to complete traveling along the route (e.g.,
including segments 532, 528) and a length of the route. The
time needed and length can be determined using route
planning software, enabling the computer system to deter-
mine available directions through driving. For example, a
routing API or route planning software generates a route to
avoid traffic between road locations 512, 524, 516.

FIG. 6 is a drawing that illustrates intermediate road
location insertion for example drive test grids located within
geographical area 600. As described in more detail with
reference to FIGS. 3-5, a computer system obtains informa-
tion describing multiple grids across which a telecommuni-
cations network is deployed as well as drivable road data for
the multiple grids. A drivable road area and an example
drivable road 820 are illustrated and described in more detail
with reference to FIG. 8. Based on the drivable road data, the
computer system determines a first road location 632 within
a first grid 604 of the multiple grids and a second road
location 644 within a second grid 608 of the multiple grids
for performing drive testing of the telecommunications
network.

The computer system determines that route segment 624
(from the first road location 632 to the second road location
644) for performing the drive testing would pass through
side 640 of the first grid 604 that is located within a threshold
distance from the first road location 632. The threshold
distance can be 250 m, 100 m, 75 m, etc. An FCC constraint
(described in more detail with reference to FIG. 5) would
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thus be violated. In some implementations, to determine that
route segment 624 would violate the FCC constraint, the
computer system determines a set of projections 616a-d of
the first road location 632 on sides (including side 640) of
the first grid 604. Coordinates of corners 612a-d of the first
grid 604 are extracted. The computer system determines
bearings from the first road location 632 to projections
616a-d and the coordinates. The bearings provide directions
given as the primary compass direction (north or south),
degree of angle, and east or west designations. A bearing
describes a line as heading north or south, and deflected
some number of degrees toward the east or west.

To determine that route segment 624 would violate the
FCC constraint, the computer system determines a set of
zones 636a, 6365, 636¢, . . ., 636/ of the first grid 604. The
set of zones 636a, 6365, 636c¢, . . ., 636/ is identified based
on the bearings to provide a determination that route seg-
ment 624 will pass through side 640 of the first grid 604 that
is located within the threshold distance from the first road
location 632. To determine that route segment 624 will pass
through side 640, the computer system determines a second
bearing from the first road location 632 to the second road
location 644. Based on comparing the second bearing to the
set of zones 636a, 6365, 636c, . . ., 636/, a particular zone
(e.g., zone 6364 as shown by FIG. 6) is identified that line
620 from the first road location 632 to the second road
location 644 will pass through.

An intermediate road location 628 within the first grid 604
is inserted to meet the constraint. Side 640 of the first grid
604 is spaced further than the threshold distance from the
intermediate road location 628. In some implementations,
inserting the intermediate road location 628 is performed
prior to generating the route. A route is generated including
multiple road locations and passing through the first road
location 632, the intermediate road location 628, and the
second road location 644 in order. The multiple road loca-
tions include the first road location 632, the intermediate
road location 628, and the second road location 644. In other
implementations, a preliminary route is generated to deter-
mine potential violation of routing constraints. Intermediate
road location is performed after the potential violations are
identified, and a final route is generated for drive testing.

FIG. 7 is a drawing that illustrates grid clustering for
example drive test grids. The example drive test grids lie
within boundary 704 of geographical area 700. Prior to route
generation for drive testing of geographical area 700, mul-
tiple grids and multiple test locations are generated by
segmenting geographical area 700. Example grids 304, 316
and example test locations 312, 320 are illustrated and
described in more detail with reference to FIG. 3. A com-
puter system groups the multiple grids into multiple clusters.
The computer system is the same as or similar to the
computer systems described in more detail with reference to
FIGS. 3-6. Example clusters 716, 720, 732 of grids are
shown by FIG. 7. The grouped circles represent road loca-
tions in geographical area 700. In some implementations, the
test locations within each cluster range in number from 100
to 300. In some implementations, the test locations within
each cluster are about 200 because drive testing for about
200 road locations can be performed by a drive tester in a
day.

In some implementations, the clustering is performed
using machine learning. Machine learning is illustrated and
described in more detail with reference to FIG. 13. For
example, the machine learning performed by the computer
system uses a k-means algorithm. K-means clustering is a
method of vector quantization that partitions N grids into K
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clusters in which each grid belongs to the cluster having the
nearest mean, serving as a prototype of the cluster. The value
of K can be 500, 1000, 10,000, etc. In some examples,
constrained k-means clustering is used. In constrained
k-means clustering, the computer system specifies a mini-
mum and/or maximum size for each cluster. For example,
the minimum size can be 180, 185, 190, etc. the maximum
size can be 205, 210, 215, etc. The constrained k-means
implementation modifies the cluster assignment by formu-
lating it as a Minimum Cost Flow (MCF) linear network
optimization problem. The clusters generated can range in
number, K, from 10,000 to 20,000. Grouping or clustering
the N grids can also be performed using unsupervised
learning. Unsupervised learning learns patterns from
untagged data and unlabeled datasets. The computer system
builds a concise representation of the grids and then gener-
ates content such as clusters from the representation.

The clustering is performed prior to route generation to
prevent a route segment being generated between disparate
portions of geographical area 700. For example, if there is an
interstate highway between a road location on the northern
end of geographical area 700 and a road location on the
eastern end of geographical area 700, the routing API could
generate a route repeatedly going back and forth from north
to east, thus increasing the number of miles driven and the
greenhouse gases generated. Generation of clusters 716,
720, 732 with an instruction to the routing API to route
within each cluster of grids prior to routing another cluster
provides that geographically proximate grids are routed
together, thus reducing the number of miles driven, fuel
consumption, and greenhouse gas generation compared to
traditional methods. For example, generated route segment
712 within the overall route goes from cluster 732 to cluster
720.

In some implementations, a size of each cluster is greater
than a first threshold size and less than a second threshold
size. A first threshold size is 190, 192, 194, etc. A second
threshold size can be 206, 208, or 210. For example, a brute
force programming approach (by progressively increasing
the first threshold size and decreasing the second threshold
size) is employed until an equilibrium is obtained to provide
the clusters. A target cluster size of 200 grids can be used.
Different threshold size pairs, e.g., (199,201), (198,202) are
input until error-free clustering is achieved. In some
examples, threshold size pairs such as (195,205) are used to
trade off execution time for achieving a cluster size as close
as possible to a target cluster size, e.g., 200.

Each cluster 716, 720, 732 includes grids that are geo-
graphically proximate to each other, such that the routing
API routes geographically proximate grids are routed
together, and that route segments between road locations are
shorter compared to traditional methods. For each cluster the
computer system can generate a boundary (e.g., boundaries
708, 728) for drive testing of the telecommunications net-
work within geographical area 700.

For each cluster 716, 720, 732 the computer system
generates a route segment connecting one or more road
locations within the one or more grids of the cluster to
provide multiple route segments. An example of such a route
segment 420 is illustrated and described in more detail with
reference to FIG. 4. A route connecting the multiple route
segments is generated for performing the drive testing.
Driving in accordance with the route prevents traveling
directly between remote road locations. For example, the
computer system generates the route connecting the multiple
route segments to prevent generating route segments directly
connecting remote road locations.



US 11,838,826 Bl

15

The computer system sends information describing the
route, clusters, test locations, and/or road locations within
each cluster to one or more computer devices. The infor-
mation can include geographic boundaries 704, 708. The
one or more computer devices are similar to the one or more
computer devices described in more detail with reference to
FIG. 4. The information is for performing drive testing to
determine network performance of the telecommunications
network at the road locations proximate to the test locations.
For example, the computer system and/or the one or more
computer devices determine whether the measured network
performance matches expected/desired performance met-
rics.

In some implementations, drive testing is performed to
determine network speeds of a second telecommunications
network operated by a second mobile network operator
across geographical area 700. In such a scenario, the tele-
communications network described with reference to FIGS.
3-6 is a first telecommunications network operated by a first
mobile network operator and the drive testing described with
reference to FIGS. 3-6 is performed to determine first
network performance. For each cluster 716, 720, the com-
puter system generates commands for a vehicle to drive
proximate to the test locations in accordance with the
commands and measure second network performance of the
second telecommunications network proximate to the test
locations. The vehicle can be an autonomous vehicle or a
vehicle operated by a drive tester. Driving proximate to the
test locations in accordance with the commands reduces a
number of miles driven by the vehicle for measuring the
second network performance compared to ad hoc driving
according to the multiple grids.

In some implementations, any of the machine learning
methods described herein can be used to identify, group, and
remove an unrouteable subset 724 of grids from consider-
ation based on the drivable road data. A drivable road area
and an example drivable road 820 are illustrated and
described in more detail with reference to FIG. 8. The
computer system removes unrouteable subset 724 to provide
a routable subset of the multiple grids. Machine learning is
used to group the routable subset of grids into multiple
clusters. Each cluster includes one or more grids of the
routable subset. To remove unrouteable subset 724, the
computer system clusters grids in the unrouteable subset
from the multiple grids based on the drivable road data using
machine learning. The unrouteable subset 724 can have a
grid lacking a drivable road, a road location located on a
private or otherwise inaccessible road, a test location located
on a boundary of a grid, or a road location blocked as
described in more detail with reference to FIG. 4.

When a test location is located on a boundary of a first
grid, a third-party routing AP if used, can sometimes cause
errors in routing. A workaround can be used to move the test
location off the boundary and into the first grid. The errors
in routing can be caused when the third-party routing API
identifies a road location corresponding to the test location.
For example, the road location may be identified on a street
in an adjacent second grid, leading to incorrect routing and
testing. To solve this issue, the embodiments disclosed
herein verify each test location against the grid that the test
location is supposed to be within and determine whether the
test location is on a grid boundary. If the test location is on
a grid boundary, the test location can be removed from
consideration or a new test location is identified within the
grid. A corresponding road location is also identified inside
the grid.
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To identify unrouteable grids, test locations, or road
locations (e.g., in unrouteable subset 724), the computer
system identifies at least one routable road location from the
initial set of multiple road locations. The routable road
location is sometimes referred to as an “anchor location.”
Multiple route segments from the routable road location are
generated to each other road location for determining
routability of each other road location. In response to
determining failure of generating a route segment from the
routable road location to another road location, the other
road location is removed from consideration to provide a set
of remaining road locations. The computer system can
determine a failure when generating a route segment, if a
grid lacks a drivable road, a road location is located on a
private road, a test location is identified to be on a boundary
of'a grid, or a road location is blocked. The computer system
generates a route connecting the routable road location and
the remaining road locations for performing the drive test-
ing.

In some implementations, the computer system obtains
information from a computer server describing multiple first
clusters. For example, geographical area 700 can be seg-
mented into multiple first clusters based on market bound-
aries, performance tier boundaries, service areas, etc. A first
cluster can include 15,000 grids, 10,000 grids, or 1000 grids.
In some examples, geospatial analysis of geographical area
700 is performed to identify test locations located within
geographical area 700. Geospatial analysis is the gathering,
display, and manipulation of imagery, GPS, satellite pho-
tography and historical data, described explicitly in terms of
geographic coordinates or implicitly, in terms of a street
address, postal code, or forest stand identifier as they are
applied to geographic models. Each test location is located
within a grid. The computer system can overlay boundaries
of the first clusters on the test location coordinates to
determine the grids located within each first cluster.

For more efficient route generation compared to tradi-
tional methods, the computer system recursively segments
each first cluster into multiple, smaller second clusters until
a difference between a number of grids located within each
second cluster and a target number of grids is less than a
threshold number of grids. The recursive segmentation pro-
cess calls itself with smaller input values (second clusters)
and returns the result for the current input (first clusters) by
carrying out basic operations on the returned value for the
smaller input. The recursive segmentation enables solutions
to smaller instances of the clustering problem. The target
number of grids can be 200, 210, 220, etc. The threshold
number of grids can be 30, 20, 10, etc. In some implemen-
tations, recursive segmentation of each first cluster into
multiple second clusters is performed until a difference
between a number of test locations within each second
cluster and a target number of test locations is less than a
threshold number of test locations. The target number of test
locations can be 200, 210, 220, etc. The threshold number of
test locations can be 30, 20, 10, etc.

The recursive segmenting of each first cluster can be
performed using a constrained k-means algorithm, unsuper-
vised learning, hierarchical clustering, or deep learning.
Hierarchical clustering, also known as hierarchical cluster
analysis, groups similar grids in a first cluster into second
clusters. For example, the grids can be grouped based on
geographical proximity or proximity of test locations, or
based on having a common road running through the grids.
The endpoint is a set of second clusters, where each second
cluster is distinct from each other second cluster, and the
grids within each second cluster are similar to each other.
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Deep-learning architectures such as deep neural networks,
deep belief networks, deep reinforcement learning, recurrent
neural networks, convolutional neural networks and trans-
formers can also be used for the recursive segmentation.
Deep learning refers to the use of multiple layers in the
machine learning network. For example, a machine learning
network with a nonpolynomial activation function with one
hidden layer of unbounded width can be used as a universal
classifier. In deep learning the layers are permitted to be
heterogeneous and to deviate from connectionist models, to
improve efficiency, trainability and understandability.

In some examples, recursively segmenting each first clus-
ter is performed using density-based spatial clustering of
applications with noise (sometimes referred to as
DBSCAN). Density-based spatial clustering of applications
with noise is a data clustering non-parametric algorithm.
Given a set of test locations or grid coordinates, DBSCAN
groups together locations that are closely packed (e.g., road
locations having many nearby neighbors) into a second
cluster, marking as outliers road locations that lie in low-
density regions (whose nearest neighbors are too far away).

The grids located within each second cluster are geo-
graphically proximate, enabling more efficient route genera-
tion and avoiding a route that would cause a vehicle to
repeatedly drive between disparate portions of geographical
area 700. The grids and test locations located within each
second cluster are identified. The computer system transmits
information describing the grids and test locations located
within each second cluster to one or more computer devices
for performing drive testing of the telecommunications
network at road locations proximate to the test locations.
Multiple vehicles can be used for performing the drive
testing, for example, one vehicle per second cluster. The
recursive segmenting of the first clusters reduces greenhouse
gas emissions by reducing a number of miles driven by the
multiple vehicles compared to ad hoc driving according to
the multiple first clusters.

FIG. 8 is a drawing that illustrates location clustering and
routing for drive testing. In particular, FIG. 8 shows example
output 800 from an automated routing tool that implements
methods and features disclosed herein. The automated rout-
ing tool generates routes for location clusters and drive
testing. In some implementations, the automated routing
tool is hosted on a virtual machine. The virtual machine is
a virtualization or emulation of a computer system, for
example, the computer system 1400 illustrated and
described in more detail with reference to FIG. 14. The
virtual machine provides functionality of a physical com-
puter and can communicate with specialized hardware,
software, or a combination.

FIG. 8 shows a graphical representation of drivable road
data for a geographical area as well as an example drivable
road 820. The drivable road data is used to determine
whether a feasible route exists and limit the search of
drivable route segments. Road 820 is a public street that
connects two or more road locations. Road 820 can be a
smaller small side street, have buildings on both sides, or run
perpendicular to other roads. Road 820 can be a wider city
street that has trees and vegetation on both sides of it, have
a median, or can be a narrower lane in a rural area. Road 820
can be a longer winding road that has its route shaped by its
environment, a street that follows the top of a slope, or a
street that has no throughway. Road 820 can lead to a dead
end or be a street that ends in a circle or loop.

Example output 800 shown by FIG. 8 is a plot that
illustrates route 804 generated when the automated routing
tool receives a list of grids (e.g., grid 816) and/or test
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locations as input. Road location 808 is an example road
location determined by the automated routing tool. Road
location 812 is an example additional intermediate road
location inserted by the automated routing tool, for example,
to meet FCC guidelines/constraints as illustrated and
described in more detail with reference to FIGS. 5-6.

FIG. 9 is a flowchart that illustrates an example process
for location clustering and routing for drive testing. In some
implementations, the process is performed by the automated
routing tool described in more detail with reference to FIG.
8. In some implementations, the process is performed by a
computer system, e.g., the example computer system 1400
illustrated and described in more detail with reference to
FIG. 14. Particular entities, for example, a computer server,
one or more computer devices, or a mobile device within a
vehicle perform some or all of the steps of the process in
other implementations. The computer server, the one or
more computer devices, and the mobile device can be
implemented by the example computer system 1400 illus-
trated and described in more detail with reference to FIG. 14.
Likewise, implementations can include different and/or
additional steps or can perform the steps in different orders.

In act 904, a computer device or a computer system
obtains information describing a geographical area across
which a telecommunications network is implemented or
operated by a mobile network operator. An example geo-
graphical area 700 having boundary 704 is illustrated and
described in more detail with reference to FIG. 7. Boundary
704 delineates a specific area for a drive tester to operate
within. For example, boundary 704 can be provided to a
specific drive test team for performing drive testing.

In act 908, the computer device generates, using geospa-
tial analysis of the geographical area, multiple grids and
multiple test locations within the geographical area. Geo-
spatial analysis is described in more detail with reference to
FIG. 7. Each grid can have substantially equal dimensions
compared to each other grid of the multiple grids. For
example, a side of grid 304 can be 500 m long or can range
in length from 490-510 m. In some implementations, an area
of each grid is in a range from 1,000 square meters (m?) to
5,000 m*. The multiple test locations can range in number
from 2 million to 4 million.

In act 912, the computer device groups, using k-means
clustering, the multiple grids into multiple clusters. K-means
clustering and other clustering methods are described in
more detail with reference to FIG. 7. Each cluster of the
multiple clusters has a substantially equal size compared to
each other cluster of the multiple clusters. For example, a
cluster can have 195, 200, 205 grids. In some examples, a
difference between a number (e.g., 195, 200, or 205) of grids
located within each cluster and a target number of grids (e.g.,
200) is less than a threshold number (e.g., 10, 15, or 20) of
grids. Each cluster includes grids that are geographically
proximate, for example, a spacing between grids is less than
a threshold distance. The threshold distance can be 1 mile,
2 miles, 10 miles, etc.

In act 916, the computer device transmits, to one or more
other computer devices, information describing the multiple
clusters and test locations within each cluster. For example,
the information includes a route. The information is for
determining whether the measured network performance of
the telecommunications network proximate to the test loca-
tions is within a threshold value of expected/desired perfor-
mance metrics. The threshold value can be 5 Mbps, 10
Mbps, 15 Mbps, etc. The threshold value can be 5 millisec-
onds (ms), 10 ms, 15 ms, etc. In some implementations, the
computer device generates commands or directions for a
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vehicle to drive proximate to the test locations within each
cluster in accordance with the information.

The vehicle uses a mobile device to measure network
performance of the telecommunications network proximate
to the test locations. Driving proximate to the test locations
in accordance with the information reduces greenhouse gas
emissions by the vehicle compared to ad hoc driving accord-
ing to the multiple grids. The computer system can generate
commands for a vehicle or a drive tester to measure network
latencies, network upload bandwidths, or network download
bandwidths at the test locations. A network latency is a delay
in network communication, determining a time for data to
transfer across the telecommunications network. The net-
work upload bandwidth and network download bandwidth
refer to the capacity of the telecommunications network to
upload and download data. The bandwidths are the maxi-
mum volume of information that can be sent or received in
a measured amount of time, typically determined in mega-
bits per second (Mbps).

FIG. 10 is a flowchart that illustrates an example process
for location clustering and routing for drive testing. In some
implementations, the process is performed by the automated
routing tool described in more detail with reference to FIG.
8. In some implementations, the process is performed by a
computer system, e.g., the example computer system 1400
illustrated and described in more detail with reference to
FIG. 14. Particular entities, for example, a computer server,
one or more computer devices, or a mobile device within a
vehicle perform some or all of the steps of the process in
other implementations. The computer server, the one or
more computer devices, and the mobile device can be
implemented by the example computer system 1400 illus-
trated and described in more detail with reference to FIG. 14.
Likewise, implementations can include different and/or
additional steps or can perform the steps in different orders.

In act 1004, a computer device obtains, from a computer
server, information describing a geographical area seg-
mented into multiple first clusters serviced by a telecom-
munications network. An example geographical areca 700
segmented into example clusters 716, 720 is illustrated and
described in more detail with reference to FIG. 7. The
geographical area can be a county, a state, or a country.

In act 1008, the computer device generates, using geo-
spatial analysis of the geographical area, multiple grids and
multiple test locations within the geographical area. Geo-
spatial analysis is described in more detail with reference to
FIG. 7. Example grids 304, 316 and example test locations
312, 320 are illustrated and described in more detail with
reference to FIG. 3. The information described with refer-
ence to act 1004 can include a latitude and a longitude of
each test location. In some implementations, each grid of the
multiple grids has substantially equal dimensions compared
to each other grid of the multiple grids. For example, a side
of grid 304 can be 500 m long or can range in length from
490-510 m. Each test location of the multiple test locations
is located within a grid of the multiple grids. In some
implementations, each test location is located at a population
centroid of the grid.

In act 1012, the computer device overlays boundaries of
the multiple first clusters on the multiple grids to identify
which grids lie within each first cluster of the multiple first
clusters. The first clusters can describe county lines, market
boundaries, or portions of the geographical area classified
according to network performance tiers.

In act 1016, the computer device recursively segments
each first cluster into multiple second clusters until a dif-
ference between a number of grids located within each
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second cluster and a target number of grids is less than a
threshold number of grids. Example target numbers and
threshold numbers are described in more detail with refer-
ence to FIG. 7. In some implementations, k-means cluster-
ing or constrained k-means clustering is used. K-means
clustering and other machine learning methods that can be
used to perform the clustering are described in more detail
with reference to FIGS. 7 and 13.

In act 1020, the computer device identifies the grids and
the test locations located within each second cluster. Each
second cluster can have a substantially equal size compared
to each other second cluster. For example, a second cluster
can have 195, 200, or 205 grids. Parameters such as the
target number of grids and the threshold number of grids can
be dynamically modified during the clustering process to
improve efficiency, route lengths, other metrics, or a com-
bination thereof.

In act 1024, the computer device transmits, to one or more
other computer devices, information describing the grids
and the test locations located within each second cluster. The
information is for performing drive testing to determine
network performance of the telecommunications network
proximate to the test locations. In some implementations, the
computer device generates a boundary of each second
cluster for performing the drive testing. The transmitted
information includes coordinates corresponding to the
boundaries. Example cluster boundaries 708, 728 are illus-
trated and described in more detail with reference to FIG. 7.
Multiple vehicles can be used for performing the drive
testing. Recursively segmenting each first cluster balances a
number of miles driven across the multiple vehicles. For
example, instead of a first vehicle driving 40 miles per day
and another driving 800 miles, using the embodiments
disclosed herein the first vehicle would drive 380 miles and
the second vehicle would drive 420 miles.

Recursively segmenting each first cluster also reduces
greenhouse gas emissions by reducing a number of miles
driven by the multiple vehicles compared to conventional
methods or driving in an ad hoc manner according to the
multiple grids. In some implementations, a graphical repre-
sentation of the multiple second clusters is generated or
displayed on an electronic display of at least one of the one
or more computer devices. The graphical representation is
similar to the output shown by FIG. 8. Display device 1418,
illustrated and described in more detail with reference to
FIG. 14, can be used for display.

FIG. 11 is a flowchart that illustrates an example process
for location clustering and routing for drive testing. In some
implementations, the process is performed by the automated
routing tool described in more detail with reference to FIG.
8. In some implementations, the process is performed by a
computer system, e.g., the example computer system 1400
illustrated and described in more detail with reference to
FIG. 14. Particular entities, for example, a computer server,
one or more computer devices, or a mobile device within a
vehicle perform some or all of the steps of the process in
other implementations. The computer server, the one or
more computer devices, and the mobile device can be
implemented by the example computer system 1400 illus-
trated and described in more detail with reference to FIG. 14.
Likewise, implementations can include different and/or
additional steps or can perform the steps in different orders.

In act 1104, a computer device obtains, from a computer
server, information describing multiple grids across which a
telecommunications network is deployed. The multiple grids
include multiple test locations for drive testing of the
telecommunications network. Example grids 304, 316 and
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example test locations 312, 320 are illustrated and described
in more detail with reference to FIG. 3.

For each of the multiple test locations, in act 1108, the
computer device determines a road location within a thresh-
old distance from the test location. Each road location is
located on a road or street within a threshold distance from
a test location. A test location can be located off a road,
within a building, on a private road, etc. In some implemen-
tations, the drive testing is performed at a closest possible
location on a drivable road (road location) to each test
location. An example road location 308 is illustrated and
described in more detail with reference to FIG. 3.

In act 1112, the computer device identifies and clusters,
using machine learning, an unrouteable subset of the mul-
tiple grids based on drivable road data. To perform the
clustering, unrouteable grids are identified as those grids
lacking a drivable road, grids where road locations are
located on private roads, grids where test locations are
located on a grid boundary, or grids where road locations are
blocked. The identification and clustering process can use
any of the machine learning methods described herein. In
some implementations, the machine learning uses k-means
clustering or unsupervised learning. An example unroute-
able subset 724 of grids is illustrated and described in more
detail with reference to FIG. 7.

In act 1116, the computer device removes the unrouteable
subset from the multiple grids to provide a routable subset
of the multiple grids. Each grid in the routable subset can be
part of the eventual route used for drive testing. The routable
subset includes remaining road locations. In some imple-
mentations, to determine road locations from test locations,
the road network within each grid is filtered and a closest
road point to each test location is identified. The road
locations are used for route generation to ensure that a
vehicle performing drive testing remains on a publicly
accessible street. The road locations are also used to estimate
the length of the route and the time required to complete the
route.

In act 1120, the computer device determines that a route
segment passing through a remaining road location would
violate a routing constraint. For example, route segment 520
passing through road location 512 located within grid 504
would violate an FCC routing constraint, as illustrated and
described in more detail with reference to FIG. 5. The
violation would occur because an FCC constraint on routing
for drive test instructs that a route from a road location
within a grid must not pass through a side (e.g., side 536) of
the grid that is closest to the road location.

In act 1124, the computer device inserts an intermediate
road location proximate to the remaining road location. A
route segment passing through the intermediate road loca-
tion meets the routing constraint. For example, intermediate
road location 524 is inserted within grid 504 to meet the
routing constraint, as illustrated and described in more detail
with reference to FIG. 5. Another FCC constraint specifies
a minimum distance for a vehicle performing the drive
testing to travel within each grid on a route prior to traveling
to a next grid. Hence, the routing methods described herein
meet this other constraint by determining the time spent
driving within each grid on a route.

In act 1128, the computer device generates a route con-
necting the remaining road locations for performing the
drive testing, wherein the route includes the route segment
passing through the intermediate road location. For example,
as described in more detail with reference to FIG. 5, after
insertion of intermediate road location 524, the route gen-
erated includes route segments 532, 528 to drive from road
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location 512 to road location 524 to road location 526. The
drivable route includes the intermediate road location 524. A
routing API or route planning software generates the route to
avoid traffic between road locations 512, 524, 516. In some
implementations, preliminary routing is performed to deter-
mine potential routing constraint violations, and intermedi-
ate road locations are inserted to meet routing constraints. In
other implementations, inserting an intermediate road loca-
tion is performed prior to generating the route. The computer
device can also determine an amount of time needed to
complete traveling along the route and a length of the route,
for example, in order to balance routes and miles driven per
vehicle.

The computer device transmits, to one or more computer
devices, the route for performing the drive testing at the
remaining road locations in a sequence corresponding to the
route. Drive testing at the multiple road locations on a route
in a sequence or in an orderly fashion is one of several
routing constraints provided by the FCC. The FCC requires
that drive testing not be performed in random or ad hoc
order. To facilitate the drive testing in a sequence, the
implementations disclosed herein generate a specific order
of grids while reducing the drive time and distance driven.
An output of the route generation (conveyed to the one or
more computer devices) is an ordered list of road locations
that are sent in a work order to the drive tester teams. A drive
tester performs the drive testing of a cluster of road locations
based on the order provided in the work order, e.g., road
locations for grid #1, grid #2, grid #3, and so forth, and not
in any other order. If a drive tester cannot perform drive
testing at a particular road location in the field, the drive
tester is required to provide a “SKIP” reason and test the
other road locations in the same order.

FIG. 12 is a flowchart that illustrates an example process
for location clustering and routing for drive testing. In some
implementations, the process is performed by the automated
routing tool described in more detail with reference to FIG.
8. In some implementations, the process is performed by a
computer system, e.g., the example computer system 1400
illustrated and described in more detail with reference to
FIG. 14. Particular entities, for example, a computer server,
one or more computer devices, or a mobile device within a
vehicle perform some or all of the steps of the process in
other implementations. The computer server, the one or
more computer devices, and the mobile device can be
implemented by the example computer system 1400 illus-
trated and described in more detail with reference to FIG. 14.
Likewise, implementations can include different and/or
additional steps or can perform the steps in different orders.

In act 1204, a computer device obtains, from a computer
server, information describing multiple grids across which a
telecommunications network is deployed. Example grids
304, 316 are illustrated and described in more detail with
reference to FIG. 3. Drivable road data is accessed using an
API. For example, drivable road data can be accessed from
a geographic database, road data surveys, traces from aerial
imagery, other licensed geodata sources, or a combination
thereof.

In act 1208, the computer device determines a first road
location within a first grid and a second road location within
a second grid based on the drivable road data. The deter-
mination of the road locations is made for performing drive
testing of the telecommunications network. An example
road location 308 is illustrated and described in more detail
with reference to FIG. 3.

In act 1212, the computer device determines a set of
projections of the first road location on sides of the first grid.
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As illustrated and described in more detail with reference to
FIG. 6, example projections 616a-d of a first road location
632 are determined on sides (including side 640) of a first
grid 604. The computer device extracts coordinates of
corners of the first grid. Example corners 612a-d of grid 604
are illustrated and described in more detail with reference to
FIG. 6. The coordinates can be GPS coordinates and/or
expressed in terms of degrees, minutes, and seconds. The
computer system determines bearings from the first road
location to the projections and the coordinates.

In act 1216, the computer device determines a set of zones
of the first grid based on the bearings. Example zones 636a,
6365 are illustrated and described in more detail with
reference to FIG. 6. The computer device determines a
second bearing from the first road location to the second
road location. An example second road location 644 is
illustrated and described in more detail with reference to
FIG. 6. In some implementations, the bearings and the
second bearing are normalized to a scale of 0° to 360° for
comparing the second bearing to the set of zones. For
example, the bearings and second bearing are adjusted to the
notionally common scale of 0° to 360°. Based on comparing
the second bearing to the set of zones, a zone is identified
that a line from the first road location to the second road
location will pass through. For example, the example zone
identified in FIG. 6 is zone 6365 and the example line
between the first and second road locations is line 620.

In act 1220, the computer device determines that a route
segment between the first road location and the second road
location would pass through a side of the first grid that is
located within a threshold distance from the first road
location based on the determined zone from act 1216 and the
set of projections from act 1212. The threshold distance is
described in more detail with reference to FIG. 6. The
identified side of the first grid (that the line between the first
and second road locations passes through) corresponds to
the determined zone. For example, if the line between the
first and second road locations 632, 644 lies in zones 6364,
636/ illustrated in FIG. 6, projection 616a is selected.
However, if the line between the first and second road
locations 632, 644 lies in zones 6365, 636/c illustrated in
FIG. 6, projection 6165 is selected.

In the example of FIG. 6, the side of the first grid 604 that
is located within a threshold distance from the first road
location 632 is side 640. In some implementations, the
computer device determines that the side of the first grid is
located within a threshold distance from the first road
location by selecting a projection of the set of projections
based on the determined zone. For example, the computer
device determines that side 640 of grid 604 is located within
a threshold distance from the first road location 632 by
selecting projection 636¢ based on the determined zone. A
distance between the first road location 632 and the selected
projection 636¢ is determined. The distance is compared to
the threshold distance.

In act 1224, the computer device inserts an intermediate
road location within the first grid. An example intermediate
road location 628 is illustrated and described in more detail
with reference to FIG. 6. The side of the first grid is spaced
further than the threshold distance from the intermediate
road location. The threshold distance is typically in a range
from 200-300 m. In some implementations, the intermediate
road location is inserted at a furthest drivable road location
within the first grid from the first road location.

In act 1228, the computer device generates a route for
performing the drive testing. The route passes through the
first road location, the intermediate road location, and the
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second road location in order. The route is sent to one or
more other computer devices for performing the drive
testing at multiple road locations in a sequence correspond-
ing to the route. The multiple road locations include the first
road location, the intermediate road location, and the second
road location in order.

FIG. 13 is a block diagram that illustrates an example
machine learning (ML) system 1300 that can implement
aspects of the present technology. The ML system 1300 is
implemented using components of the example computer
system 1400 illustrated and described in more detail with
reference to FIG. 14. For example, the ML system 1300 can
be implemented on the processor 1402 using instructions
1408 programmed in the memory 1406 illustrated and
described in more detail with reference to FIG. 14. Likewise,
implementations of the ML system 1300 can include differ-
ent and/or additional components or be connected in differ-
ent ways. The ML system 1300 is sometimes referred to as
a ML module.

The ML system 1300 includes a feature extraction module
1308 implemented using components of the example com-
puter system 1400 illustrated and described in more detail
with reference to FIG. 14. In some implementations, the
feature extraction module 1308 extracts a feature vector
1312 from input data 1304. For example, the input data 1304
can be grid coordinates, test locations, or road locations. The
feature vector 1312 includes features 13124, 13125, . . .,
1312n. For example, the feature extraction module 1308
extracts a feature vector from road locations or grid coor-
dinates

The feature extraction module 1308 reduces the redun-
dancy in the input data 1304, e.g., repetitive data values, to
transform the input data 1304 into the reduced set of features
1312, e.g., features 1312a, 13125, . . ., 1312n. The feature
vector 1312 contains the relevant information from the input
data 1304, such that events or data value thresholds of
interest can be identified by the ML model 1316 by using
this reduced representation. In some example implementa-
tions, the following dimensionality reduction techniques are
used by the feature extraction module 1308: independent
component analysis, Isomap, kernel principal component
analysis (PCA), latent semantic analysis, partial least
squares, PCA, multifactor dimensionality reduction, nonlin-
ear dimensionality reduction, multilinear PCA, multilinear
subspace learning, semidefinite embedding, autoencoder,
and deep feature synthesis.

In alternate implementations, the ML, model 1316 per-
forms deep learning (also known as deep structured learning
or hierarchical learning) directly on the input data 1304 to
learn data representations, as opposed to using task-specific
algorithms. In deep learning, no explicit feature extraction is
performed; the features 1312 are implicitly extracted by the
ML system 1300. For example, the MLL model 1316 can use
a cascade of multiple layers of nonlinear processing units for
implicit feature extraction and transformation. Each succes-
sive layer uses the output from the previous layer as input.
The ML model 1316 can thus learn in supervised (e.g.,
classification) and/or unsupervised (e.g., pattern analysis)
modes. The ML model 1316 can learn multiple levels of
representations that correspond to different levels of abstrac-
tion, wherein the different levels form a hierarchy of con-
cepts. In this manner, the ML, model 1316 can be configured
to differentiate features of interest from background fea-
tures.

In alternative example implementations, the ML model
1316, e.g., in the form of a CNN generates the output 1324,
without the need for feature extraction, directly from the
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input data 1304. For example, the output 1324 is a set of grid
clusters. In another example, the output 1324 is a set of
unrouteable test locations or a generated route for drive
testing.

The output 1324 is provided to the computer device 1328
or the computer system described in more detail with
reference to FIGS. 3-8. The computer device 1328 is a
server, computer, tablet, smartphone, smart speaker, etc.,
implemented using components of the example computer
system 1400 illustrated and described in more detail with
reference to FIG. 14. In some implementations, the steps
performed by the ML system 1300 are stored in memory on
the computer device 1328 for execution. In other implemen-
tations, the output 1324 is displayed on the display device
1418 illustrated and described in more detail with reference
to FIG. 14.

The ML model 1316 can be a CNN that includes both
convolutional layers and max pooling layers. A CNN is a
type of feed-forward artificial neural network in which the
connectivity pattern between its neurons is inspired by the
organization of a visual cortex. Individual cortical neurons
respond to stimuli in a restricted area of space known as the
receptive field. The receptive fields of different neurons
partially overlap such that they tile the visual field. The
response of an individual neuron to stimuli within its recep-
tive field can be approximated mathematically by a convo-
Iution operation. CNNs are based on biological processes
and are variations of multilayer perceptrons designed to use
minimal amounts of preprocessing. The architecture of the
ML model 1316 can be “fully convolutional,” which means
that variable-sized test location data vectors can be fed into
it. For all convolutional layers, the ML. model 1316 can
specify a kernel size, a stride of the convolution, and an
amount of zero padding applied to the input of that layer. For
the pooling layers, the model 1316 can specify the kernel
size and stride of the pooling.

In some implementations, the ML system 1300 trains the
ML model 1316, based on the training data 1320, to corre-
late the feature vector 1312 to expected outputs in the
training data 1320. For example, the ML, model 1316 is
trained to group multiple grids into multiple clusters, as
described in more detail with reference to FIG. 9. As part of
the training of the ML model 1316, the ML system 1300
forms a training set of features and training labels by
identifying a positive training set of features that have been
determined to have a desired property in question, and, in
some implementations, forms a negative training set of
features that lack the property in question.

The ML system 1300 applies ML techniques to train the
ML model 1316, that when applied to the feature vector
1312, outputs indications of whether the feature vector 1312
has an associated desired property or properties, such as a
probability that the feature vector 1312 has a particular
Boolean property, or an estimated value of a scalar property.
The ML system 1300 can further apply dimensionality
reduction (e.g., via linear discriminant analysis (LDA),
PCA, or the like) to reduce the amount of data in the feature
vector 1312 to a smaller, more representative set of data.

The ML system 1300 can use supervised ML to train the
ML model 1316, with feature vectors of the positive training
set and the negative training set serving as the inputs. In
some implementations, different ML techniques, such as
linear support vector machine (linear SVM), boosting for
other algorithms (e.g., AdaBoost), logistic regression, naive
Bayes, memory-based learning, random forests, bagged
trees, decision trees, boosted trees, boosted stumps, neural
networks, CNNs, etc., are used. In some example imple-
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mentations, a validation set 1332 is formed of additional
features, other than those in the training data 1320, which
have already been determined to have or to lack the property
in question. The ML system 1300 applies the trained ML
model 1316 to the features of the validation set 1332 to
quantify the accuracy of the ML, model 1316. Common
metrics applied in accuracy measurement include: Precision
and Recall, where Precision refers to a number of results the
ML model 1316 correctly predicted out of the total it
predicted, and Recall is a number of results the ML model
1316 correctly predicted out of the total number of features
that had the desired property in question. In some imple-
mentations, the ML system 1300 iteratively re-trains the ML,
model 1316 until the occurrence of a stopping condition,
such as the accuracy measurement indication that the ML
model 1316 is sufficiently accurate, or a number of training
rounds having taken place. The validation set 1332 can
include example grid clusters or routes. This allows the
detected values to be validated using the validation set 1332.
The validation set 1332 can be generated based on analysis
to be performed.

Computer System

FIG. 14 is a block diagram that illustrates an example of
a computer system 1400 in which at least some operations
described herein can be implemented. As shown, the com-
puter system 1400 can include: one or more processors
1402, main memory 1406, non-volatile memory 1410, a
network interface device 1412, video display device 1418,
an input/output device 1420, a control device 1422 (e.g.,
keyboard and pointing device), a drive unit 1424 that
includes a storage medium 1426, and a signal generation
device 1430 that are communicatively connected to a bus
1416. The bus 1416 represents one or more physical buses
and/or point-to-point connections that are connected by
appropriate bridges, adapters, or controllers. Various com-
mon components (e.g., cache memory) are omitted from
FIG. 14 for brevity. Instead, the computer system 1400 is
intended to illustrate a hardware device on which compo-
nents illustrated or described relative to the examples of the
figures and any other components described in this specifi-
cation can be implemented.

The computer system 1400 can take any suitable physical
form. For example, the computing system 1400 can share a
similar architecture as that of a server computer, personal
computer (PC), tablet computer, mobile telephone, game
console, music player, wearable electronic device, network-
connected (“smart”) device (e.g., a television or home
assistant device), AR/VR systems (e.g., head-mounted dis-
play), or any electronic device capable of executing a set of
instructions that specify action(s) to be taken by the com-
puting system 1400. In some implementation, the computer
system 1400 can be an embedded computer system, a
system-on-chip (SOC), a single-board computer system
(SBC) or a distributed system such as a mesh of computer
systems or include one or more cloud components in one or
more networks. Where appropriate, one or more computer
systems 1400 can perform operations in real-time, near
real-time, or in batch mode.

The network interface device 1412 enables the computing
system 1400 to mediate data in a network 1414 with an
entity that is external to the computing system 1400 through
any communication protocol supported by the computing
system 1400 and the external entity. Examples of the net-
work interface device 1412 include a network adaptor card,
a wireless network interface card, a router, an access point,
a wireless router, a switch, a multilayer switch, a protocol
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converter, a gateway, a bridge, bridge router, a hub, a digital
media receiver, and/or a repeater, as well as all wireless
elements noted herein.

The memory (e.g., main memory 1406, non-volatile
memory 1410, machine-readable medium 1426) can be
local, remote, or distributed. Although shown as a single
medium, the machine-readable medium 1426 can include
multiple media (e.g., a centralized/distributed database and/
or associated caches and servers) that store one or more sets
of instructions 1428. The machine-readable (storage)
medium 1426 can include any medium that is capable of
storing, encoding, or carrying a set of instructions for
execution by the computing system 1400. The machine-
readable medium 1426 can be non-transitory or comprise a
non-transitory device. In this context, a non-transitory stor-
age medium can include a device that is tangible, meaning
that the device has a concrete physical form, although the
device can change its physical state. Thus, for example,
non-transitory refers to a device remaining tangible despite
this change in state.

Although implementations have been described in the
context of fully functioning computing devices, the various
examples are capable of being distributed as a program
product in a variety of forms. Examples of machine-readable
storage media, machine-readable media, or computer-read-
able media include recordable-type media such as volatile
and non-volatile memory devices 1410, removable flash
memory, hard disk drives, optical disks, and transmission-
type media such as digital and analog communication links.

In general, the routines executed to implement examples
herein can be implemented as part of an operating system or
a specific application, component, program, object, module,
or sequence of instructions (collectively referred to as “com-
puter programs”). The computer programs typically com-
prise one or more instructions (e.g., instructions 1404, 1408,
1428) set at various times in various memory and storage
devices in computing device(s). When read and executed by
the processor 1402, the instruction(s) cause the computing
system 1400 to perform operations to execute elements
involving the various aspects of the disclosure.

FIG. 15 is a drawing that illustrates an example boundary
1508 of a grid cluster 1500. Example grids 304, 316 and an
example road location 308 are illustrated and described in
more detail with reference to FIG. 3. Once grids and road
locations (e.g., road location 1504) have been grouped into
grid cluster 1500 using the methods described in more detail
with reference to FIG. 7, a computer system generates
boundary 1508 of grid cluster 1500 for performing drive
testing. The computer system is the same as or similar to the
computer system described in more detail with reference to
FIGS. 3-14. Polygons corresponding to the grids within each
cluster can be overlaid to provide the boundary. For
example, an overlay of the grid-polygons within cluster
1500 is performed to generate boundary 1508 around cluster
1500. In some implementations, the boundary generated is a
concave hull. A concave hull is a (usually) concave geom-
etry which contains the input road locations, and whose
vertices are a subset of the input road locations. In the
general case the concave hull is a Polygon. A convex hull
(e.g., having edge 1512) can also be generated.

Remarks

The terms “example”, “embodiment” and “implementa-
tion” are used interchangeably. For example, reference to
“one example” or “an example” in the disclosure can be, but
not necessarily are, references to the same implementation;
and, such references mean at least one of the implementa-
tions. The appearances of the phrase “in one example” are
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not necessarily all referring to the same example, nor are
separate or alternative examples mutually exclusive of other
examples. A feature, structure, or characteristic described in
connection with an example can be included in another
example of the disclosure. Moreover, various features are
described which can be exhibited by some examples and not
by others. Similarly, various requirements are described
which can be requirements for some examples but no other
examples.

The terminology used herein should be interpreted in its
broadest reasonable manner, even though it is being used in
conjunction with certain specific examples of the invention.
The terms used in the disclosure generally have their ordi-
nary meanings in the relevant technical art, within the
context of the disclosure, and in the specific context where
each term is used. A recital of alternative language or
synonyms does not exclude the use of other synonyms.
Special significance should not be placed upon whether or
not a term is elaborated or discussed herein. The use of
highlighting has no influence on the scope and meaning of
a term. Further, it will be appreciated that the same thing can
be said in more than one way.

Unless the context clearly requires otherwise, throughout
the description and the examples, the words “comprise,”
“comprising,” and the like are to be construed in an inclusive
sense, as opposed to an exclusive or exhaustive sense; that
is to say, in the sense of “including, but not limited to.” As
used herein, the terms “connected,” “coupled,” or any vari-
ant thereof means any connection or coupling, either direct
or indirect, between two or more elements; the coupling or
connection between the elements can be physical, logical, or
a combination thereof. Additionally, the words “herein,”
“above,” “below,” and words of similar import can refer to
this application as a whole and not to any particular portions
of this application. Where context permits, words in the
above Detailed Description using the singular or plural
number may also include the plural or singular number
respectively. The word “or” in reference to a list of two or
more items covers all of the following interpretations of the
word: any of the items in the list, all of the items in the list,
and any combination of the items in the list. The term
“module” refers broadly to software components, firmware
components, and/or hardware components.

While specific examples of technology are described
above for illustrative purposes, various equivalent modifi-
cations are possible within the scope of the invention, as
those skilled in the relevant art will recognize. For example,
while processes or blocks are presented in a given order,
alternative implementations can perform routines having
steps, or employ systems having blocks, in a different order,
and some processes or blocks may be deleted, moved,
added, subdivided, combined, and/or modified to provide
alternative or sub-combinations. Each of these processes or
blocks can be implemented in a variety of different ways.
Also, while processes or blocks are at times shown as being
performed in series, these processes or blocks can instead be
performed or implemented in parallel, or can be performed
at different times. Further, any specific numbers noted herein
are only examples such that alternative implementations can
employ differing values or ranges.

Details of the disclosed implementations can vary con-
siderably in specific implementations while still being
encompassed by the disclosed teachings. As noted above,
particular terminology used when describing features or
aspects of the invention should not be taken to imply that the
terminology is being redefined herein to be restricted to any
specific characteristics, features, or aspects of the invention
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with which that terminology is associated. In general, the
terms used in the following examples should not be con-
strued to limit the invention to the specific examples dis-
closed herein, unless the above Detailed Description explic-
itly defines such terms. Accordingly, the actual scope of the
invention encompasses not only the disclosed examples, but
also all equivalent ways of practicing or implementing the
invention under the examples. Some alternative implemen-
tations can include additional elements to those implemen-
tations described above or include fewer elements.

Any patents and applications and other references noted
above, and any that may be listed in accompanying filing
papers, are incorporated herein by reference in their entire-
ties, except for any subject matter disclaimers or disavowals,
and except to the extent that the incorporated material is
inconsistent with the express disclosure herein, in which
case the language in this disclosure controls. Aspects of the
invention can be modified to employ the systems, functions,
and concepts of the various references described above to
provide yet further implementations of the invention.

To reduce the number of examples, certain implementa-
tions are presented below in certain example forms, but the
applicant contemplates various aspects of an invention in
other forms. For example, aspects of an example can be
recited in a means-plus-function form or in other forms, such
as being embodied in a computer-readable medium. An
example intended to be interpreted as a mean-plus-function
example will use the words “means for.” However, the use
of the term “for” in any other context is not intended to
invoke a similar interpretation. The applicant reserves the
right to pursue such additional example forms in either this
application or in a continuing application.

I claim:
1. A system comprising:
at least one hardware processor; and
at least one non-transitory memory storing instructions,
which, when executed by the at least one hardware
processor, cause the system to:
obtain, from a computer server, first information
describing a geographical area serviced by a tele-
communications network,
wherein the first information comprises performance
metrics for the telecommunications network
within the geographical area;
generate, using geospatial analysis of the geographical
area, multiple grids and multiple test locations within
the geographical area,
wherein the multiple grids are equally dimensioned,
wherein each test location of the multiple test loca-
tions is located within a grid of the multiple grids,
and
wherein each test location is located at a population
centroid of the grid;
group, using k-means clustering, the multiple grids into
multiple clusters,
wherein a difference between a number of grids
located within each cluster of the multiple clusters
and a target number of grids is less than a thresh-
old number of grids, and
wherein each cluster comprises grids that are geo-
graphically proximate; and
transmit, to one or more computer devices, second
information describing the multiple clusters and test
locations within each cluster,
wherein the second information is for determining
whether network performance measured at loca-
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tions proximate to the test locations is within a
threshold value of the performance metrics.

2. The system of claim 1, wherein the instructions cause
the system to:

generate a boundary of each cluster for drive testing of the

telecommunications network within the geographical

area,

wherein the second information comprises coordinates
corresponding to the boundary.

3. The system of claim 2, wherein the instructions for
generating the boundary cause the system to:

overlay polygons corresponding to the grids within each

cluster to provide the boundary.

4. The system of claim 2, wherein the boundary is a
concave hull.

5. The system of claim 1, wherein the performance
metrics comprise at least one of jitter, packet loss, through-
put, network speed, network availability, packet duplication,
packet reordering, user quality of experience, VoIP quality,
network congestion, round-trip time (RTT), network utili-
zation, error rate, or transfer control protocol (TCP) retrans-
mission rate.

6. The system of claim 1, wherein the instructions cause
the system to generate commands for a vehicle to:

drive proximate to the test locations within each cluster in

accordance with the second information; and
measure, using an electronic device, the network perfor-
mance,
wherein driving proximate to the test locations in
accordance with the second information reduces
greenhouse gas emissions by the vehicle compared
to driving according to the multiple grids.

7. The system of claim 1, wherein the performance
metrics comprise at least one of network latencies, network
upload bandwidths, or network download bandwidths at the
test locations.

8. At least one non-transitory computer-readable storage
medium storing instructions, which, when executed by at
least one data processor of a system, cause the system to:

obtain, from a computer server, first information describ-

ing a geographical area across which a telecommuni-
cations network is operated by a mobile network opera-
tor;

generate multiple grids and multiple test locations within

the geographical area from the first information,
wherein each test location of the multiple test locations
is located within a grid of the multiple grids;

apply a trained machine learning model to group the

multiple grids into multiple clusters,

wherein a difference between a number of grids located
within each cluster of the multiple clusters and a
target number of grids is less than a threshold num-
ber of grids, and

wherein each cluster comprises grids that are geo-
graphically proximate; and

transmit, to one or more computer devices, second infor-

mation describing the multiple clusters and test loca-

tions within each cluster,

wherein the one or more computer devices are located
at one or more vehicles for performing drive testing
within the geographical area, and

wherein the second information enables the one or more

vehicles to determine network performance of the
telecommunications network, by the drive testing,
proximate to the test locations using the one or more
computer devices.
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9. The non-transitory computer-readable storage medium
of claim 8, wherein the instructions cause the system to:

generate a boundary of each cluster for drive testing of the

telecommunications network within the geographical

area,

wherein the second information comprises coordinates
corresponding to the boundary.

10. The non-transitory computer-readable storage
medium of claim 8, wherein the instructions further cause
the system to generate commands for a vehicle to:

drive proximate to the test locations within each cluster in

accordance with the second information; and
measure, using an electronic device, second network
performance of a second telecommunications network,
wherein the second telecommunications network is
operated by a second mobile network operator, and
wherein driving proximate to the test locations in
accordance with the second information reduces a
number of miles driven by the vehicle for measuring
the second network performance compared to driv-
ing according to the multiple grids.

11. The non-transitory computer-readable storage
medium of claim 8, wherein the trained machine learning
model uses a k-means algorithm.

12. The non-transitory computer-readable storage
medium of claim 8, wherein the trained machine learning
model uses k-means clustering.

13. The non-transitory computer-readable storage
medium of claim 8, wherein the first information comprises
performance metrics for the telecommunications network
within the geographical area.

14. The non-transitory computer-readable storage
medium of claim 8, wherein each grid of the multiple grids
has substantially equal dimensions compared to each other
grid of the multiple grids.

15. A method comprising:

obtaining, from a computer server, first information

describing a geographical area serviced by a telecom-
munications network;

generating multiple grids and multiple test locations

within the geographical area from the first information,
wherein the multiple grids are equally dimensioned,
and
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wherein each test location of the multiple test locations

is located within a grid of the multiple grids;
applying a trained machine learning model to group the

multiple grids into multiple clusters,

wherein a difference between a number of grids located
within each cluster of the multiple clusters and a
target number of grids is less than a threshold num-
ber of grids; and

transmitting, to one or more computer devices, second

information describing the multiple clusters and test

locations within each cluster,

wherein the one or more computer devices are located
on one or more vehicles for performing drive testing
within the geographical area, and

wherein the second information enables the one or
more vehicles to determine network performance of
the telecommunications network, by the drive test-
ing, proximate to the test locations using the one or
more computer devices.

16. The method of claim 15, wherein each test location is
located at a population centroid of the grid.

17. The method of claim 15, wherein the first information
comprises performance metrics for the telecommunications
network, and

wherein the method comprises:

determining whether the network performance is
within a threshold value of the performance metrics.

18. The method of claim 15, wherein grouping the mul-
tiple grids is performed using unsupervised learning.

19. The method of claim 15, comprising:

generating a boundary of each cluster for drive testing of

the telecommunications network within the geographi-

cal area,

wherein the second information comprises the bound-
ary.

20. The method of claim 15, wherein performing drive
testing using a vehicle to determine the network perfor-
mance at the test locations reduces greenhouse gas emis-
sions by the vehicle by reducing a number of miles driven
by the vehicle during the drive testing compared to driving
according to the multiple grids.
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