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Cooperative neural networks may be implemented by pro 
viding an input to a first neural network including a plurality 
of first parameters , and updating at least one first parameter 
based on an output from a recurrent neural network provided 
with the input , the recurrent neural network including a 
plurality of second parameters . 

* 102 101 
INPUT SECTION INPUT 

Mania wamil 
UPDATING SECTION 

w 103 
mm 120 FIRST 

NEURAL 
NETWORK 

1 110 
105 

RECURRENT 
NEURAL 
NETWORK 

INITIALIZING SECTION 

106 ESTIMATING SECTION 

107 LEARNING SECTION 

1108 EVALUATING SECTION 

100 



Patent Application Publication Sep . 20 , 2018 Sheet 1 of 7 US 2018 / 0268285 A1 

000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000 

7102 GOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO O OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 
mm 101 

INPUT INPUT SECTION 
???????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????? huwa wimwi 

UPDATING SECTION 

120 FIRST 
NEURAL 
NETWORK 000000OOOOOOOOOOOOOOOOOOOOOOO000000000OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO000000000000000000000000000000000000 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

- 110 ho1101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010101010 RECURRENT 
NEURAL 
NETWORK SOT 

INITIALIZING SECTION 

ESTIMATING SECTION odgovor 106 

107 
wwwwwww LEARNING SECTION 000DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD 108 EVALUATING SECTION 

- 100 
FIG . 1 



& 0000 

1000 100 000 000 1000 100 100000 1000 nooi oo ooo 1000 200 000 000 

000 0 

00 000 000 

000 

000 $ 0 000 000 000 

* * * 

200 X 

210 

600 x 

600 x 

600 

1000 x 

600 

x 1000 do 

1000 od 1000 $ 

US 2018 / 0268285 A1 

0 

por xoc 000 Yoo 

214 

211 ! 

You cock Yooc 000 200 

* * * * * * 

It - 1 Atti 

000 voor . 000 Doors 

www 
w 

000 200 000 000 000 000 000 000 000 000 boot od 

Wenn 

ooo xoo 000 200 000 200 
ooo Yoox 200 xoo ooo 

huud 

0 : 2 0 

* * * * * * * 

* 
* 

* 

* 

W 

* * 

* 
* 

* 

* 

* 

* 

* 

* 

* 

* 

WAN24 BAN 

220B 

( t - 1 ) 
000 Mooc ooo nooo ooo poos 
oo ooo xoot coo 

T 

4 : 14 . 

2006 coorooo 

Woor rose or xoe ooo 

ooo xoroo 

oo xorno x 90 x 9o por 

tomon 

Sep . 20 , 2018 Sheet 2 of 7 

* * * * * * * * * * * * * * * * * * * 

FIG . 2 

11 . 1 

. 8 . 12 . 1777 

. 2 . 2 

O . . . O . . . Quote - 2 . 0 . . . . . 02 . 00 

. 

* 

Po po 

polo ooo 

oo ooo oo oooo 

goot ro og 

8 

9 

x 

9 

x 

: 

xe cool 

. . . . . . . . 

: 

. 

1 : 12 : 3 

7 

: 14 

. 

. . , . 

. 

' 

. 

polo 
9 

999 

2000 ooo ooo 000 000 000 

e co 
28 000 

. . . 

- - - - - - - - - - - - - - - - - - 

- 

- - - 

S 

. 9 . 

4271 . 9 : . 

* NX377 

171 . . . 7 

m 

ka 

coor 100c coor Xooo ooo ooo ooox xooo ooo 1000000 SOO 000 soos 000 Yox . co your coo Yoox 000 XOOX 000 Yoox xoood 

* * * * 

100 x 

o 

* * * * * * * * * * * * * * * * * * * 

* * 

000 kood 000 X00 000W 

M * * e to 

2014 

* * 

200 200 000 

" O - O 

* * 

* * * 

* 

* * 

* 

O . . O . O . O 

* * * * * * * 

Patent Application Publication 

* * * 

* 

220A 

* 

0 Yoo soo 000 book ooroo ooo ooo yoo soo 1000 boot you com a 

600 700 600 x 0 . 0 

600 x 

600 x 

Xoc co xoo Goo yoox 600 x 



Patent Application Publication Sep . 20 , 2018 Sheet 3 of 7 US 2018 / 0268285 A1 

mm 326 324 

tms here to do their heart 

rinici . i . i . ii . cii . i . i . i . i . i . inci . i . i . i . i . i . incisinisisiminimicininininininni . i . inc . i . i . 

329 

viiiiiiii ??????????????????????????????? . . . . . 

confirmed 
winnin 

. . . . . . . . . . . . . . . . ???? 

779 * * 

FIG . 3 



Patent Application Publication Sep . 20 , 2018 Sheet 4 of 7 US 2018 / 0268285 A1 

START 

INITIALIZE FIRST NEURAL NETWORK 
PARAMETERS TO ZERO 5430 

guessenessere essere espresse essere sempre essere sessmeno 

PROVIDE INPUT TO FIRST 
NEURAL NETWORK 

DIOIOIO 

DULUI 

ESTIMATE MEAN USING 
CONDITIONAL PROBABILITY INPUT 15433 

UPDATE PARAMETERS OF 
FIRST NEURAL NETWORK s GSISISSA 5434 

RRRRRR 

UPDATE ELIGIBILITY 
TRACES AND FIFO QUEUES 5435 

?????? ???? 

EVALUATE LEARNING OBJECTIVE www 0000 
WANAWWWWWAAAAAAAAAAAAAAAA AAAAAAANNNNNNNNNNNNNN on S437 

NO STOPPING 
CONDITION MET ? S439 nnnnnnnnnnnn S438 

ooooooooooooooo ES 

2 proto 

PROCEED TO 
NEXT TIME 
FRAME END 

FIG . 4 



Patent Application Publication Sep . 20 , 2018 Sheet 5 of 7 US 2018 / 0268285 A1 

552 pe 501 
wwwwwwwwwwwww 

INPUT INPUT SECTION 
????????????????????????????????????????????????????????????????????????????? wwwmni 
UPDATING SECTION 

OOOOOOOOO 

doma 553 
OIS 

RECURRENT 
NEURAL 
NETWORK 

- 520 FIRST 
NEURAL 
NETWORK 

555 

INITIALIZING SECTION 

550 

FIG . 5 



Patent Application Publication Sep . 20 , 2018 Sheet 6 of 7 US 2018 / 0268285 A1 

START 

INITIALIZE RECURRENT NEURAL 
NETWORK PARAMETERS RANDOMLY S660 

??????????????????????????????????????????????????oooooooooooooo 

provokon HOHOHOHOHOHOHOHOHOHOHOHOHOHOHOHO * 01010101010 1010101010101010110110101010 

PROVIDE INPUT TO RECURRENT 
NEURAL NETWORK 5662 S AAKAKKAAKAKKAAKAKAKAK MAKARARAAAAAAAAKKKKKKKKKKKKKKKKKKKKKKKKK K 

UPDATE PARAMETERS BASED ON FIRST 
NE NEURAL NETWORK LEARNING OBJECTIVE K . 5664 

UPDATE STATE OF RECURRENT 
NEURAL NETWORK 

STOPPING 
CONDITION MET ? 

To 5668 
S669 YES 

PROCEED TO 
NEXT TIME 
FRAME 

END 

FIG . 6 



Patent Application Publication Sep . 20 , 2018 Sheet 7 of 7 US 2018 / 0268285 A1 

700 

700 - 18 

gooooo0000000 CPU I DISPLAY 
DEVICE 

700 - 12 
COOO000000000000000ogooooo0000000000000 

700 - 10 100 - 14 

GRAPHIC 
CONTROLLER 

HOST 
CONTROLLER RAM 

700 - 24 
700 - 16 * * * * * * * * * * * * 

1 / 0 
CONTROLLER 

HARD DISK 
DRIVE gooooooooooooooooo 

000000000000 

700 - 20 700 - 30 gggggggggggggggggg DVD DRIVE oooooo 

700 - 40 ROM 
700 - 26 700 - 01 

V / O CHIP KEYBOARD 

coccccccccc 
COMMUNICATION 

INTERFACE 
700 - 42 

700 - 22 

NETWORK 700 - 50 
FIG . 7 



US 2018 / 0268285 A1 Sep . 20 , 2018 

NEURAL NETWORK COOPERATION 
STATEMENT REGARDING PRIOR 

DISCLOSURES BY THE INVENTOR OR A 
JOINT INVENTOR 

[ 0001 ] The following disclosure is submitted under 35 
U . S . C . $ 102 ( b ) ( 1 ) ( A ) : DISCLOSURE : “ Nonlinear 
Dynamic Boltzmann Machines for Time - series Prediction ” , 
Sakyasingha Dasgupta and Takayuki Osogami , Feb . 4 , 2017 
made publicly available , pp . 1 - 11 . 

[ 0009 ] The second aspect may also include a program for 
implementing the method , a computer executing the pro 
gram , and an apparatus that performs the method . 
[ 0010 ] The summary does not necessarily describe all 
necessary features of the embodiments of the present inven 
tion . The present invention may also include sub - combina 
tions of the features described herein . 

BACKGROUND 

Technical Field 
[ 0002 ] The present invention relates to neural network 
cooperation . More specifically , the present invention relates 
to the cooperation of neural networks processing the same 
input . 

Background 
[ 0003 ] The originally proposed Dynamic Boltzmann 
Machine DyBM provides a particularly structured Boltz 
mann machine ( BM ) using eligibility traces and first - in 
first - out ( FIFO ) queues , as a stochastic generative model of 
a multi - dimensional time - series . The learning rule is based 
on maximizing the log - likelihood of the given time - series . 
[ 0004 ] The original DyBM could only deal with binary 
data and was subsequently extended for real - valued data in 
the Gaussian DyBM model . However , in both these models 
the memory of DyBM is dependent on the number of visible 
units and the maximum delay length ( First - In - First - Out 
( FIFO ) queue length ) that models the data as a linear 
dynamical system . 
[ 0005 ] Many real world time - series data are high - dimen 
sional where , values at a given time can depend non - linearly 
on its own history . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0011 ] FIG . 1 shows an apparatus for updating a first 
neural network based on a recurrent neural network , accord 
ing to an embodiment of the present invention . 
[ 0012 ] FIG . 2 shows a cooperation including a Gaussian 
dynamic Boltzmann machine ( DyBM ) as an example of a 
first neural network , according to an embodiment of the 
present invention . 
[ 0013 ] FIG . 3 shows a connection between a presynaptic 
neuron and a post - synaptic neuron via a FIFO queue , and an 
eligibility trace , according to an embodiment of the present 
invention . 
[ 0014 ] FIG . 4 shows an operational flow for updating a 
first neural network based on a recurrent neural network , 
according to an embodiment of the present invention . 
[ 0015 ] . FIG . 5 shows an apparatus for updating a recurrent 
neural network based on a first neural network , according to 
an embodiment of the present invention . 
[ 0016 ] FIG . 6 shows an operational flow for updating a 
recurrent neural network based on a first neural network , 
according to an embodiment of the present invention . 
[ 0017 ] FIG . 7 shows an exemplary hardware configuration 
of a computer configured for cloud service utilization , 
according to an embodiment of the present invention . 

DETAILED DESCRIPTION 

SUMMARY 
[ 0006 ] According to a first aspect of the present invention , 
provided is a method including providing an input to a first 
neural network including a plurality of first parameters , and 
updating at least one first parameter based on an output from 
a recurrent neural network provided with the input , the 
recurrent neural network including a plurality of second 
parameters . According to the first aspect , the method may 
improve the learning of high - dimensional time - series ' by 
enabling longer temporal memory in a neural network , 
which can be applied with binary or real valued data , that 
can also deal with nonlinear dynamics of the data . 
[ 0007 ] The first aspect may also include a program for 
implementing the method , a computer executing the pro 
gram , and an apparatus that performs the method . 
[ 0008 ] According to a second aspect of the present inven 
tion , provided is a method including providing an input to a 
recurrent neural network ( RNN ) including a plurality of 
second parameters , and updating the plurality of second 
parameters based on a learning objective of a first neural 
network provided with the input . According to the first 
aspect , the method may improve the learning of high 
dimensional time - series ' by enabling longer temporal 
memory in a neural network , which can be applied with 
binary or real valued data , that can also deal with nonlinear 
dynamics of the data . 

[ 0018 ] Hereinafter , example embodiments of the present 
invention will be described . The example embodiments shall 
not limit the invention according to the claims , and the 
combinations of the features described in the embodiments 
are not necessarily essential to the invention . 
[ 0019 ] Embodiments of the present invention may imple 
ment cooperation of neural networks processing the same 
input , which may improve the learning of high - dimensional 
time - series by enabling longer temporal memory in neural 
networks , such as DyBM , which can be applied with binary 
or real valued data , that can also deal with nonlinear 
dynamics of the data . Cooperative networks with nonlinear 
feature maps along with a long temporal memory may better 
model such dependence . 
[ 0020 ] In many embodiments , a nonlinear memory DyBM 
may update the bias parameter at each time frame using a 
recurrent neural network ( RNN ) layer that computes a 
nonlinear feature map of past input sequences to DyBM , and 
then the parameters of DyBM and output weights from RNN 
layer may be learned based on maximizing the log - likeli 
hood of the given time - series . 
[ 0021 ] A Gaussian DyBM may be connected with an 
M - dimensional RNN , whose state vector y is a nonlinear 
feature mapping ( [ + ] = F ( W [ i - 1 ] , x [ 1 ] ) ) of its own history 
and the N - dimensional time - series input data vector at time 
t - 1 . Here F may be any suitable nonlinear function , such as 
F = tan h . The bias vector of DyBM at each time point b [ 4 ] 
may be dependent on its previous value and the weighted 
output of the RNN - layer . 
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[ 0022 ] The state of the RNN may be updated , and the bias 
vector may then be updated . In many embodiments the RNN 
output is not corrected , but the feature map is simply 
updated . By treating the RNN as a reservoir network , these 
weights are initialized randomly and kept fixed . A dimen 
sionally learned RNN - to - DyBM output weight matrix may 
map the RNN state to the bias vector . In addition , based on 
the standard Gaussian DyBM , an eligibility trace vector and 
FIFO queue may be maintained . 
[ 0023 ] Based on this architecture , the parameters of 
DyBM , biases and weights , and the RNN - to - DyBM output 
weight matrix may be updated at each time step using a 
stochastic gradient descent rule that maximizes the log 
likelihood of the time - series data being modeled . The com 
bination of DyBM and RNN may not need back propaga 
tion . 
[ 0024 ] FIG . 1 shows an apparatus 100 for updating a first 
neural network 110 based on a recurrent neural network 120 , 
according to an embodiment of the present invention . Appa 
ratus 100 may be a host computer such as a server computer 
or a mainframe computer that executes an on - premise appli 
cation and hosts client computers that use it . Apparatus 100 
may be a computer system that includes two or more 
computers . Alternatively , apparatus 100 may be a personal 
computer that executes an application for a user of apparatus 
100 . 
[ 0025 ] Apparatus 100 may include an input section 102 , 
an updating section 103 , an initializing section 105 , an 
estimating section 106 , a learning section 107 , an evaluating 
section 108 , and first neural network 110 . Apparatus 100 
may be a computer program product including one or more 
computer readable storage mediums collectively storing 
program instructions that are executable by a computer to 
cause the computer to perform the operations of the various 
sections . Apparatus 100 may alternatively be analog or 
digital programmable circuitry , or any combination thereof , 
including chip - based neural networks and recurrent neural 
networks . Apparatus 100 may be composed of physically 
separated storage or circuitry that interacts through commu 
nication . 
100261 Input section 102 may provide data to first neural 
network 110 from data stores in communication with appa 
ratus 100 . For example , input section 102 may be configured 
to provide an input , such as input 101 , to first neural network 
110 , first neural network 110 including a plurality of first 
parameters . Input 101 may be a time series including time 
frames , each time frame having data specific to that time 
frame . Input section 102 may communicate directly with 
such data stores , or may utilize a transceiver to communicate 
with a computer through wired or wireless communication 
across a network . 
[ 0027 ] Updating section 103 may update the parameters of 
one or more neural networks , such as first neural network 
110 . For example , updating section 103 may be configured 
to update at least one first parameter based on an output from 
a recurrent neural network provided with the input , such as 
recurrent neural network 120 , the recurrent neural network 
including a plurality of second parameters . Updating section 
103 may be further configured to update a plurality of 
eligibility traces and a plurality of first - in - first - out ( FIFO ) 
queues . 

[ 0028 ] Initializing section 105 may initialize the param 
eters of one or more neural networks . For example , initial 
izing section 105 may be configured to initialize the plurality 
of first parameters to zero . 
[ 0029 ] Estimating section 106 may estimate details of 
input data based on known or assumed characteristics of the 
input data . For example , estimating section 106 may be 
configured to estimate a mean of the current time frame of 
input 101 using a conditional probability density of input 
101 , wherein a current time frame of input 101 is assumed 
to have a Gaussian distribution . 
[ 0030 ] Learning section 107 may learn parameters of one 
or more neural networks , and details of input data . For 
example , learning section 107 may be configured to learn the 
parameters of first neural network 110 , a standard deviation 
of the current time frame of input 101 , and a plurality of 
output weight values of output from recurrent neural net 
work 120 . 
[ 0031 ] Evaluating section 108 may evaluate learning 
objectives for neural networks . For example , evaluating 
section 108 may be configured to evaluate a learning objec 
tive of the first neural network . 
[ 0032 ] An apparatus , such as apparatus 100 , may be useful 
for DyBM . Apparatus 100 can also be used for any neural 
network model adapted for cooperation with another neural 
network receiving the same input . A DyBM may be defined 
from a Boltzmann Machine ( BM ) having multiple layers of 
units , where one layer represents the most recent values of 
a time - series , and the remaining layers represent the histori 
cal values of the time - series . The most recent values are 
conditionally independent of each other given the historical 
values . It may be equivalent to such a BM having an infinite 
number of layers , so that the most recent values can depend 
on the whole history of the time series . For unsupervised 
learning , a DyBM may be trained in such a way that the 
likelihood of a given time - series is maximized with respect 
to the conditional distribution of the next values given the 
historical values Similar to a BM , a DyBM may include a 
network of artificial neurons . Each neuron may take a binary 
value , 0 or 1 , following a probability distribution that 
depends on the parameters of the DyBM . Unlike the BM , the 
values of the DyBM can change over time in a way that 
depends on its previous values . That is , the DyBM may 
stochastically generate a multi - dimensional series of binary 
values . 
[ 0033 ) Learning in conventional BMs may be based on a 
Hebbian formulation , but is often approximated with a 
sampling based strategy like contrastive divergence . In this 
formulation , the concept of time is largely missing . In 
DyBM , like biological networks , learning may be dependent 
on the timing of spikes . This is called spike - timing depen 
dent plasticity , or STDP , which means that a synapse is 
strengthened if the spike of a pre - synaptic neuron precedes 
the spike of a post - synaptic neuron ( long term potentia 
tion — LTP ) , and the synapse is weakened if the temporal 
order is reversed ( long term depression - LTD ) . The con 
ventional DyBM may use an exact online learning rule that 
has the properties of LTP and LTD . 
[ 0034 ] FIG . 2 shows a cooperation between a Gaussian 
dynamic Boltzmann machine ( DyBM ) 210 , as an example 
of a first neural network , and a recurrent neural network 220 , 
according to an embodiment of the present invention . 
[ 0035 ] DyBM 210 may include a plurality of layers of 
nodes among a plurality of nodes , each layer sequentially 
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forwarding values of a time frame of the input , the plurality 
of layers of nodes including a first layer 211 of input nodes , 
such as input node 214 , among the plurality of nodes , the 
input nodes receiving values of a current time frame of the 
input , and a plurality of intermediate layers , such as inter 
mediate layer 212 , each node , such as node 216 , in each 
intermediate layer forwarding a value to a node in a subse 
quent or shared layer , and a plurality of weight values among 
the plurality of first parameters , each weight value to be 
applied to each value in the corresponding node to obtain a 
value propagating from a pre - synaptic node to a post 
synaptic node . 
[ 0036 ] In DyBM 210 , let N be the number of nodes in each 
layer , and T be the number of intermediate layers . In this 
manner , DyBM 210 can represent series 201A of N - dimen 
sional patterns of length T + 1 . The series of patterns 201B is 
denoted as xl - 204 ) = ( x ) = - 7 for some time t . That is , the 
8 - th layer represents the pattern , x - 1 = ( x , ! 1 - d ) ) i = 1 . . . . . . . . . N , at 
time t - d for d = 0 , 1 , . . . , T . 
[ 0037 ] DyBM 210 has three kinds of parameters : bias , 
variance , and weight , which determine the probability dis 
tribution of the patterns that the DyBM 210 generates . For 
i = 1 , . . . , N , let b ; be the bias of the i - th unit of any layer and 
0 , 2 be the variance of the i - th unit of any layer . Let w ; [ 0 ] be 
the weight between the i - th unit of the ( s + d ) - th layer and the 
i - th unit of the s - th layer for s = 0 , . . . , T - d , and d = 1 , . . . , 

Et - T , . . . , 

? . . . 

I . 
[ 0038 ] Recurrent neural network ( RNN ) 220 is shown 
generally as 220A and in time - based form as 220B . In some 
embodiments , RNN 220 may be an echo state network , but 
without a target with which to learn the parameters . Thus , in 
these embodiments , RNN 220 may simply update the fea 
ture map as a time - series input unfolds in an attempt to learn 
the underlying distribution . 
[ 0039 ] RNN 220 may be a nonlinear extension of DyBM 
210 by updating the bias parameter vector b , at each time 
using an RNN layer . This RNN layer computes a nonlinear 
feature map of the past time series input to DyBM 210 . 
Output weights from RNN 220 to the bias layer along with 
the first parameters of DyBM 210 can be updated online 
using a stochastic gradient method . 
[ 0040 ] RNN 220 may be an M - dimensional RNN , whose 
state vector changes dependent on a nonlinear feature map 
ping of its own history and the N - dimensional time - series 
input data vector at time t - 1 . For most settings , M > N , which 
may increase the number of dimensions that may be 
adequately analyzed . M is not exactly defined by the time 
series input , but can be estimated based on N . In some 
embodiments , M is set to 10 , 15 , or 20 times N . The size of 
M determines the size of memory needed by RNN 220 . The 
bias vector may be time - dependent and updated at each time . 
[ 0041 ] In this embodiment , Q [ ] is the Mx1 dimensional 
state vector at time t of M - dimensional RNN 220 . A is the 
MxN dimensional learned output weight matrix that con 
nects the RNN state to the bias vector . The RNN state is 
updated based on the input time - series vector 201B , which 
may include any suitable nonlinear function , e . g . , rectified 
linear units , sigmoid , etc . , and a leak rate hyper - parameter p 
of RNN 220 , which controls the amount of memory in each 
node of the RNN layer . Wenn and Win are the MxM dimen 
sional RNN weight matrix and NxM dimensional projection 
of the time series input to the RNN layer , respectively . RNN 
220 may be similar to an echo state network , such that the 
weight matrices Wmn and Win are initialized randomly . Wenn nn and Win are initialized randomly . Wmn 

is initialized from a Gaussian distribution N ( 0 , 1 ) and Win 
is initialized from N ( 0 , 0 . 1 ) . The sparsity of the RNN 
weight matrix can be controlled by the parameter o and it 
may be scaled to have a spectral radius of less than one , for 
stability . For example , the RNN weight matrix may be 90 % 
sparse and have a spectral radius of 0 . 95 . 
10042 ] FIG . 3 shows a connection between a presynaptic 
neuron 326 and a post - synaptic neuron 324 via a first - in 
first - out ( FIFO ) queue 325 , along with a synaptic eligibility 
trace 329 , according to an embodiment of the present 
invention . 
[ 0043 ] Neuron i may generate a spike , x , 4 ) , at time t 
according to a probability density function with T > 00 . The 
spike generated at pre - synaptic neuron 326 i travels along 
FIFO queue 325 towards post - synaptic neuron 324 j and 
reaches synapse 329 after the delay of dij 
[ 0044 ] At time t , synapse 329 receives x , { z - d7j + 1 ] and 
updates the eligibility traces , Qijk ! " ) for k = 1 , . . . , K , using 
only the information that is locally available at synapse 329 . 
This in turn implies that the probability density function of 
a spike at post - synaptic neuron 324 j can be computed only 
with the information locally available around post - synaptic 
neuron 324 j ( specifically , values stored in the synapses and 
FIFO queues that are connected to that post - synaptic neuron 
324 j ) . 
[ 0045 ] In a DyBM , such as DyBM 210 , the probability 
distribution of the next values , xl ) , depends linearly on the 
values of the eligibility traces and the FIFO queues , which 
captures the information about the previous values , x [ - 0 , 4 – 1 ] . 
[ 0046 ] FIG . 4 shows an operational flow for updating a 
first neural network based on a recurrent neural network , 
according to an embodiment of the present invention . The 
operational flow may provide a method of updating a first 
neural network , such as first neural network 110 , based on a 
recurrent neural network , such as RNN 120 . The operations 
may be performed by an apparatus , such as apparatus 100 . 
[ 0047 ] At S430 , an initializing section , such as initializing 
section 105 , may initialize a plurality of first parameters of 
the first neural network . For example , the initializing section 
may initialize the plurality of first parameters to zero . In 
some embodiments , the input section may cause all of the 
weight and bias parameters of the first neural network to be 
initialized to zero . The input section may also cause the 
FIFO queues and the eligibility traces to be initialized with 
zero vectors . 
[ 0048 ] At S431 , an input section , such as input section 
102 , may provide an input to a first neural network including 
a plurality of first parameters . In this embodiment , the input 
section provides a single time frame , which may be a current 
time frame , to an input layer of the first neural network . As 
the operational flow in FIG . 4 proceeds through iterations , a 
sequential time frame is input to the input layer of the first 
neural network at each iteration of S431 . 
[ 0049 ] At S433 , an estimating section , such as estimating 
section 106 , may estimate a mean of the conditional prob 
ability input . For example , the estimating section may 
estimate a mean of the current time frame of the input using 
a conditional probability density of the input , wherein a 
current time frame of the input is assumed to have a 
Gaussian distribution . 
[ 0050 ] In the standard Gaussian DyBM the conditional 
probability density of time - series vector xl given x [ t - 7 , 7 - 1 ] 
may be represented as : 
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NV ( Equation 1 ) Pla " ixl * : - 1 ) = 12 , 5 " | Ala - Tu - 1 ) , 
of the first neural network , the standard deviation of the 
distribution , and the output weight values of the RNN . For 
example , the learning section may learn the first parameters , 
a standard deviation of the current time frame of the input , 
and a plurality of output weight values of the output from the 
recurrent neural network . In this embodiment , the first 
parameters include a bias parameter , which may be updated 
by the updating section during this operation . 
[ 0058 ] Using Equations 5 and 6 , the parameters of the first 
neural network may be updated as : 

[ 0051 ] Assuming that x , has a Gaussian distribution for 
each j with mean u ; and standard deviation 0 ; , the condi 
tional probability may be represented as : 

1 Equation 2 ) 
Pick ! ? | xf2 - T1 – 1 ] ) = expl [ ( xha - Me ! ) 

1 20 ( Equation 7 ) b ; ~ b ; + Cafe - 
( Equation 8 ) 

0 ; to ; + n 
[ 0052 ] Here the mean of the distribution u , may be 
updated based on the parameters of DyBM and can be 
interpreted as the expected value of the j - th unit at time t 
given the last T patterns . For T > the mean can be written 

03 - 0 , to feather a 
wut1 ) - W . 89 + 916259 yura ( Equation 9 ) 

as : W + n 

( Equation 10 ) j [ t - 1 ] 
Ndi , ; - 1 Ui , j , k + ( Equation 3 ) - Ui , ik + n NK j . k > 

= b ; + Š T 91 * + ŠEM : 14 " [ 8 ] [ 1 - 6 ] [ t - 1 ] 
i , X Ui , j , k i , j , k > 

i = 1 = 1 i = 1 k = 1 ( Equation 11 ) 

[ 0053 ] Where di ; is the maximum delay between units and 
Qiikett - 1 ] is the eligibility trace updated recursively with 
decay rate iki 

Qijk ! = hzQijn ! - 11 + x _ { t - dij + l ] ( Equation 4 ) 
[ 0054 ] For optimized computational efficiency , an equiva 
lent form of equation ( 3 ) with vectors and matrices may be 
considered such that : 

( Equation 5 ) will = b + ?w61364 + Švical 

[ 0059 ] Where the learning rate ni < n such that Aji is 
stationary while other parameters update Here , k = 1 , . . . , K , 
8 = 1 , . . . , d ; - 1 , ( ij ) E { 1 , . . . , N } , and 1 E { 1 , . . . , M } . 
Although in this embodiment the results are shown using a 
Gaussian DyBM as the first neural network for a time series 
of real values , such as input 101 , this operation may be 
extended to a standard DyBM based on the form of the 
energy function of a standard DyBM . 
[ 0060 ] At S435 , the updating section may update eligibil 
ity traces and FIFO queues of the first neural network . For 
example , the updating section may update a plurality of 
eligibility traces and a plurality of FIFO queues of the first 
neural network . In this embodiment , the eligibility traces 
Qijk ! " ) are updated using Equation 4 . 
[ 0061 ] At S437 , an evaluating section , such as evaluating 
section 108 , may evaluate a learning objective of the first 
neural network . Training of the first neural network may be 
carried out based on a learning rule that maximizes the 
log - likelihood of a given time - series data D . The log 
likelihood of D is given by : 

8 = 1 

LL ( D ) = log p ( xl ) | x8 - 00 , – 1 ] ) ( Equation 12 ) 
XED 

[ 0055 ] Where u is a Nx1 dimensional vector , b is the Nx1 
dimensional bias vector , wld is the NxN dimensional 
weight matrix , U , is NxN dimensional weight matrix and an 
is Nx1 dimensional eligibility trace vector . In embodiments 
where the bias vector is considered to be time - dependent , it 
may be updated as : 

b [ 1 = b [ + 11 + AT \ [ 1 ] ( Equation 6 ) 

[ 0056 ] Here , yd is the Mxl dimensional state vector at 
time t of an M dimensional RNN . A is the MXN dimensional 
learned output weight matrix that connects the RNN state to 
the bias vector . In this embodiment , the estimating section 
estimates the mean using Equations 5 and 6 . In other 
embodiments , the estimating section may use other equa 
tions , which may be derived from a non - Gaussian distribu 
tion , or may be in expanded form due to non - identical FIFO 
queue length . 
[ 0057 ] At S434 , an updating section , such as updating 
section 103 , may update parameters of the first neural 
network . For example , the updating section may update at 
least one first parameter based on an output from a recurrent 
neural network , such as RNN 120 , provided with the same 
input . This may include an operation whereby a learning 
section , such as learning section 107 , may learn parameters 

[ 0062 ] Considering a single time - series ( for ease of depic 
tion ) , a stochastic gradient learning rule may update the 
parameters of the first neural network at each time - step t 
according to the gradient of the conditional probability 
density of x ' ) . Based on Equations 1 and 2 this may be 
calculated as : 

Vlog p ( x ! ! | x - 00 , 1 – 1 ] ) = ( Equation 13 ) 
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- continued 

- vlog of top leno ) 
[ 0063 ] At S438 , the apparatus may determine whether a 
stopping condition is met . If the stopping condition is met , 
such as if a maximum number of iterations have been 
performed or the end of the time series is reached , then the 
operational flow is discontinued . If the stopping condition is 
not met , such as if a maximum number of iterations have not 
yet been performed or the end of the time series has not yet 
been reached , then the operational flow proceeds to S439 . 
[ 0064 ] At S439 , the apparatus may proceed to the next 
time frame , and the operational flow may return to operation 
S431 to perform the next iteration . In the next iteration , the 
current time frame becomes a previous time frame , and the 
subsequent time frame becomes the current time frame . 
[ 0065 ] FIG . 5 shows an apparatus 550 for updating a 
recurrent neural network 520 based on a first neural network 
510 , according to an embodiment of the present invention . 
Apparatus 550 may be a host computer such as a server 
computer or a mainframe computer that executes an on 
premise application and hosts client computers that use it . 
Apparatus 550 may be a computer system that includes two 
or more computers . Alternatively , apparatus 550 may be a 
personal computer that executes an application for a user of 
apparatus 550 . 
[ 006 ] Apparatus 550 may include an input section 552 , 
an updating section 553 , an initializing section 555 , and 
recurrent neural network 520 . Apparatus 550 may be a 
computer program product including one or more computer 
readable storage mediums collectively storing program 
instructions that are executable by a computer to cause the 
computer to perform the operations of the various sections . 
Apparatus 550 may alternatively be analog or digital pro 
grammable circuitry , or any combination thereof . Apparatus 
550 may be composed of physically separated storage or 
circuitry that interacts through communication . 
[ 0067 ] Input section 552 may provide data to recurrent 
neural network 520 from data stores in communication with 
apparatus 550 . For example , input section 552 may be 
configured to provide an input , such as input 501 , to recur 
rent neural network 520 , which includes a plurality of 
second parameters . Input 501 may be a time series including 
time frames , each time frame having data specific to that 
time frame . Input section 552 may communicate directly 
with such data stores , or may utilize a transceiver to com 
municate with a computer through wired or wireless com 
munication across a network . 
[ 0068 ] Updating section 553 may update the parameters of 
one or more neural networks , such as first neural network 
550 . For example , updating section 553 may be configured 
to update the plurality of second parameters based on a 
learning objective of a first neural network provided with the 
input , such as first neural network 510 . The updating section 
may be further configured to update a state of RNN 520 
based on a feature mapping of a history of RNN 520 and a 
current time frame of the input . The updating section is 
further configured to update the plurality of second param 
eters includes updating a plurality of output weights . The 
updating section may be further configured to update the 
plurality of second parameters includes maintaining the 

plurality of input weights of RNN 520 and a plurality of 
RNN weights of RNN 520 . The updating section may be 
further configured to update a state of RNN 520 using a 
nonlinear function . 
[ 0069 ] Initializing section 555 may initialize the param 
eters of one or more neural networks . For example , initial 
izing section 555 may be configured to initialize a plurality 
of input weights of RNN 520 and a plurality of RNN weights 
of RNN 520 randomly . 
[ 0070 ] FIG . 6 shows an operational flow for updating a 
recurrent neural network based on a first neural network , 
according to an embodiment of the present invention . The 
operational flow may provide a method of updating a 
recurrent neural network , such as RNN 520 , based on a first 
neural network , such as first neural network 510 . The 
operations may be performed by an apparatus , such as 
apparatus 550 . 
[ 0071 ] At S660 , an initializing section , such as initializing 
section 555 , may initialize a plurality of second parameters 
of the recurrent neural network . For example , the initializing 
section may initializing a plurality of input weights of the 
RNN and a plurality of RNN weights of the RNN randomly . 
In some embodiments , the input section may cause the RNN 
weights W . to be initialized randomly from ( 0 , 1 ) , and Win 
to be initialized from ( 0 , 0 . 1 ) . 
10072 ] At S662 , an input section , such as input section 
102 , may provide an input to the recurrent neural network 
including a plurality of second parameters . In this embodi 
ment , the input section provides a single time frame , which 
may be a current time frame , to the recurrent neural network . 
As the operational flow in FIG . 6 proceeds through itera 
tions , a sequential time frame is input to the recurrent neural 
network at each iteration of S662 . 
[ 0073 ] At S664 , an updating section , such as updating 
section 553 , may update the plurality of second parameters 
based on a learning objective of a first neural network 
provided with the input . For example , the updating section 
may update a plurality of output weights , such as in Equa 
tion 6 and 7 . However , in many embodiments , the updating 
of the plurality of second parameters includes maintaining 
the plurality of input weights of the RNN and a plurality of 
RNN weights of the RNN . 
[ 0074 ] At S666 , the updating section may update a state of 
the recurrent neural network . For example , the updating 
section may update a state of the RNN using a nonlinear 
function . In addition , the updating section may update a state 
of the RNN based on a feature mapping of a history of the 
RNN and a current time frame of the input . 
[ 0075 ] From Equation 6 , Yll is the Mx1 dimensional state 
vector at time t of an M dimensional RNN . A is the MxN 
dimensional learned output weight matrix that connects the 
RNN state to the bias vector . The RNN state may be updated 
based on the input time - series vector x [ 4 ] as follows : 

[ q = ( 1 - 0 ) 411 - 13 + pF ( Wrnn¥ [ 1 – 11Wqxle ] ) , ( Equation 14 ) 
[ 0076 ] Where , F ( x ) = tan h ( x ) . F ( x ) may , however , be 
replaced by any other suitable nonlinear function or even 
made linear , such as F ( x ) = x , by replacing F in Equation 
14 with a constant , such as 1 . However , when the function 
is nonlinear , this may allow the combination to have the 
benefits of nonlinear analysis provided by the RNN , yet also 
have the benefits of linear analysis provided by the DyBM . 
For example , the solution provided by DyBM may never 
diverge , because it is linear , whereas a solution provided by 
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an RNN alone may not converge under certain conditions . 
Here , O < psl is the decay rate of the RNN , and may control 
the amount of memory in each unit of the RNN . In some 
embodiments , the RNN may be a reservoir computing 
network as such , the weight matrices Wrn and Win are 
initialized randomly . Wmn is initialized from a Gaussian 
distribution N ( 0 , 1 ) and Win is initialized from a Gaussian 
distribution N ( 0 , 0 . 1 ) . The sparsity of the RNN weight 
matrix can be controlled by the parameter o , and it is scaled 
to have a spectral radius of p < 1 . In some embodiments , the 
RNN weight matrix may be 80 % sparse , and may have a 
spectral radius of p = 0 . 95 . 
[ 0077 ] At S668 , the apparatus may determine whether a 
stopping condition is met . If the stopping condition is met , 
such as if a maximum number of iterations have been 
performed or the end of the time series is reached , then the 
operational flow is discontinued . If the stopping condition is 
not met , such as if a maximum number of iterations have not 
yet been performed or the end of the time series has not yet 
been reached , then the operational flow proceeds to S669 . 
[ 0078 ] At S669 , the apparatus may proceed to the next 
time frame , and the operational flow may return to operation 
S662 to perform the next iteration . In the next iteration , the 
current time frame becomes a previous time frame , and the 
subsequent time frame becomes the current time frame . 
[ 0079 ] The performance of embodiments of the apparatus 
have been evaluated by comparison with the best case 
settings of the standard Gaussian DyBM ( baseline ) on three 
synthetic data tasks , and a real data task of predicting 
monthly sunspot numbers . In all synthetic data cases , the 
maximum delay in the DyBM d was set equal to 2 , and the 
decay rate y was set to 0 . 2 . The learning operations used 
stochastic gradient descent with ADAGRAD optimization 
and L1 regularization . 
[ 0080 ] Synthetic Task 1 included the prediction of a one 
dimensional time - series X ( t ) = sin ( d . tw ) + e ( t ) . The frequency 
w = 1 / 200 , DyBM size N = 1 , e ( t ) is dependent Gaussian white 
noise . RNN size M varies as 10 , 50 , 100 , and 500 . 
[ 0081 ] Synthetic Task 2 : Predict a 50 dimensional time 
series X ( t ) . Where each dimension x = sin ( dzwt ) + e ( t ) , 
d = ( 1 , 2 , 3 , . . . , 50 ) . The frequency w = 1 / 200 , DyBM size 
N = 50 , e ( t ) is dependent Gaussian white noise . RNN size 
M = 300 . 
[ 0082 ] Synthetic Task 3 : Predict a 30th order nonlinear 
autoregressive moving average process ( NARMA - 30 ) 
X ( t ) — which takes as input a time - dependent random vari 
able Y ( t ) drawn uniformly from [ 0 , 0 . 5 ] , and its output 
depends nonlinearly on its own history as well as the history 
of Y ( t ) from 30 time steps in the past . Task 3 used the 
following equation : 

tasks , outperformed vector autoregression models in all 
tasks , and outperformed vector autoregression and LSTM 
( long short - term memory ) models , such as models based on 
Hochreiter , S . , and Schmidhuber , J . 1997 , Long short - term 
memory , Neural computation 9 ( 8 ) : 1735 - 1780 , in the real 
task . In performance testing , in terms of the average CPU 
time taken to execute a single training epoch on the monthly 
sunspot data prediction task , embodiments of the apparatus 
not only achieve comparable or improved performance over 
an LSTM , but also learn about 16 times faster than the 
LSTM model . As such , embodiments of the apparatus are 
highly scalable in an online learning environment , whereas 
LSTM models may have difficulty in any online learning 
environment . The VAR ( vector autoregressive ) model , as a 
standard multi - variate time - series learning model , which 
does not have any eligibility traces and hidden units , runs 
much faster , but with significantly lower predictive accu 
racy . 
0086 ] . FIG . 7 shows an exemplary hardware configuration 
of a computer configured to perform the foregoing opera 
tions , according to an embodiment of the present invention . 
A program that is installed in the computer 700 can cause the 
computer 700 to function as or perform operations associ 
ated with apparatuses of the embodiments of the present 
invention or one or more sections ( including modules , 
components , elements , etc . ) thereof , and / or cause the com 
puter 700 to perform processes of the embodiments of the 
present invention or steps thereof . Such a program may be 
executed by the CPU 700 - 12 to cause the computer 700 to 
perform certain operations associated with some or all of the 
blocks of flowcharts and block diagrams described herein . 
10087 ) The computer 700 according to the present 
embodiment includes a CPU 700 - 12 , a RAM 700 - 14 , a 
graphics controller 700 - 16 , and a display device 700 - 18 , 
which are mutually connected by a host controller 700 - 10 . 
The computer 700 also includes input / output units such as a 
communication interface 700 - 22 , a hard disk drive 700 - 24 , 
a DVD - ROM drive 700 - 26 and an IC card drive , which are 
connected to the host controller 700 - 10 via an input / output 
controller 700 - 20 . The computer also includes legacy input / 
output units such as a ROM 700 - 30 and a keyboard 700 - 42 , 
which are connected to the input / output controller 700 - 20 
through an input / output chip 700 - 40 . 
10088 ] The CPU 700 - 12 operates according to programs 
stored in the ROM 700 - 30 and the RAM 700 - 14 , thereby 
controlling each unit . The graphics controller 700 - 16 obtains 
image data generated by the CPU 700 - 12 on a frame buffer 
or the like provided in the RAM 700 - 14 or in itself , and 
causes the image data to be displayed on the display device 
700 - 18 . 
[ 0089 ] The communication interface 700 - 22 communi 
cates with other electronic devices via a network 700 - 50 . 
The hard disk drive 700 - 24 stores programs and data used by 
the CPU 700 - 12 within the computer 700 . The DVD - ROM 
drive 700 - 26 reads the programs or the data from the 
DVD - ROM 700 - 01 , and provides the hard disk drive 700 - 24 
with the programs or the data via the RAM 700 - 14 . The IC 
card drive reads programs and data from an IC card , and / or 
writes programs and data into the IC card . 
[ 0090 ] The ROM 700 - 30 stores therein a boot program or 
the like executed by the computer 700 at the time of 
activation , and / or a program depending on the hardware of 
the computer 700 . The input / output chip 700 - 40 may also 
connect various input / output units via a parallel port , a serial 

xf = ( Equation 15 ) 

0 . 24 + 1 + 0 . 0046 - x = + 5 ) + 1 . 5a - 20 / ds - + + 0 . 01 
[ 0083 ] DyBM size was N = 1 , and RNN size was M = 100 . 
[ 0084 ] Real Task : Predict the monthly sunspot number 
according to the historic benchmark collected in Zurich from 
January 1749 to December 1983 . DyBM size was N = 1 , and 
RNN size was M = 50 . 
[ 0085 ] Embodiments of the apparatus outperformed a 
standard Gaussian DyBM significantly in all three synthetic 
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port , a keyboard port , a mouse port , and the like to the 
input / output controller 700 - 20 . 
[ 0091 ] A program is provided by computer readable media 
such as the DVD - ROM 700 - 01 or the IC card . The program 
is read from the computer readable media , installed into the 
hard disk drive 700 - 24 , RAM 700 - 14 , or ROM 700 - 30 , 
which are also examples of computer readable media , and 
executed by the CPU 700 - 12 . The information processing 
described in these programs is read into the computer 700 , 
resulting in cooperation between a program and the above 
mentioned various types of hardware resources . An appara 
tus or method may be constituted by realizing the operation 
or processing of information in accordance with the usage of 
the computer 700 
[ 0092 ] For example , when communication is performed 
between the computer 700 and a external device , the CPU 
700 - 12 may execute a communication program loaded onto 
the RAM 700 - 14 to instruct communication processing to 
the communication interface 700 - 22 , based on the process 
ing described in the communication program . The commu 
nication interface 700 - 22 , under control of the CPU 700 - 12 , 
reads transmission data stored on a transmission buffering 
region provided in a recording medium such as the RAM 
700 - 14 , the hard disk drive 700 - 24 , the DVD - ROM 700 - 01 , 
or the IC card , and transmits the read transmission data to 
network 700 - 50 or writes reception data received from 
network 700 - 50 to a reception buffering region or the like 
provided on the recording medium . 
[ 0093 ] In addition , the CPU 700 - 12 may cause all or a 
necessary portion of a file or a database to be read into the 
RAM 700 - 14 , the file or the database having been stored in 
an external recording medium such as the hard disk drive 
700 - 24 , the DVD - ROM drive 700 - 26 ( DVD - ROM 700 - 01 ) , 
the IC card , etc . , and perform various types of processing on 
the data on the RAM 700 - 14 . The CPU 700 - 12 may then 
write back the processed data to the external recording 
medium . 
[ 0094 ] Various types of information , such as various types 
of programs , data , tables , and databases , may be stored in the 
recording medium to undergo information processing . The 
CPU 700 - 12 may perform various types of processing on the 
data read from the RAM 700 - 14 , which includes various 
types of operations , processing of information , condition 
judging , conditional branch , unconditional branch , search / 
replace of information , etc . , as described throughout this 
disclosure and designated by an instruction sequence of 
programs , and writes the result back to the RAM 700 - 14 . In 
addition , the CPU 700 - 12 may search for information in a 
file , a database , etc . , in the recording medium . For example , 
when a plurality of entries , each having an attribute value of 
a first attribute is associated with an attribute value of a 
second attribute , are stored in the recording medium , the 
CPU 700 - 12 may search for an entry matching the condition 
whose attribute value of the first attribute is designated , from 
among the plurality of entries , and reads the attribute value 
of the second attribute stored in the entry , thereby obtaining 
the attribute value of the second attribute associated with the 
first attribute satisfying the predetermined condition . 
[ 0095 ] The above - explained program or software modules 
may be stored in the computer readable media on or near the 
computer 700 . In addition , a recording medium such as a 
hard disk or a RAM provided in a server system connected 
to a dedicated communication network or the Internet can be 

used as the computer readable media , thereby providing the 
program to the computer 700 via the network . 
[ 0096 ] The present invention may be a system , a method , 
and / or a computer program product . The computer program 
product may include a computer readable storage medium 
( or media ) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention . 
[ 0097 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e . g . , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0098 ] Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0099 ] Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , or 
either source code or object code written in any combination 
of one or more programming languages , including an object 
oriented programming language such as Smalltalk , C + + or 
the like , and conventional procedural programming lan 
guages , such as the “ C ” programming language or similar 
programming languages . The computer readable program 
instructions may execute entirely on the user ' s computer , 
partly on the user ' s computer , as a stand - alone software 
package , partly on the user ' s computer and partly on a 
remote computer or entirely on the remote computer or 
server . In the latter scenario , the remote computer may be 



US 2018 / 0268285 A1 Sep . 20 , 2018 

connected to the user ' s computer through any type of 
network , including a local area network ( LAN ) or a wide 
area network ( WAN ) , or the connection may be made to an 
external computer ( for example , through the Internet using 
an Internet Service Provider ) . In some embodiments , elec 
tronic circuitry including , for example , programmable logic 
circuitry , field - programmable gate arrays ( FPGA ) , or pro 
grammable logic arrays ( PLA ) may execute the computer 
readable program instructions by utilizing state information 
of the computer readable program instructions to individu 
alize the electronic circuitry , in order to perform aspects of 
the present invention . 
[ 0100 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0101 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
0102 ] The computer readable program instructions may 

also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0103 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the block may occur out of the order noted 
in the figures . For example , two blocks shown in succession 
may , in fact , be executed substantially concurrently , or the 
blocks may sometimes be executed in the reverse order , 
depending upon the functionality involved . It will also be 
noted that each block of the block diagrams and / or flowchart 
illustration , and combinations of blocks in the block dia - 
grams and / or flowchart illustration , can be implemented by 

special purpose hardware - based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions . 
[ 0104 ] While the embodiments of the present invention 
have been described , the technical scope of the invention is 
not limited to the above described embodiments . It is 
apparent to persons skilled in the art that various alterations 
and improvements can be added to the above - described 
embodiments . It is also apparent from the scope of the 
claims that the embodiments added with such alterations or 
improvements can be included in the technical scope of the 
invention . 
[ 0105 ] The operations , procedures , steps , and stages of 
each process performed by an apparatus , system , program , 
and method shown in the claims , embodiments , or diagrams 
can be performed in any order as long as the order is not 
indicated by “ prior to , ” “ before , ” or the like and as long as 
the output from a previous process is not used in a later 
process . Even if the process flow is described using phrases 
such as “ first ” or “ next ” in the claims , embodiments , or 
diagrams , it does not necessarily mean that the process must 
be performed in this order . 
[ 0106 ] As made clear from the above , the embodiments of 
the present invention can be used to realize cloud service 
utilization . 

1 . A computer program product including one or more 
computer readable storage mediums collectively storing 
program instructions that are executable by a computer to 
cause the computer to perform operations comprising : 

providing an input to a first neural network including a 
plurality of first parameters ; and 

updating at least one first parameter based on an output 
from a recurrent neural network provided with the 
input , the recurrent neural network including a plurality 
of second parameters . 

2 . The computer program product according to claim 1 , 
wherein the first neural network includes 

a plurality of layers of nodes among a plurality of nodes , 
each layer sequentially forwarding values of a time 
frame of the input , the plurality of layers of nodes 
including 

a first layer of a plurality of input nodes among the 
plurality of nodes , the input nodes receiving values of 
a current time frame of the input , and 

a plurality of intermediate layers , each node in each 
intermediate layer forwarding a value to a node in a 
subsequent or shared layer , and 

a plurality of weight values among the plurality of first 
parameters , each weight value to be applied to each 
value in the corresponding node to obtain a value 
propagating from a pre - synaptic node to a post - synaptic 
node . 

3 . The computer program product according to claim 1 , 
wherein the at least one first parameter includes a bias 
parameter . 

4 . The computer program product according to claim 1 , 
wherein the operations further comprise initializing the 
plurality of first parameters to zero . 

5 . The computer program product according to claim 1 , 
wherein the operations further comprise estimating a mean 
of the current time frame of the input using a conditional 
probability density of the input , wherein a current time 
frame of the input is assumed to have a Gaussian distribu 
tion . 
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6 . The computer program product according to claim 5 , 
wherein the updating includes learning the first parameters , 
a standard deviation of the current time frame of the input , 
and a plurality of output weight values of the output from the 
recurrent neural network . 

7 . The computer program product according to claim 6 , 
wherein the operations further comprise updating a plurality 
of eligibility traces and a plurality of first - in - first - out ( FIFO ) 
queues . 

8 . The computer program product according to claim 7 , 
wherein the operations further comprise evaluating a learn 
ing objective of the first neural network . 

9 . A computer program product including one or more 
computer readable storage mediums collectively storing 
program instructions that are executable by a computer to 
cause the computer to perform operations comprising : 

providing an input to a recurrent neural network ( RNN ) 
including a plurality of second parameters ; and 

updating the plurality of second parameters based on a 
learning objective of a first neural network provided 
with the input . 

10 . The computer program product according to claim 9 , 
wherein the operations further comprise updating a state of 
the RNN using a nonlinear function . 

11 . The computer program product according to claim 9 , 
wherein the operations further comprise updating a state of 
the RNN based on a feature mapping of a history of the RNN 
and a current time frame of the input . 

12 . The computer program product according to claim 9 , 
wherein updating the plurality of second parameters 
includes updating a plurality of output weights . 

13 . The computer program product according to claim 9 , 
wherein the operations further comprise initializing a plu 
rality of input weights of the RNN and a plurality of RNN 
weights of the RNN randomly . 

14 . The computer program product according to claim 13 , 
wherein the updating the plurality of second parameters 
includes maintaining the plurality of input weights of the 
RNN and a plurality of RNN weights of the RNN . 

15 . - 20 . ( canceled ) 
* * * * * 


