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SYSTEM AND METHOD FOR AUGMENTED 
REALITY MULTI - VIEW TELEPRESENCE 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 16 / 894,603 , filed Jun . 5 , 2020 and 
entitled “ System and Method for Augmented Reality Multi 
View Telepresence , ” which is hereby incorporated by ref 
erence in its entirety and which is a continuation of U.S. 
patent application Ser . No. 15 / 752,239 , filed Feb. 12 , 2018 
and entitled “ System and Method for Augmented Reality 
Multi - View Telepresence , ” now U.S. Pat . No. 10,701,318 , 
issued Jun . 30 , 2020 , which is hereby incorporated by 
reference in its entirety and which is a national stage 
application under 35 U.S.C. § 371 of International Appli 
cation No. PCT / US2016 / 046848 , filed Aug. 12 , 2016 and 
entitled “ System and Method for Augmented Reality Multi 
View Telepresence , ” which claims benefit under 35 U.S.C. 
$ 119 ( e ) from U.S. Provisional Patent Application No. 
62 / 205,487 , filed Aug. 14 , 2015 and entitled “ System and 
Method for Augmented Reality Multi - View Telepresence . " 

FIELD 

[ 0002 ] This present disclosure relates to information shar 
ing among users with the use of augmented reality ( AR ) 
systems , such as head mounted displays ( HMDs ) , tablets , 
mobile phones , smart phones , projectors , and the like . 

BACKGROUND 

[ 0003 ] Videoconferencing and telepresence solutions are 
becoming more and more important in supporting environ 
mentally friendly and efficient ways of work and life . It is 
common for multiple parties to each have a camera / monitor 
setup in order to communicate via the internet or mobile 
network . Furthermore , designated telepresence rooms may 
have multiple camera / monitor displays in order to commu 
nicate with numerous parties in separate locations . However , 
current telepresence systems only offer poor support for 
spatial properties of a physical meeting , e.g. eye contact and 
viewpoints ( lines - of - sight ) between multiple participants . 
Another issue with current telepresence systems is incon 
sistency of geometries across meeting sites . In a physical 
meeting around a table , the same geometry is shared 
between all participants or groups of participants in the 
meeting room . A problem in many teleconferencing systems 
is that the users ' perceptions of the ( virtual ) meeting geom 
etry are not the same across different meeting sites . This 
occurs for example when the displays showing remote 
participants are arranged in a lined - up fashion . Respectively , 
local participants at each site deviate from this lined - up 
geometry , which results in having different meeting geom 
etries across sites . 

[ 0005 ] One embodiment takes the form of a method that 
includes obtaining a session geometry of a multi - location 
telepresence session that includes a first - location participant 
at a first location and a second - location participant at a 
second location . The first location has a plurality of first 
location cameras and a plurality of first - location display 
segments , and the second location has a plurality of second 
location cameras and a plurality of second - location display 
segments . As used herein , the term display segments 
includes but is not limited to tessellated ( i.e. , tiled ) display 
segments ( e.g. , hardware displays beside one other ) as well 
as sliding and even overlapping display segments ( e.g. , on a 
multi - view display ) ; in general , display segments can be 
separate devices and / or separate ( even overlapping ) regions 
of the same device , or some combination thereof . The 
method also includes selecting , according to the session 
geometry , a first - to - second - viewpoint second - location cam 
era from the plurality of second - location cameras . The 
method also includes selecting , according to the session 
geometry , a first - to - second - viewpoint first - location display 
segment from the plurality of first - location display seg 
ments . The method also includes receiving a first - to - second 
viewpoint video stream captured by the selected first - to 
second - viewpoint second - location camera . The method also 
includes generating a line - of - sight augmented reality expe 
rience for the multi - location telepresence session at least in 
part by rendering the received first - to - second - viewpoint 
video stream via the selected first - to - second - viewpoint first 
location display segment . 
[ 0006 ] In at least one embodiment , obtaining the session 
geometry comprises assigning at least part of the session 
geometry . 
[ 0007 ] In at least one embodiment , obtaining the session 
geometry comprises receiving at least part of the session 
geometry . 
[ 0008 ] In at least one embodiment , at least one of the 
cameras in the combined pluralities of first - location cameras 
and second - location cameras is a monoscopic camera . 
[ 0009 ] In at least one embodiment , at least one of the 
cameras in the combined pluralities of first - location cameras 
and second - location cameras is a stereoscopic camera . 
[ 0010 ] In at least one embodiment , a first - location head 
mounted augmented - reality device includes the selected 
first - to - second - viewpoint first - location display segment . 
[ 0011 ] In at least one embodiment , at least two of the 
first - location display segments in the plurality of first 
location display segments are on two separate respective 
display devices at the first location . 
[ 0012 ] In at least one embodiment , the method also 
includes generating a virtual meeting space that reflects the 
session geometry ; in at least one such embodiment , render 
ing the received first - to - second - viewpoint video stream 
includes rendering the received first - to - second - viewpoint 
video stream as appearing in the virtual meeting space . 
[ 0013 ] In at least one embodiment , the method also 
includes identifying , according to the session geometry , a 
first - to - second viewing orientation of the first - location par 
ticipant with respect to the second - location participant ; in at 
least one such embodiment , selecting the first - to - second 
viewpoint second - location camera from the plurality of 
second - location cameras according to the session geometry 
includes determining that , among the second - location cam 
eras in the plurality of second - location cameras , a given 
second - location camera most closely bears the identified 

SUMMARY 

[ 0004 ] Embodiments described in this disclosure relate to 
a new immersive multiparty telepresence system based on 
AR technologies . In some embodiments , the techniques 
disclosed herein provide a means for assigning a virtual 
geometry to a virtual meeting space , along with various 
techniques of capturing participant location , and displaying 
remote video feeds received from remote participants . 
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first - to - second viewing orientation to the second participant ; 
and designating the given second - location camera as being 
the selected first - to - second - viewpoint second - location cam 
era ; moreover , in at least one such embodiment , selecting the 
first - to - second - viewpoint first - location display segment 
from the plurality of first - location display segments accord 
ing to the session geometry includes determining that , 
among the first - location display segments in the plurality of 
first - location display segments , a given first - location display 
segment is the one to which the first participant most closely 
bears the identified first - to - second - viewing orientation , and 
designating the given first - location display segment as being 
the selected first - to - second - viewpoint first - location display 
segment . 
[ 0014 ] In at least one embodiment , the method also 
includes selecting , according to the session geometry and 
from the plurality of first - location cameras , a second - to 
first - viewpoint first - location camera that bears substantially 
the same orientation to the first - location participant as the 
selected first - to - second - viewpoint first - location display seg 
ment bears to the first - location participant ; and capturing a 
second - to - first - viewpoint video stream of the first partici 
pant using the selected second - to - first - viewpoint first - loca 
tion camera ; in at least one such embodiment , generating the 
line - of - sight augmented - reality experience for the multi 
location telepresence session further includes transmitting 
the captured second - to - first - viewpoint video stream to the 
second location for rendering via a second - location display 
segment that bears substantially the same orientation to the 
second - location participant as the selected first - to - second 
viewpoint second - location camera bears to the second 
location participant . 
[ 0015 ] In at least one embodiment , the method also 
includes cropping the captured second - to - first - viewpoint 
video stream to substantially display a head ( e.g. , a head and 
shoulders ) of the first participant prior to transmitting the 
captured second - to - first - viewpoint video stream to the sec 
ond location . 
[ 0016 ] In at least one embodiment , the method also 
includes selecting , according to the session geometry and 
from the plurality of first - location cameras , a respective 
other - to - first - viewpoint first - location camera for each of one 
or more other location participants at respective other loca 
tions ; and capturing a respective other - to - first - viewpoint 
video stream of the first participant using each of the one or 
more selected other - to - first - viewpoint first - location cam 
eras ; in at least one such embodiment , generating the line 
of - sight augmented - reality experience for the multi - location 
telepresence session further includes transmitting each 
respective captured other - to - first - viewpoint video stream to 
the corresponding other location for rendering via a respec 
tive other location display segment that bears substantially 
the same orientation to the respective other location partici 
pant as the first participant bears to the corresponding 
respective other - to - first - viewpoint first - location camera . 
[ 0017 ] In at least one embodiment , the method also 
includes selecting , according to the session geometry and 
from the plurality of first - location display segments , a 
respective first - to - other - viewpoint first - location display seg 
ment for each other - location participant , where each selected 
first - to - other - viewpoint first - location display segment bears 
substantially the same orientation to the first participant as 
the selected other - to - first - viewpoint first - location camera 
associated with the same other - location participant bears to 

the first participant ; and receiving a respective first - to - other 
viewpoint video stream from each other location participant , 
each received first - to - other - viewpoint video stream having 
been captured from a first - to - other - viewpoint other - location 
camera that bears substantially the same orientation to the 
corresponding other participant as the first participant bears 
to the corresponding first - to - other - viewpoint first - location 
display segment ; in at least one such embodiment , generat 
ing the line - of - sight augmented - reality experience for the 
multi - location telepresence session further includes render 
ing the corresponding received first - to - other - viewpoint 
video streams via the corresponding selected first - to - other 
viewpoint first - location display segments . 
[ 0018 ] In at least one embodiment , the first location com 
prises a wall on which the first - location cameras in the 
plurality of first - location cameras are mounted . 
[ 0019 ] Another embodiment takes the form of a head 
mounted augmented - reality device that includes a display 
comprising a plurality of plurality of first - location display 
segments ; a processor ; and data storage containing instruc 
tions executable by the processor for causing the head 
mounted augmented - reality device to carry out functions 
including : obtaining a session geometry of a multi - location 
telepresence session that includes a first - location participant 
wearing the head - mounted augmented - reality device at a 
first location , the first location having a plurality of first 
location cameras , the multi - location telepresence session 
further including a second - location participant at a second 
location , the second location having a plurality of second 
location cameras and a plurality of second - location display 
segments ; selecting , according to the session geometry , a 
first - to - second - viewpoint second - location camera from the 
plurality of second - location cameras ; selecting , according to 
the session geometry , a first - to - second - viewpoint first - loca 
tion display segment from the plurality of first - location 
display segments ; receiving a first - to - second - viewpoint 
video stream captured by the selected first - to - second - view 
point second - location camera , and generating a line - of - sight 
augmented - reality experience for the multi - location telep 
resence session at least in part by rendering the received 
first - to - second - viewpoint video stream via the selected first 
to - second - viewpoint first - location display segment . More 
over , any of the variations discussed herein with respect to 
any method embodiments apply as well to any system and / or 
apparatus embodiments , and vice versa . 
[ 0020 ] In at least one embodiment , a new telepresence 
system provides a virtual round table meeting between 
multiple meeting sites and participants . The users ' spatial 
awareness of each other is supported by providing virtual 
line - of - sight between each and every user . The system 
decides on the geometry of the virtual setup based on the 
number of meeting sites and the positions of the participants . 
All meeting participants perceive substantially the same 
virtual geometry . In at least one embodiment , the users wear 
augmented reality ( AR ) glasses to see their remote counter 
parts augmented in their virtual but realistic positions . In 
some embodiments , " actual positions ” ( i.e. , relative posi 
tions in each of their respective meeting rooms ) of users are 
detected by tracking a set of AR markers or fiducials . 
Natural and / or virtual viewpoints may be provided by a 
dense array of wide - angle cameras , whose position is known 
with respect to the markers , and thus their orientation to the 
users . The system selects the opposite two cameras that fall 
on the line - of - sight between two remote users , crops the 
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head and shoulders view of their panorama views , and sends 
the cropped view to the other end to be augmented . The 
system supports a variable number of meeting sites and 
users , as well as users ' mobility within the room . As an 
option , the concept can be implemented in Virtual Reality 
( by VR glasses ) or by using multi - user 3D displays . Thus , 
users ' respective " actual positions ” in practice are their 
respective relative positions in each of their respective 
meeting rooms . Further , in at least one embodiment , this 
positioning / tracking is made by AR glasses . In some 
embodiments , users ' geographic ( world coordinate ) posi 
tions ( derived , e.g. , by GPS and / or extended GPS can be 
used as part of forming the virtual geometry . 
[ 0021 ] In at least one embodiment , a new augmented 
reality based telepresence system which mimics a physical 
meeting between multiple meeting sites and participants is 
disclosed . 
[ 0022 ] In at least one embodiment , each remote party is 
represented by a separate proxy in a local meeting space . 
The basic element of a proxy is a dedicated wide - angle 
camera acting as the remote user's eyes , and defining an area 
to augment their facial videos . In some embodiments , num 
ber of cameras depends linearly on the maximum number of 
meeting participants . In some embodiments , proxy cameras 
are assembled on the wall or in a frame in a linear or arc 
formation . 
[ 0023 ] In some embodiments , the system decides on the 
allocation of proxy cameras based on the number of meeting 
sites and the actual positions of the participants . In some 
embodiments , camera positions are known with respect to a 
set graphical markers or fiducials . 
[ 0024 ] In some embodiments , the actual user positions are 
detected by tracking the above set of AR markers by each 
user's HMD camera . In some embodiments , remote partici 
pants ' views are allocated on the assembly of wide - angle 
proxy cameras . In some embodiments , each local partici 
pant's orientation with respect to proxies is known by the 
system . 
[ 0025 ] In some embodiments , using the knowledge of 
users ' positions , the system crops the head and shoulders 
view of users ' panorama views , and sends them to the other 
sites to be augmented . In some embodiments , the remote 
persons are augmented on the allocated camera positions 
from individual viewpoints for each local user . In some 
embodiments , the users wear AR glasses to see their remote 
counterparts augmented at the positions defined by their 
proxy ( chosen camera location in local space ) . 
[ 0026 ] In some embodiments , the system supports a vari 
able number of meeting sites and users , as well as users ' 
mobility within the room . 

[ 0031 ] FIG . 5 depicts a virtual meeting as a virtual round 
table arrangement . 
[ 0032 ] FIG . 6 depicts a plan view of a virtual layout with 
supported lines - of - sight for a meeting between five partici 
pants on three sites , in accordance with at least one embodi 
ment . 
[ 0033 ] FIG . 7 depicts an example of lines - of - sight in 
virtual geometry for 8 participants ( cf. 8 corners ) in three 
meeting sites ( cf. ovals ) , in accordance with at least one 
embodiment . 
[ 0034 ] FIG . 8 depicts a method of determining the number 
of augmented lines - of - sight , in accordance with at least one 
embodiment . 
[ 0035 ] FIG . 9 is a flow chart illustrating a process for 
defining virtual geometry , in accordance with at least one 
embodiment . 
[ 0036 ] FIG . 10 depicts a process for serving users using 
the defined meeting geometries in each terminal , in accor 
dance with at least one embodiment . 
[ 0037 ] FIG . 11 depicts an example system architecture of 
a telepresence system , in accordance with at least one 
embodiment . 
[ 0038 ] FIG . 12 depicts various examples of multi - screen 
mosaics / tessellations , e.g. for multi - user displays . 
[ 0039 ] FIG . 13 depicts an example of an AR proxy meet 
ing between three sites from the perspective of two local 
participants , in accordance with at least one embodiment . 
[ 0040 ] FIG . 14 depicts an example of a proxy - based 
teleconference with 5 participants at 3 meeting sites , in 
accordance with at least one embodiment . 
[ 0041 ] FIG . 15 depicts an example of real - time telepres 
ence using omni - directional 3D capture . 
[ 0042 ] FIG . 16 depicts a typical 3D telepresence situation 
with a system using multiple 3D sensors to capture a remote 
scene . 
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[ 0043 ] FIG . 17 depicts an embodiment where the multi 
sensor captured 3D point - cloud is filtered , segmented , 
coded , and sent to the receiving side to be fitted with a 
surface and texture . 
[ 0044 ] FIG . 18 depicts a simplified schema of a free 
viewpoint telepresence system using on - demand perspec 
tives , in accordance with at least one embodiment . 
[ [ 0045 ] FIG . 19 depicts a method for forming and dispatch 
ing perspective video , in accordance with at least one 
embodiment . 
[ 0046 ] FIG . 20 is a flow chart of a method for a telepres 
ence session , in accordance with at least one embodiment . 
[ 0047 ] FIG . 21 illustrates an exemplary wireless transmit / 
receive unit ( WTRU ) that may be employed as a client 
device in some embodiments . 
[ 0048 ] FIG . 22 illustrates an exemplary network entity 
that may be employed as a session control module in some 
embodiments . 
[ 0049 ] FIG . 23 is a flow chart of a method , in accordance 
with at least one embodiment . 
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BRIEF DESCRIPTION OF THE DRAWINGS 

DETAILED DESCRIPTION 

[ 0027 ] FIG . 1 depicts participants in a physical meeting , in 
which participants see the same counterparties from differ 
ent viewpoints . 
[ 0028 ] FIGS . 2A , 2B depict examples of horizontal and 
vertical parallax , respectively . 
[ 0029 ] FIG . 3 is a plan view of an example of a telepres 
ence system bringing remote participants to each meeting 
site as proxies or surrogates . 
[ 0030 ] FIG . 4 depicts an example of a local meeting site 
with four participants , in accordance with at least one 
embodiment . 

[ 0050 ] FIG . 1 depicts participants in a physical meeting , in 
which participants see the same counterparties from differ 
ent view - points . Eye contact is known to help communica 
tion e.g. by expressing emotions , indicating turn taking , and 
building trust between participants . Eye contact is a result of 
gazing in 3D space , and supporting spatiality helps to 
understand and memorize a message , and builds awareness 
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ticipants a sensation of a meeting around a physical meeting 
table . The number of local participants can vary , as well as 
the number of meeting sites . Furthermore , some embodi 
ments support motion of participants throughout the room . 
The system decides an optimal virtual geometry between the 
physical meeting sites so that the participants in each 
meeting site have virtual lines - of - sight to each other . 
[ 0056 ] Generally , teleconferencing systems bring the vid 
eo ( s ) from the remote meeting site ( s ) and their people to one 
or several displays in the local meeting room . Often , only 
one camera per meeting site is used , which results with 
distortions , so that the facial or eye directions of the remote 
participants do not correspond to those of a physical meeting 
( due to " shared eyes " or view - points ) . 
[ 0057 ] A way to approach a physical meeting situation is 
to represent each remote participant with a separate elec 
tronic representative ( proxy or surrogate ) in each local 
meeting space , as if those people would be present in the 
local space . This electronic surrogate consists of a video 
display attached with a camera ( to replace remote partici 
pant's face and eyes ) , a microphone , and a loudspeaker . Also 
mobile robots ( even human - like ) have been suggested for 
such a surrogate . The approach tackles to some extent the 
horizontal parallax error caused by several people using the 
same few cameras . 

a 

about the identities , roles , actions , and information flow 
between participants . Imperfect eye contact is one reason 
why videoconferencing systems lack the naturalness of 
face - to - face meetings . Eye contact is disturbed by parallax 
distortions , both in horizontal and vertical directions . 
[ 0051 ] Horizontal distortion can stem from the fact that 
typically one or at most only few cameras are being used for 
replacing the eyes of all remote participants in the meeting 
( e.g. videoconferencing on a laptop PC ) . This means rel 
egating at least some users ' viewpoints to sub - optimal 
directions . This distortion can be reduced by an increased 
number of cameras being placed into correct positions . An 
example of horizontal distortion is depicted in FIG . 2A . 
Shown in FIG . 2A is a viewpoint from a local participant to 
a screen . The man on the screen is supposed to be looking 
directly at the viewpoint of the local participant ; however , 
due to the horizontal parallax , it appears the man on the 
screen is looking off to the local participant's right . 
[ 0052 ] Vertical parallax distortion on the other hand often 
stems from the displacement of a camera ( remote partici 
pant's eyes ) from his / her faces on the display . When the 
remote participant looks to the eyes on the display , he / she 
looks away from the camera ( located typically over the 
display ) . An example of vertical parallax is depicted in FIG . 
2B . As shown in FIG . 2B , the woman is staring at the face 
on the screen ; however , since the camera is on the top of the 
screen , it will appear as if she is looking down . 
[ 0053 ] A well - known way of supporting eye contact and 
spatial awareness is to bring the remote participants as 
electronic proxies or surrogates to each meeting room , as 
described in Buxton , W. , Sellen , A. & Sheasby , M. ( 1997 ) , 
“ Interfaces for multiparty videoconferencing ” , In K. Finn , 
A. Sellen & S. Wilber ( Eds . ) . Video Mediated Communi 
cation . Hillsdale , N.J .: Erlbaum , 1997 , pp . 385-400 . All 
these surrogates are equipped with their own camera , dis 
play , microphone and speaker , and act as physical replace 
ments of remote participants . These surrogates are usually 
positioned freely at each meeting room , leading to possible 
geometry mismatch ; although users may perceive direct eye 
contact correctly when using proxy - based systems , other 
directions are ambiguous . 
[ 0054 ] FIG . 3 is an example of a telepresence system 
bringing remote participants to each meeting site as proxies 
or surrogates ( with a dedicated camera , display , microphone 
and speaker ) . In some embodiments , a selected - in - advance 
maximum number of proxies is used and allocated for users 
according to a rule ( i.e. , it may be the case that not all proxies 
are always in use ) . In embodiments in which AR glasses , 
HMDs , and the like are used for displays , remote users ( i.e. , 
their eyes ) , can be augmented on the camera , thus avoiding 
parallax problems that can arise in other implementations . 
Unlike in a meeting around the same table ( as in FIG . 1 ) , 
meeting geometry is not the same across meeting sites and 
participants . Direct eye - contact is perceived but other direc 
tions are ambiguous . In addition to restricting users ' free 
dom of choice , this approach is particularly challenging 
when the number of participants varies e.g. during the 
meeting . Embodiments discussed herein provide a consis 
tent meeting geometry for a flexible number and placement 
of meeting participants , thus meeting the prerequisite of 
consistent perception of space and eye - directions between 
participants . 
[ 0055 ] Among other aspects , this disclosure describes 
embodiments of a new telepresence system providing par 

Defining the Virtual Meeting Geometry 
[ 0058 ] In some embodiments , in order for the system to 
define a virtual meeting geometry , information regarding the 
number of meeting sites , the number of participants in each 
meeting site , and the position of each participant in each 
meeting site must be known . In some embodiments , partici 
pants wear augmented reality Head - Mounted Displays 
( HMDs ) or glasses ( either optical or video see - through ) with 
an embedded camera . This camera locates each user with 
respect to one or more fiducials ( visual markers or natural 
images ) , which in the exemplary setup are attached on a 
nearby wall . Combining this information , the system also 
has information regarding the local users ' positions with 
respect to each other , and therefore can detect if and when 
users within the same local meeting site change positions . In 
at least one embodiment , detecting when two local users 
change position in a meeting site relative to the wall causes 
the system to swap or otherwise change the users ' locations 
in the augmented displays of remote users in the external 
meeting sites . 
[ 0059 ] In some embodiments , participant position is cap 
tured by detecting and tracking the visual markers from 
HMD videos . However , other embodiments utilize other 
methods of obtaining participant position , such as proximity 
sensors or 3D sensors / depth cameras . 
[ 0060 ] In some embodiments , the system detects users 
entering and leaving the meeting according to user input or 
detection . In some embodiments , the system connects and 
disconnects users as they enter or leave the meeting . 
[ 0061 ] In addition to the visual markers , in an embodi 
ment , a horizontal array of wide - angle cameras is located on 
the wall , in relation to the markers , at an average eye - level 
of a sitting person ( approximately 125 cm above the floor 
level ) . In an embodiment , the distance of the neighboring 
cameras is dense enough to provide separate virtual lines 
of - sight to all remote participants in the configurations being 
supported ( limited by some maximum number of sites and 
participants ) . In some embodiments , the number of wide 
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angle cameras on the wall is much larger than the number of 
remote participants . In at least one embodiment , a great 
flexibility is estimated to be achieved e.g. by a 2.5 m long 
array of cameras , 10 cm apart of each other ( a total of 26 
cameras ) . This embodiment is illustrated in FIG . 4 showing 
an example of a meeting site with four participants . In 
embodiments where there is a larger array of cameras , there 
is an advantage over currently known systems in that the 
system supports spatiality and individual lines - of - sight in a 
very flexible and economic way . The flexibility includes the 
ability for participants to choose one's sitting point freely , 
and allowing participant mobility inside the meeting room . 
In order to support the free sitting order or even mobility of 
the participants , the image of each user ( e.g. a head - only or 
head - and shoulders view ) may be cropped from the wide 
angle view of the best matching camera . This is possible , as 
the system has information regarding the user locations at 
each moment , i.e. the positions of the user's HMD cameras 
with respect to the used marker and camera setup . 
[ 0062 ] In some embodiments , the cameras on the wall 
include wide - angle video cameras which capture user video . 
In some embodiments , 3D reconstruction can be performed 
using 3D sensors , e.g. a number of depth sensors ( RGB - D or 
Time of Flight ( TOF ) ) . In some embodiments , 3D sensors are 
used to form a real - time 3D model of the meeting site . In 
some embodiments , 3D reconstruction is performed by 
capturing a meeting site with an array of video cameras and 
forming a real - time 3D model of the meeting site based on 
the video data captured by the video cameras . 
[ 0063 ] In at least one embodiment , as depicted by FIG . 5 , 
the system arranges the meeting sites in a virtual round table 
arrangement , optimizing the overall spatial distribution for 
users ' visibility to each other . As in the physical world , it is 
generally beneficial to keep the layout ( e.g. the size of a 
shared virtual table ) as small as possible . In some embodi 
ments , users select their sitting place , which leaves the 
system only the optimization of the mutual virtual orienta 
tion of the physical meeting sites . Optimization here 
includes “ moving around ” the local rigid sets of users , the 
number of sets being the number of meeting sites . In at least 
one embodiment , the number of sites ( and people's locations 
in them ) suggests a basic virtual geometry to be used , e.g. 
three sites with participants in a row suggest a basic shape 
of a triangle . If the local participants are sitting more in an 
arc form , the basic shape of a circle is a better choice . FIG . 
6 depicts a virtual layout with supported lines - of - sight for a 
meeting between five participants on three sites . The opti 
mization resulted with a virtual meeting geometry where the 
participants ( illustrated as dots ) are arranged in a circle form 
( illustrated as a dashed circle ) . The room walls with camera 
arrays are shown by dashed lines . The shaded triangle in the 
middle may be used as virtual space between real physical 
spaces . As the system defined its dimensions , “ virtual physi 
cal ” positions of all participants are known and can be used 
for calculating the view - points . A basic assumption for the 
virtual meeting geometry is that the average distance 
between neighboring local participants applies also cross the 
sites , between the virtually neighboring participants ( be 
tween participants sitting “ next to each other ” at the end of 
each row in two different meeting spaces ) . 
[ 0064 ] In at least one embodiment , further optimization 
can be made by adjusting the actual form ( deviations from 
symmetry ) and size of the virtual geometry . A possible 
optimization step is that the average distance of each par 

ticipant from the virtual table’s circumference is minimized . 
Optimization according to embodiments disclosed herein 
should not be limited to an exact algorithm , but rather to 
basic mathematics and image processing algorithms ( geom 
etry , trigonometry , pattern matching , etc. ) . 
[ 0065 ] In some embodiments , the number , geometry , and 
other properties of the lines - of - sight between participants 
are used in determining a virtual meeting geometry . The 
number of line - of - sights between N participants can be 
derived using , e.g. , Metcalfe's law , stating that the number 
of connecting lines is Cr- ( NP - N ) / 2 . An example virtual 
meeting space is depicted by FIG . 7. For 8 participants 
( represented as corners of the octagon as shown in FIG . 7 ) 
C8 = 28 . As local participants in a common meeting site can 
see each other directly ( e.g. in augmented reality embodi 
ments wherein each participant has a see - through HMD ) , the 
amount of lines - of - sight to be supported by the augmenta 
tion can be reduced . FIG . 8 depicts a method 800 of 
calculating the number of augmented lines - of - sight . As 
shown in FIG . 8 , at step 802 , the total number of connections 
between all participants ( whether local or remote ) is calcu 
lated , perhaps using Metcalfe's law . In step 804 , the con 
nections between local participants that are in the same 
physical space ( which are not needed ) are subtracted from 
the total number of connections . Referring again to FIG . 7 , 
where C3 = 28 , it is found by the method 300 the total number 
of necessary augmented lines - of - sight to be C = ( ( 28–2 * ( 32 
3 ) / 2- ( 22-2 ) / 2 ) ) = 21 . 
[ 0066 ] The minimum number of two - way video connec 
tions is the same as number of augmented lines - of - sight . 
This relationship is basically the same in current peer - to 
peer ( P2P ) implementations of many Internet applications . If 
necessary , the multiple videostreams can be multiplexed and 
routed via a common server e.g. for better control and less 
bandwidth . 
[ 0067 ] In some embodiments , AR Geometry Composer , 
which is depicted in FIG . 11 , calculates each session's 
geometry according to the number of users and their posi 
tions , and stores the session geometry and updates the 
session geometry when needed ( e.g. when users change 
positions , etc. ) . Finally , AR Geometry Composer arranges 
remote perspective videos according to the defined session 
geometry , and augments remote user videos with respect to 
visual markers ( corresponding cameras or 3D sensors ) . 
Using the known session geometry , AR Geometry Com 
poser produces a simple table for mapping incoming and 
outgoing user videos according to the defined session geom 
etry . The table is stored and updated when needed . 
[ 0068 ] FIG . 9 depicts a method 900 for defining the 
geometry for each meeting site ( terminal ) . At block 902 , 
each remote site and the user ( s ) within the site are identified . 
If all sites and user ( s ) are identified at block 904 , then for 
each user at each site , at block 908 , markers in user's 
environment are identified and the user's coordinates are 
output . At block 910 , the user's 3D position is calculated 
with respect to the markers . At block 916 , the user's 3D 
position with respect to the cameras is calculated . After all 
users have been processed , at block 920 a virtual meeting 
table is setup based on information pertaining to the basic 
geometries of the number of sites and users within the sites 
provided at block 922 , camera position information pro 
vided at block 914 , and marker and user position coordinates 
provided at block 912. In at least one embodiment , the 
camera position information pertains to which cameras will 
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be used to support local feeds for each user , and the camera 
position information is obtained by determining each user's 
position with respect to the visual markers . 
[ 0069 ] FIG . 10 depicts process steps of a method 1000 for 
serving users using the defined meeting geometries in each 
terminal . Repeating for each user and proxy camera , at step 
1004 , video is captured , linearized and cropped to the local 
user's direction based on the geometry of each meeting site 
provided by block 1016. At step 1006 , the user video is 
augmented to corresponding remote proxy positions based 
on the geometry of each meeting site provided by block 
1016. At step 1008 , a check is performed to see if all users 
and all cameras have been processed . If yes , at step 1010 a 
check is performed to detect any changes in meeting setup . 
If the meeting has not ended yet , the meeting site geometry 
16 is updated at step 1018 . 

Viewpoints / Lines - Of - Sight Between Participants 
[ 0070 ] In at least one embodiment , after defining the 
virtual geometry , individual view - points ( virtual lines - of 
sight ) are formed for each participant . In some embodi 
ments , the two cameras nearest to the opposite ends of a 
virtual line - of - sight act as the opposite two users ' eyes , and 
their video images are augmented for representing the same 
two users ' faces ( perhaps after cropping the wide - angle 
camera views to directions defined by the geometry ) . In at 
least one embodiment , videos of each user are captured 
using an array of wide - angle cameras using knowledge of 
user positions . In some embodiments , the cropped regions 
include the users ' faces . Calibration and linearization of a 
wide - angle or fish - eye view is not trivial but it is well 
known , and there are many good solutions as well as e.g. 
Matlab codes . See , for example , Juho Kannala and Sami S. 
Brandt ( 2006 ) , “ A generic camera model and calibration 
method for conventional , wide - angle and fish - eye lenses , " 
IEEE Transactions on Pattern Analysis and Machine Intel 
ligence , vol . 28 , no . 8 , August 2006 and Scaramuzza , D. , 
Fraundorfer , F. ( 2011 ) , Visual Odometry : Part 1 — The First 
30 Years and Fundamentals , IEEE Robotics and Automation 
Magazine , Volume 18 , issue 4 , 2011. The overall result is a 
multi - view telepresence system , where each participant has 
a camera ( his / her “ remote ” eyes ) and an augmented video 
display ( their “ remote ” faces ) towards other participants . 
Using this method of selecting cameras ( especially in 
embodiments with larger camera arrays ) provides realistic 
lines - of - sight between all participants . However , as the AR 
glasses cover the users ' eye - region , the system supports 
“ face awareness ” instead of “ gaze - awareness ” ( true eye 
contact ) . True eye - contact can be achieved using highly 
transparent AR glasses / HMDs or other technique . 
[ 0071 ] In one example , as shown in U.S. Patent Applica 
tion Publication No. US2010 / 0115411A1 , of a related cam 
era array for a one - way telepresence , virtual real - time dol 
lying or navigation is enabled in a remote physical 
environment by an array of micro - cameras . Moreover , 
known technology that can be used for synchronizing or 
mixing these trails with a virtual model of the same envi 
ronment . 

[ 0072 ] Note that instead of physical cameras , videos from 
individual view - points or perspectives can also be formed 
virtually from real - time captured and reconstructed 3D 
scenes . An example embodiment discussing this variation is 
disclosed later . In some embodiments , videos are formed 

computationally in virtual camera positions ( as projections 
from 3D reconstruction results ) using the knowledge on user 
positions . 
[ 0073 ] In at least one embodiment , the videos of the 
remote participants are augmented principally on the walls 
to the point where the lines - of - sight cross them . For neigh 
boring local participants , the remote videos may fall to the 
same position on the wall . In that case , one camera in that 
position is used by several participants . Because their view 
ing angles are different , the cropped video frame contents 
are however different . In some embodiments , the video of 
the remote participant is augmented directly on the camera 
used to provide the local video feed for a particular local 
participant . As the local participant moves his / her head 
around , the AR glasses detect the head motion using the 
head - mounted video cameras ( HMCs ) to track the visual 
markers and keep the augmented view of the remote par 
ticipant centered on the camera . This further reduces the 
amount of horizontal / vertical parallax in the system . 
[ 0074 ] In some embodiments , the video windows do not 
need to be augmented on the wall — they can be augmented 
anywhere along the line - of - sight , provided that the observed 
frame size ( projection ) is kept constant — the closer the 
frame , the smaller its real size . The size is again fully 
determined by the geometry , and can be computed by the 
system . As described above , some embodiments project the 
video windows directly in line - of - sight of the camera used 
to capture the local video feed of the particular local 
participant . 
[ 0075 ] In some embodiments , when cropping the video 
frames ( or sub images ) , the lens distortions of the wide 
angle camera views are corrected ( e.g. through linearisation 
of the pillow distortion ) . 
[ 0076 ] Certain distortions can cause some videoconfer 
encing systems to exhibit a lack of the naturalness of 
face - to - face meetings . Horizontal distortion stems from the 
fact that typically one or at most only a few cameras are 
being used for replacing the eyes of all remote participants 
in the meeting . Vertical distortion on the other hand stems 
from the displacement of a camera ( remote participant's 
eyes ) from his / her face on the display . 
[ 0077 ] Horizontal distortion is prevented in some embodi 
ments by using a near line - of - sight camera in the array . 
Vertical distortion is prevented by aligning each remote 
participant's augmented video in such a way that his / her 
eyes coincide with a respective camera in the array while 
looking at a certain remote participant's augmented video . 
[ 0078 ] In some embodiments , the level of the camera array 
is only approximately at the eye - level of the participants . 
Even large deviations from this level do not disturb the 
viewing experience , as the system can track the local par 
ticipant's real position and keep the augmented incoming 
video frame and the cropped outgoing camera view always 
towards the local participant . 
[ 0079 ] In some embodiments , the number of required 
cameras can be reduced if the supported number of meeting 
sites and participant positions are fixed to a limited set of 
options . In some embodiments , the number of cameras in 
each local meeting site is equal to the minimum number of 
augmented lines - of - sight required , using one camera for 
each remote participant . This may require the amount of 
participants in each meeting to be fixed , and may limit 
participant motion during the meeting . 
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Latency [ 0087 ] In some embodiments , the perspective video pro 
cessor crops captured videos by an array of wide - angle 
cameras using the knowledge of user positions . In some 
embodiments , videos are formed computationally in virtual 
camera positions ( as projections from 3D reconstruction 
results ) using the knowledge of user positions . 
[ 0088 ] In some embodiments , AR Geometry Composer 
arranges remote perspective videos according to common 
session geometry ( user IDs and positions ) received from the 
server , i.e. augments user videos with respect to markers 
( and corresponding cameras or 3D sensors ) . 
[ 0089 ] In some embodiments , the Session Manager 
detects users entering and leaving the meeting based on user 
input or presence detection . 
[ 0090 ] In some embodiments , the Connection Manager 
connects and disconnects users as they enter or leave the 
meeting ( e.g. using Metcalfe's law ) . 
[ 0091 ] In some embodiments , Session Geometry Proces 
sor and Storage calculates the used geometry according to 
the number of users and their positions ( e.g. using Metcal 
fe's law ) . In some embodiments , the session geometry 
processor outputs a simple table containing all user videos in 
common virtual geometry coordinates ( 6 degrees of freedom 
positions ) . The output is stored to geometry storage and 
updated when needed . Table 1 shows an example of a table 
for storing and delivering virtual meeting geometry ( includ 
ing perspective videos ) ; N is the total number of participants 
in the meeting ; n is the resolution of perspective videos . 

TABLE 1 

User ID Position Orientation Perspective video data 
1 X1 , Y1 , Z1 ?? , ?I , ?? X1 = { X11 , X122 

[ 0080 ] It is evident that many embodiments rely on posi 
tioning and tracking of users . Solutions for indoor position 
ing are accurate and affordable . An exemplary positioning 
technology is the one used for AR tracking , based on 
detecting and tracking markers or natural features by HMCs . 
Another possibility is to track the user ( s ) by several video or 
depth cameras in the environment . Various electronic posi 
tion methods are also an option . 
[ 0081 ] Since embodiments are based on getting perspec 
tive videos from specified positions at remote sites , the 
position information must first be sent to the transmitting 
side . It is desirable for the two - way transmission ( and 
necessary processing ) delays to be comparatively small . 
This sets requirements both for the network transmission 
and perspective capture processes . 
[ 0082 ] For example the popular Skype service for audio 
and video calls illustrates the feasibility of small round - trip 
delays in IP networks . In one example , described in Yang 
Xu , Chenguang Yu , Jingjiang Li , Yong Liu , Video Tele 
phony for End - consumers : Measurement Study of Google+ , 
iChat , and Skype . Proceedings of the 2012 ACM conference 
on Internet measurement conference , Nov. 14-16 , 2012 , 
Boston , Mass . , USA , the delays experienced in Skype group 
video calls were measured and were generally found to 
remain around 230 ms one - way . For more server based 
solution for Hangouts + the average delay was 180 ms . It is 
notable that in good quality conferencing , most of the delays 
were caused by voice and video processing . 
[ 0083 ] Taking the above results into account , it is feasible 
to assume that sending ( i.e. , transmitting , transferring , and 
the like ) user positions does not cause unacceptable delays 
to the system . Note that this delay slows down system 
reactions to users ' view - point changes ( such as moving 
his / her camera at each far end ) , and does not mean time 
shifting the received or transmitted videos . Typically user 
movements are quite moderate in typical teleconferencing 
situation , and changing view - point is not likely disturbed by 
delays in exchanging position data between terminals . 
[ 0084 ] An exemplary system architecture is depicted in 
FIG . 11. As shown , FIG . 11 includes remote users , remote 
terminal ( s ) , a server , a local terminal , and local users . In 
some embodiments , remote terminal ( s ) include an array of 
cameras or 3D sensors , wireless I / O , a perspective video 
processor , an AR Geometry Composer , and User Position 
Processor . The remote terminal ( s ) may include any combi 
nation of such components , as well as any additional com 
ponents known to those of skill in the art . The local terminal 
may take on a form similar to the remote terminal ( s ) . 
[ 0085 ] In at least one embodiment , the array of cameras or 
3D sensors captures user videos with an array of video 
cameras . In another embodiment , the array of cameras or 3D 
sensors captures a meeting sight with a number of depth 
sensors ( RGB - D or ToF ) , and forms a real - time 3D model of 
the meeting sight . In some embodiments , the array of 
cameras or 3D sensors captures a meeting site with an array 
of video cameras and forms a real - time 3D model of the 
meeting site . 
[ 0086 ] In some embodiments , the user position processor 
derives user positions e.g. by detecting and tracking visual 
markers from HMC videos . In some embodiments , other 
methods of deriving positions may be used , such as depth 
sensors or proximity sensors . 

= , Xx } 
N XN , YN , ZN an , BN , YN Xy = { XN1 , XN2 , ... , XNn } 

[ 0092 ] In some embodiments , the server includes a session 
geometry processor , a session manager , a geometry storage , 
and connection manager . The server may include any com 
bination of components , as well as any additional compo 
nents as known to those of skill in the art . 

Variations to Basic Augmented Reality Concept 
[ 0093 ] In some embodiments , an optimal geometry ( shape 
of the virtual meeting space ) depends on the number of sites 
and participants . Embodiments may utilize shapes such as a 
square , or a triangle , but should not be so limited . In other 
embodiments , a linear array fits also for being assembled on 
a wall . Especially if the camera frame is hung to free space , 
a more feasible option for the shape is an arc , or a break - line 
( a polygon ) . 
[ 0094 ] In some embodiments , the markers can be natural 
images instead of graphical patterns , e.g. pictures on the 
wall . In some embodiments , the markers or the camera array 
need not necessarily be assembled on the wall , but can 
optionally hang from the ceiling or stand on the floor , the 
latter even in a wheeled or otherwise mobile frame that can 
be positioned in front of a sitting group . In some embodi a 
ments either some or all of the markers used can optionally 
be put on the table . In addition to anchoring the remote 
parties ' views , table markers can then be used to augment 
3D objects on the table for collaborative viewing . 
[ 0095 ] In some embodiments , it was assumed that HMCs 
locate the users with respect to markers , each - other , and 
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reconstruction , even in real time when using enough pro 
cessing power . Several camera views or the reconstruction 
result can be used for deriving virtual camera positions , thus 
possibly reducing the number of physical cameras . 
[ 0104 ] Note that a number of possible embodiments are 
produced by different ways to implement audio transmission 
between participants , including those supporting multi 
channel audio for spatial perception . In general , the captur 
ing and production of audio can apply the same spatial 
geometry principles as the capturing and production of 
video . 

proxy cameras ( remote participants ) . For the system to 
work , any feasible positioning method is OK , including 
those based on tracking users from “ outside - in ” ( e.g. by the 
proxy cameras ) or using other electronic positioning meth 
ods . 
[ 0096 ] In some embodiments when cropping the users 
from the wide - angle camera views , users are segmented 
from their background e.g. by chroma key techniques ( seg 
mentation against a colored background ) . 
[ 0097 ] One variation is an embodiment that supports ste 
reoscopic 3D . This is possible using the same dense array of 
cameras used for providing view - points to remote partici 
pants . Instead of one camera feeding both HMD displays , a 
pair of neighboring cameras can be used to provide a 
stereoscopic view to each remote participant . A natural focal 
point is the participating person , whose location ( actually 
HMD camera's position ) and thus the said focal point , is 
known by the system . The correct stereo - video with a 
natural like disparity is cropped from the neighboring wide 
angle camera views . 
[ 0098 ] In some embodiments , in addition to the remote 
videos , the system can augment a shared table in between 
the participants , or even a more complete virtual meeting 
space . This is an exemplary way to increase the participants ' 
feeling of being immersed into the same physical space , and 
e.g. to provide a natural substrate for augmenting 3D objects 
for collaborative viewing . 
[ 0099 ] In some embodiments of a practical product , the 
camera array is equipped with the required fiducials or 
markers for tracking . This simplifies the use of the system by 
removing the need for camera - marker calibration in the 
system setup phase . The marker can also be shown on an 
electronic display , which may itself be integrated with the 

Embodiments Applying Multi - View Telepresence in 
Virtual Reality ( VR ) 

[ 0105 ] Conceptually , a big variation of previously 
described embodiments is applying the derived virtual meet 
ing geometry in virtual reality ( VR ) , instead of augmented 
reality ( AR ) . 
[ 0106 ] In VR embodiments , the meeting geometry is 
derived in the same way as described above in the AR 
embodiments . As in basic embodiments , in order to define 
the geometry , user positions need to be derived by some 
means . Tracking of visual markers by HMD cameras is 
again one possibility , but also other electronic positioning 
methods can be used , such as 3 - dimensional cameras or 
proximity sensors , for example . After defining user positions 
and placing users in the virtual meeting setup , the geometry 
can be used to show all participants in virtual reality ( where 
each participant is unable to see the real world ) , instead of 
augmenting them at each physical meeting room ( e.g. as an 
overlay of the real world ) . 
[ 0107 ] As in the basic AR based embodiments , users can 
be captured by video cameras ( provided that their HMD or 
VR glasses do not unduly block their appearances ) , or more 
favorably , in some embodiments , they can be shown as 
animated 3D avatars . 
[ 0108 ] A benefit of implementing multi - view telepresence 
in VR is that any virtual camera positions can be derived 
according the known principles for VR visualization . The 
shared 3D modeled meeting space can also be chosen freely 
by the users ( or the service provider ) . The meeting space can 
basically be any desired , big enough 3D room or space 
where the users fit in a natural way , rather than being limited 
by the properties ( e.g. size / shape ) of each physical meeting 
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[ 0100 ] There are many possible embodiments for the 
camera array implementation . In the above description , the 
array was assumed to be a straight line . However , depending 
on the main setup geometry being supported , the array in 
some embodiments can also be an arc , or include fractions 
of lines in various angles . 
[ 0101 ] Some embodiments may take the form of a system 
which is not using augmented reality visualization , but 
( holographic ) multi - view displays instead . Due to a special 
display , such embodiments are however more costly . In 
addition , the vertical parallax ( camera - display ) problem is 
much more difficult to solve . One proposal that involves 
integrating cameras into display surfaces is described in 
Matthew Hirsch , Douglas Lanman , Henry Holtzman , 
Ramesh Raskar ( 2009 ) . BiDi Screen : A Thin , Depth - Sensing 
LCD for 3D Interaction using Light Fields . ACM Transac 
tions on Graphics ( TOG ) , Volume 28 , Number 5 , December 
2009 . 
[ 0102 ] In some embodiments , the camera array may also 
be a two or even three dimensional matrix . For example , a 
two dimensional camera matrix on a wall would provide 
more natural view - points for users standing and moving 
around in the meeting space . 
[ 0103 ] As the camera array provides real - time viewpoints 
from various angles , some embodiments may provide a 
functionality to the user to change the viewpoint in real 
time , without moving him / herself . This way he / she can see 
the remote meeting sites by the eyes of another user , without 
affecting his / her own outgoing proxy video . In some 
embodiments , the camera array could also be used for 3D 

[ 0109 ] In VR embodiments , the challenge and expense of 
using a lot of physical cameras is replaced by the challenges 
of first accurately enough modeling each user's avatar , and 
then capturing the user's motions to animate it . In some 
embodiments , the VR glasses are configured to capture 
users ' facial expressions , using 3D sensors or cameras for 
example . 
[ 0110 ] Also in VR based embodiments , users are in prin 
ciple able to move around , as the system can track their 
movements and update the geometry respectively . However , 
users ' mobility is in practice more difficult as they are shown 
the virtual meeting environment instead of their physical 
room ( this is familiar to those who have tested moving with 
e.g. Oculus Rift glasses ) . 
[ 0111 ] Also local users need to be captured and visualized 
in the same way as those remote users . This is a difference 
compared to the basic AR multi - view system , where HMD 
cameras can be used directly to show the other local par 
ticipants . 
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[ 0112 ] As for the basic AR based embodiment , both 2D 
and 3D representations ( e.g. stereoscopic 3D ) are feasible in 
VR embodiments . Note that most of the 3D or virtual games 
are in fact seen using a 2D display . 

Variation Using Directional Multi - User 3 - Dimensional ( 3D ) 
Displays 

[ 0113 ] Instead of AR visualization with HMDs or glasses , 
in some embodiments , hardware displays without the need 
for AR glasses can be applied . Some embodiments use 
directional multi - user 3D displays , which typically require 
detection and tracking of users in order to provide them 
individual view - points to the content . Multi - user ( head ) 
tracking can be either camera and / or sensor based . Some 
such technologies are described in Rajwinder Singh Brar 
( 2012 ) , “ Head Tracked Multi User Autostereoscopic 3D 
Display Investigations , ” Ph.D. Thesis , De Montfort Univer 
sity , 2012 and Yi - Pai Huang , “ Auto - stereoscopic 3D Display 
and Its Future Developments , " SID seminar , 16 May 2012 . 
[ 0114 ] Some embodiments implement directional multi 
user display by using multiple head tracking with lenticular 
autostereoscopic displays ( S3D ) . Holographic or light field 
displays are examples of high - end solutions . Directional 
display technologies are becoming cheaper and even large 
directional displays can be expected to become feasible e.g. 
in living - room use . 
[ 0115 ] In some embodiments , directional multi - user dis 
plays can be either 2D or 3D . 2D displays are more 
affordable and convey also basic 3D cues ( motion parallax ) . 
[ 0116 ] In some embodiments , the implementation 
large directional multi - user display is made favorably by 
using multi - screen mosaics ( see FIG . 12 ) . This is due to the 
following reasons : 

[ 0117 ] Using multiple displays reduces the cost com 
pared to one large screen . 

[ 0118 ] Multi - screen assembly leaves seams to assemble 
the required multiple cameras . 

[ 0119 ] Multiple cameras can be used for view - point 
interpolation providing intermediate view - points , thus 
reducing the number of physical cameras needed . 

[ 0120 ] View - point interpolation can be used to tackle 
also the typical camera - display parallax errors disturb 
ing eye - contact . 

[ 0121 ] In some embodiments , the remote users are shown 
in a 3D modeled VR space , which each local participant can 
see from his / her own perspective . Embodiments discussed 
above can therefore also be combined , resulting with an 
implementation where local physical meeting rooms are 
extended by a ( up to a wall sized ) virtual representation . 

Time - of - Flight ) , for example MS Kinect type of sensors . 
Various algorithms and implementations have been reported 
for combining multiple sensors in order to increase accuracy 
and captured volume . Combining sensors ( sensor fusion ) 
can be performed e.g. by applying the Kinect Fusion algo 
rithm by Microsoft , or respective open source implementa 
tions in the Point Cloud Library ( PCL ) . 
[ 0124 ] Kinect Fusion has originally been designed for 
collecting 3D information by a single moving 3D sensor . In 
order to enable real - time 3D capture , the algorithm has been 
successfully modified for simultaneous 3D capture and data 
fusion by several fixed 3D sensors . A real - time solution 
using five 3D sensors has been implemented e.g. by Andrew 
Maimone and Henry Fuchs ( 2012 ) , “ Real - Time Volumetric 
3D Capture of Room - Sized Scenes for Telepresence , ” 3DTV 
Conference : The True Vision Capture , Transmission and 
Display of 3D Video , 3DTV - CON 2012 , Zurich , Switzer 
land , Oct. 15-17 , 2012. In addition to describing a practical 
solution for sensor fusion , their paper also describes more 
generally potentials and challenges encountered when using 
this approach in telepresence . 
[ 0125 ] In some embodiments , a modified Kinect Fusion 
algorithm , or the like , enables the formation of required 
view - point videos as 2D projections from the real - time 
captured 3D model , instead of using the array of physical 
cameras . In practice , the 3D sensor option represents a new 
embodiment , where the front end of precisely located video 
cameras is replaced by a front end of fewer more freely 
located 3D sensors . 
[ 0126 ] In some embodiments it is also possible to mix 
both front end options , i.e. camera and 3D sensor based 
capture in the same telepresence system . The mixture of 
technologies can be used inside one capture front - end , or 
different technologies can be used at different meeting sites . 

a 

a 

Further Variation Using a Reduced Number of Cameras 
[ 0127 ] In some embodiments , rather than remote partici 
pants being set in a natural like configuration augmented in 
3D space which extends each local meeting space , remote 
participants are represented in the local meeting space by 
augmented surrogates . The meeting space is typically shal 
lower than used in physical meetings , or perceived in the 
system according to embodiments discussed above . Due to 
this shallowness , the remote participants are forced in more 
of a line formation , and their spatial relations are conveyed 
in less natural way , including the perception of their atten 
tion at each moment . 
[ 0128 ] One benefit of these embodiments is that they can 
be implemented with considerably fewer cameras at each 
site . The maximum number of cameras is the maximum 
supported number of remote participants , so it is linearly 
comparable to the number of all participants ( N ) , instead of 
N ( N - 1 ) like for previously discussed embodiments ( with 
reference to Metcalfe's law ) . The reduction in number of 
cameras is gained by compromising the accuracy for per 
ceiving the remote parties eye - direction . 
[ 0129 ] In some embodiments disclosed herein , two or 
more meeting locations share a commonly understood vir 
tual geometry . In other embodiments , different meeting 
locations have different local geometries and different 
understandings of a global geometry ) . Both types of 
embodiments are easy for users to comprehend . Also in 
earlier discussed embodiments , limiting the system flexibil 
ity by assigning fixed ( options for ) user positions can reduce 

3D Reconstruction Based Variation to the System Front End 
[ 0122 ] In some embodiments , an array of cameras is used 
at each meeting site for producing perspective video from 
each surrogate's ( remote participant's ) view - point . A first 
embodiment forms a real - time 3D model of each meeting 
site with its participants and uses the result for forming 
required perspective videos computationally from virtual 
camera positions , instead of getting them from physical 
video cameras . Apart from the front end for capturing the 
videos , the system is not otherwise affected by using this 
option . 
[ 0123 ] In some embodiments , real - time 3D reconstruction 
can be done by existing 3D depth sensors ( sc . RGB - D or 
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the number of cameras . That is naturally not desirable , and 
would also need instructing and showing users the allowed 
locations within the local meeting site . Also some embodi 
ments combining these two approaches would be possible , 
but they are less natural and more difficult to reason . 
[ 0130 ] Note that unlike in previously discussed embodi 
ments where there is a shared common geometry , each site 
has its own geometry for proxies . Local geometry deter 
mines to which directions wide - angle camera views must be 
cropped to get perspective video from each participant . For 
this reason , there is no need to send data about local user 
positions to remote sites , and system latency for sending 
position data is not an issue . 
[ 0131 ] In some embodiments , AR Geometry Composer 
calculates each local meeting room geometry according to 
the number of users and their positions , and stores the local 
geometry and updates the local geometry when needed ( e.g. 
when users change positions , etc. ) . AR Geometry Composer 
then allocates remote users to each local meeting room 
proxy . Finally , AR Geometry Composer arranges remote 
perspective videos according to the defined local geometry , 
and augments remote user videos with respect to visual 
markers ( corresponding cameras or 3D sensors ) . Using the 
known local geometry , AR Geometry Composer produces a 
simple table for mapping incoming and outgoing user videos 
to a local set of proxies . The table is stored and updated 
when needed . 
[ 0132 ] FIG . 13 depicts an example of an AR proxy meet 
ing between three sites ( ovals ) from the perspective of two 
local participants ( in front ) , though it is noted that FIG . 13 
is a valid representation of earlier embodiments as well . 
Cameras at each site act as remote participants ' eyes . 
Captured views are augmented on local cameras using the 
markers and are shown on user's AR glasses . The view - point 
is different from different positions ( an example is shown for 
the leftmost remote participant seen from two perspectives ) . 

true e.g. for the telepresence systems described in 3DPres 
ence ( 2008 ) , “ Specification of Multi - View Acquisition Sys 
tem , v 1.0 , ” Deliverable D1.1 , EU - FP7 project 3DPresence , 
2008 , and in U.S. Pat . No. 7,515,174 . 
[ 0137 ] Some embodiments have been described using 
multiple 3D sensors when forming perspective videos from 
different view - points . However in some embodiments , 3D 
sensor fusion introduces also some new potential sources of 
distortions . Distortions are generated typically due to miss 
calibration of separate 3D sensors and their color cameras . 
In addition , due to various objects in the scene may some 
times occlude each other , 3D / color data may be missing in 
some parts of perspective videos . This may cause visible 
distortions even after post - filtering or filling operations . 
These and other distortion problems and their solutions are 
discussed e.g. in Kannala and Brandt ( 2006 ) . In spite of their 
specific challenges , various 3D reconstruction based telep 
resence solutions are also possible competitors to the dis 
closed system . 
[ 0138 ] At least one embodiment takes the form of a 
method and implementation for an immersive multipoint , 
multi - user 3D telepresence system supporting mobility and 
free viewpoint selection by the meeting participants . The 
specified system requires less bandwidth and provides 
greater flexibility than existing immersive 3D telepresence 
systems . One such exemplary system has the following 
features . A large volume , multi - sensor 3D capture and 
reconstruction is made in real - time at each front - end ( site ) . 
Multiple perspectives of this 3D reconstruction are derived 
in real - time , on demand , to each user's direction . User 
positions are expressed or detected ( tracked ) accurately 
within each local site . User positions are defined also with 
respect to each other , across sites , by defining a common 
virtual geometry which is consistent despite physical dis 
tances and network in between . System and network latency 
is small enough to send user positions / interactions to each 
remote site for capturing and receiving requested viewpoint / 
perspective videos without disturbing delay . User view 
points are specified either by the system using some feasible 
positioning method , and / or by manual user interaction . 
[ 0139 ] Immersive telepresence systems based on multi 
camera or 3D sensor systems are options to support immer 
sion , e.g. perception of eye - contact , free viewpoints , and 
spatial interaction . However , increasing the number of cam 
eras and / or 3D sensors produces a lot of data and requires 
high bandwidth and processing power from the systems . 
Although both networks and processors are providing 
increasing performances , innovations are needed to support 
immersive telepresence cost efficiently . 
[ 0140 ] An immersive telepresence system in accordance 
with at least one embodiment supports the ability of local 
viewers to choose their viewpoint to remote views . This is 
much more demanding than e.g. showing 3D movies in 
cinema or on TV , where the same 3D perspective is shown 
for all viewers . For 3D movies it is enough to receive 
stereoscopic video for viewing with polarizing or shutter 
glasses . However , a 3D telepresence system in accordance 
with at least one embodiment may need to support multiple 
( even moving ) users in bi - directional and real - time setting , 
which is much more demanding . 
[ 0141 ] One potential benefit of immersive telepresence 
systems is support for changing one's viewpoint . In order to 
support changing viewpoints , the scene is first captured by 
a multi - camera or sensor system ( or their combination ) . The 

Further Embodiments 

[ 0133 ] Some embodiments may require the need for real 
eye - contact ( gaze awareness instead of “ face awareness ” ) . 
When using AR glasses unobtrusive , small - sized see 
through AR glasses are preferred . Some embodiments may 
use a technique for replicating user's eyes in real - time on the 
glasses ' outer surface , even correctly in 3D . 
[ 0134 ] Some embodiments provide only approximate 
information of the remote persons ' real viewing directions . 
This happens in the case that proxies are placed indepen 
dently at each meeting site , which leads to different meeting 
geometries and user viewpoints across meeting sites , as 
illustrated in FIG . 3 . 
[ 0135 ] In some embodiments it is possible to have a 
consistent meeting geometry across meeting sites by 
requesting the user and proxy positions to be symmetrical 
and identical across the meeting sites . FIG . 14 illustrates that 
situation . 
[ 0136 ] FIG . 14 depicts an example of a proxy based 
teleconference with 5 participants at 3 meeting sites . In this 
arrangement , the geometry is the same at each meeting site 
( for used notations , see FIG . 3 ) . In FIG . 14 , the perception 
of spatial and eye - direction are consistent between all par 
ticipants . However , this embodiment restricts users ' free 
dom of placing themselves , and is also challenged when the 
number of participants varies ( note that in general it can vary 
even during the meeting ) . This type of lay - out restriction is 
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number of capturing devices depends basically on the degree 
of freedom for the users to change their viewpoint to the 
scene ( i.e. to move either physically or virtually ) . 
[ 0142 ] Multi - sensor capture is typically used for deriving 
a 3D representation of the captured scene . Novel viewpoints 
are then synthesized using the 3D representation . Technol 
ogy that can be used for the synthesis of 3D viewpoints is 
described in , for example , C. Kuster , T. Popa , C. Zach , C. 
Gotsman , M. Gross ( 2011 ) , “ FreeCam : A Hybrid Camera 
System for Interactive Free - Viewpoint Video , ” Proceedings 
of Vision , Modeling , and Visualization ( VMV ) ( Berlin , 
Germany , Oct. 4-6 , 2011 ) , pp . 17-24 and Maimone and 
Fuchs , both of which are implemented using Kinect systems . 
Systems that generate 3D representations , however , are 
accompanied by high - bandwidth data requirements for 
transmission of that data to remote locations . For example , 
raw data bitrate of Kinect 1 sensor is almost 300 MB / s ( 9.83 
MB per frame ) . The amount of real - time captured depth 
sensor data ( color plus depth ) can be considered clearly 
bigger than that of a video camera . The same holds also for 
multi - sensor systems , compared to multi - camera systems . 
[ 0143 ] Other technologies that can be used for 3D capture 
and reconstruction include those described in U.S. Pat . Nos . 
8,872,817 and 8,134,556 . 

a 

Transmission of 3D Scenes 

[ 0144 ] Transmitting a 3D scene produces a lot of infor 
mation , and a lot of research has been conducted on data 
formats and compression methods for reducing the amount 
of information without unduly sacrificing reconstruction 
quality . See , for example , Ying Chen and Anthony Vetro 
( 2014 ) , “ Next - generation 3d formats with depth map sup 
port , ” IEEE MultiMedia , Vol . 21 , no . 2 , pp . 90-94 , April 
2014. Traditionally these algorithms have been developed 
for the coding of correlating multi - view videos captured by 
multiple cameras , together with calculated or measured 
depth information ( range data ) . This enables reconstructing 
virtual views from various viewpoints when forming the 3D 
scene in the receiving side . 
[ 0145 ] Wide - range 3D immersion is supported by multi 
camera capture , and especially recently by applying one or 
multiple 3D sensors ( sc . RGB - D or Time - of - Flight ( TOF ) ) . 
Coding methods for this type of large volume 3D data are 
still under development . Technology that can be used for 
defining , coding and transmitting 3D geometry and texture 
data is described in , for example , U.S. Patent Application 
No. 2013/0321593 ( Dec. 5 , 2013 ) . 

which applies to both ( RGB ) video and depth sensor ( RGB 
D ) data is that bitrates are quite linearly proportional to used 
capture resolutions ( pixels ) and framerates . So as a rule of 
thumb , doubling the resolution or framerate nearly doubles 
the amount of produced bits . However , increasing resolution 
or framerate usually shows some relative benefit due to 
increased spatial or temporal correlation between pixels . 
[ 0149 ] An important starting point or boundary condition 
is the basic characteristic of a visual scene . The amount of 
bits needed to describe the scene is an intrinsic property of 
the scene . For example , it can be assumed that the scene can 
be described by Ny bits / s using a modern efficient video 
compression method . The fact that a 3D sensor ( e.g. an 
RGB - D camera ) is used does not practically change this 
need . For an efficient compression method for RGB - D , a 
good estimate for the amount of information is 

NN , 
( here subscript V refers to video and D for depth sensor ) 
[ 0150 ] The above is due to the fact that in addition to 
normal video data , an RGB - D camera produces also infor 
mation relating the depth of each image pixel . The increase 
of bitrate it causes may be partly compensated by coding of 
color / texture data together with depth information ( sc . joint 
coding ) . An example of this type of joint coding is given in 
Jingjing Fu , Dan Miao , Weiren Yu , Shiqi Wang , Yan Lu , and 
Shipeng Li ( 2013 ) , Kinect - Like Depth Data Compression , 
IEEE Trans . on Multimedia , Vol . 15 , No. 6 , October , 2013 , 
p . 1340-1352 , where RGB - D data produced by one Kinect 
is compressed in average to about 200 kbit / frame with 60 dB 
PSNR . 
[ 0151 ] Even with a sophisticated compression algorithm , 
the number of bits produced by an RGB - D camera is greater 
than that of a video ( RGB ) camera . For example , in Filippo 
Bannò , Paolo Simone Gasparello , Franco Tecchia , Massimo 
Bergamasco ( 2012 ) , Real - Time Compression of Depth 
Streams through Meshification and Valence - Based Encod 
ing , VRCAI 2012 , Singapore , Dec. 2-4 , 2012 , pp . 263-270 , 
the compressed bitrate for the depth data from two Kinect 
sensors at 30 fps ( using the “ meshification ” of the fused 
depth map ) was in the order of 0.5-1.5 Mbit / s ( PSNR for the 
depth data being between 40-45 dB ) , the same order as for 
one typical compressed video . 
[ 0152 ] Compared to a video camera , a big benefit of a 
depth camera is the format of its data , which is rather 
directly applicable for 3D viewing . Direct capture of depth 
data also saves substantial processing power compared to 
deriving depth from multiple - view videos . Thanks to 
actively projecting ( IR ) features to the environment , these 
sensors are generally less sensitive e.g. to the lack of visual 
features , which may be a problem when deriving depth from 
video views . However , depth sensors have their own sources 
of distortion ( limitations for quality ) , and challenges relating 
e.g. calibration and fusion . 
[ 0153 ] On the other hand , when using multiple ( n ) video 
cameras picturing about the same scene , the asymptotical 
total bitrate corresponds to 

By > < nxN , 

For n RGB - D cameras , the total bitrate is respectively 
BónxND 
[ 0154 ] When capturing the same volume by a number of 
sensors , their data has similarity ( redundancy ) which can be 
reduced by a suitable compression method . So in practice , 
the total bitrate of n sensors is less than n fold to one sensor . 

Bitrates for 3D Scenes and Video 

[ 0146 ] The following analysis investigates the potential 
bitrate savings when - instead of 3D data streamingper 
spective videos are used for the transmission . 
[ 0147 ] Good coding methods for video exist and bitrates 
are manageable in many video related applications , includ 
ing transmission of 3D content . These methods are generally 
used in coding of 3D movies or videos . One difference 
between existing 3D media applications and immersive ( free 
viewpoint ) telepresence is that much larger capture volumes 
and viewpoint flexibility are required for the latter . 
[ 0148 ] For 3D telepresence systems , reported bitrates vary 
considerably depending on capture volume and viewpoint 
flexibility . It is however possible to state some asymptotic 
properties relating the usage of bits . A basic rule of thumb 
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[ 0155 ] In R. Mekuria , M. Sanna , E. Izquierdo , D. Bulter 
man , and P. Cesar ( 2014 ) , “ Enabling 3D Tele - Immersion 
with Live Reconstructed Mesh Geometry with Fast Mesh 
Compression and Linear Rateless Coding , ” Multimedia , 
IEEE Transactions on , vol . PP , no . 99 , 2014 , a compression 
method for Kinect data was described , giving the following 
results for segmented and meshified human upper torso 
videos ( Table 2 ) . Table 2 shows bitrates for 3D compressed 
head and shoulders views captured by Kinect cameras . 

TABLE 2 

5 fps 8 fps 10 fps 12 fps 
1 Camera 
5 Camera 

14.8 Mbit 
58 Mbit 

23 Mbit 
93 Mbit 

29.6 Mbit 
116 Mbit 

35.52 Mbit 
134 Mbit 

Using the deductions above , for example the bitrate for five 
sensors captured at 30 fps can be estimated to be about 300 
Mbit / s . 
( 0156 ] As a summary , for 3D capture in telepresence , the 
total amount of bits generally corresponds directly to the 
number of capture devices , and is in practice quite indepen 
dent of the capturing technology . 

Combining Meeting Site Geometries and Tracking User 
Position 

[ 0157 ] In 3D telepresence systems , the usual objective is 
to transmit all captured information to the receiving side in 
order to reconstruct the whole captured 3D scene . This is 
generally necessary if the viewer's viewpoint in the receiv 
ing side can vary freely , and is not known at each time 
instant . This is also necessary in case of multiple viewers , in 
random positions , who need to see the view from different 
angles at the same time . 
[ 0158 ] Exemplary technology that can be used to provide 
3D sensor based capture , unified consistent geometries and 
3D rendering across sites , and user head tracking is 
described in Cha Zhang , Qin Cai , Philip A. Chou , Zhengyou 
Zhang , Ricardo Martin - Brualla ( 2013 ) , “ Viewport : A Dis 
tributed , Immersive Teleconferencing System with Infrared 
Dot Pattern , ” IEEE Multimedia , vol . 20 , no . 1 , pp . 17-27 , 
January - March 2013 , pp . 17-27 , with reference to a telep 
resence system called ViewPort . 
[ 0159 ] FIG . 16 depicts a 3D telepresence system using 
multiple 3D sensors ( e.g. Kinects ) to capture a remote scene . 
Generally , the more capturing devices are used , the more 
complete the captured 3D point cloud is , and the less it has 
undetected areas ( " holes ” shown black in the image ) . Unfor 
tunately , the completeness comes at the cost of higher 
bitrates , as discussed earlier . 
[ 0160 ] In one embodiment , along the pipeline depicted 
above in FIG . 16 , the multi - sensor captured ( wide range or 
even omni - directional ) 3D point - cloud is filtered , seg 
mented , coded , and sent to the receiving side to be fitted with 
a surface and texture , as depicted in FIG . 17 . 
[ 0161 ] In the schematic process description of FIG . 17 , the 
3D captured point - cloud ( shown on the left ) has been 
encoded and transmitted in an octree representation ( shown 
in the middle ) , although in practice is seen by a user from 
one perspective at a time ( an example of which is shown on 
the right ; after decoding , surface fitting , texturing , etc. ) . 
[ 0162 ] In accordance with at least one embodiment of a 
free - view telepresence system using 3D data capture , 

instead of using real - time 3D data transmission , lower 
bitrate video transmission can be used , provided that the 
system is : tracking and showing users in a unified virtual 
geometry across meeting sites ; bringing the local users 
real - time perspectives to remote sites and participants , on an 
on - demand basis , so that perspective videos meet the 
defined virtual geometry ; and showing low round - trip delay 
to serve on - demand requests for viewpoint changes with 
small latency . 
[ 0163 ] Deriving a unified virtual geometry , based on user 
positioning , enables setting remote participants in a real 
world like spatial arrangement which supports individual 
viewpoints and e.g. eye - contact . The use of perspective 
videos in transmission even when using 3D reconstruction 
for user capture offers simpler implementation and savings 
in bitrate , shown here by analyzing related studies . Small 
round - trip delay is here relevant as , generally speaking , new 
telepresence systems quite often support functionalities 
based on interactions between receiver and transmitter ( e.g. 
data exchange for on - demand perspectives based on user 
motions and / or manual interactions ) . 
[ 0164 ] Exemplary technology that can be used to enable 
3D telepresence is described by Zhengyu Yang , Wanmin 
Wu , Klara Nahrstedt , Gregorij Kurillo , and Ruzena Bajcsy 
( 2010 ) , Enabling Multi - party 3D Tele - immersive Environ 
ments with ViewCast , ACM Transactions on Multimedia 
Computing , Communications and Applications , Vol . 6 , No. 
2 , March 2010 , pp . 111-139 , which makes use of up to 10 
surrounding 3D capturing devices / processes per meeting 
site . The actual amount of information may thus be in the 
order of ten times the bitrate for one captured stream . As 
described in Zhengyu Yang et al . , the 3D streams that are 
most likely to be needed are proactively coded and trans 
ferred to specific service gateways for delivery ( if needed ) . 
This way , the average number of required 3D streams is 
reduced down between two or three . 
[ 0165 ] In some embodiments , user's viewpoint is tracked 
accurately by suitable positioning method ( s ) , so that at each 
moment only a ( stereoscopic ) video perspective is needed 
from the real - time captured 3D scene . This approach reduces 
the required amount of information more than that of Yang 
et . al . The solution becomes much simpler , and the trans 
mission of visual views ( perspectives ) can even rely on 
well - known video coding and transmission methods . 
[ 0166 ] In exemplary embodiments , a unified geometrical 
relation is defined between all meeting sites and participants . 
One user interaction for defining the viewpoint thus affects 
the unified 3D representation or all sub - views at the same 
time . Such embodiments differentiate from alternatives in 
which a user defines the desired viewpoint to all remote 
scenes , so that a separate mouse interaction or the like is 
made for each of the remote views due to the absence of a 
fixed geometrical relation : one definition of a viewpoint 
does not define the viewpoint to other views . 
[ 0167 ] The basic observation is that in order to provide 3D 
immersion , not all 3D information captured in the transmit 
ting side need to be sent to the receiving side . At each time 
instant , enough information to be sent is just the amount 
required for the particular position of a viewer or several 
viewers . The data is in this way ordered on an on - demand 
basis , the demand being defined primarily by the user's 
momentary position . 
[ 0168 ] An important prerequisite for related embodiments 
is thus positioning and tracking of users . Solutions for 

a 
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indoor positioning are more and more accurate and afford 
able . An exemplary positioning technology is the one used 
for AR tracking , based on detecting and tracking makers or 
natural features by head mounted video cameras . Another 
possibility is to track the user ( s ) by several video or depth 
cameras in the environment . Various electronic position 
methods are also an option . Technology that can be used for 
camera - based tracking and positioning is that described by , 
for example , in Scaramuzza , D. , Fraundorfer , F. ( 2011 ) , 
Visual Odometry : Part 1 — The First 30 Years and Funda 
mentals , IEEE Robotics and Automation Magazine , Volume 
18 , issue 4 , 2011 and Fraundorfer , F. , Scaramuzza , D. 
( 2012 ) , Visual Odometry : Part II — Matching , Robustness , 
and Applications , IEEE Robotics and Automation Maga 
zine , Volume 19 , issue 2 , 2012 . 
[ 0169 ] Another essential prerequisite for some embodi 
ments is that all users and sites are expected to have a known 
common geometry between each other . This geometry is 
defined in some appropriate way by the system , and is made 
consistent despite physical distances and network in 
between . An exemplary procedure for defining such virtual 
geometry is given above . 
[ 0170 ] In some embodiments , perspective videos may be 
requested on - demand from the specified viewing positions . 
Therefore , the position information must first be sent to the 
transmitting side . Another characteristic of some embodi 
ments is that the two - way transmission ( and necessary 
processing ) delays are altogether small . This sets require 
ments both for the network transmission and perspective 
capture processes . Note that this delay may slow down 
system reactions to users ' viewpoint changes ( e.g. moving 
his / her camera at each far end ) , and does not mean delays in 
received or transmitted videos . In many cases , user move 
ments are quite moderate in a typical teleconferencing 
situation . 
[ 0171 ] For example the popular Skype service for audio 
and video calls is a good demonstration of round - trip delays 
being small enough in IP networks . In the paper by Yang Xu 
et . al , the delays experienced in Skype group video calls 
were measured and were generally found to remain around 
230 ms one - way . For more server based solution for Hang 
outs + the average delay was 180 ms . It is notable that in 
good quality conferencing , most of the delays were caused 
by voice and video processing . In the disclosed system , the 
critical round - trip delay includes sending user position data 
to the remote end ( uplink ) , changing the viewpoint for the 
perspective video , and streaming the video and audio ) 
downlink . In some embodiments , due to the relatively small 
amount of position data sent uplink , the uplink delay con 
tributes less to the critical round - trip delay than in the above 
referred more symmetrical case . 
[ 0172 ] Note that the above - described delays in interaction 
do not occur in typical teleconferencing systems , where the 
received content ( viewpoint ) is not changed according to 
user motions . Round - trip delays become relevant in telep 
resence systems supporting interactions between receiver 
and transmitter , e.g. for individual viewpoints and eye 
contact . 

[ 0173 ] As in normal video applications , in most cases , 2D 
or stereoscopic 3D ( sc . S3D ) display is sufficient to show 
on - demand perspectives . Compared to existing solutions 
based on 3D transmission , some embodiments may reduce 
bitrate by using 2D or S3D videos , provided that user 

positions are known at each moment . When the position 
changes new 2D video or S3D information is sent . 
[ 0174 ] In some embodiments , instead of sending all 3D 
captured data to other meeting sites , only the ( stereoscopic ) 
videos supporting each detected viewpoint are sent . Char 
acteristics of at least one embodiment are the following . 
Wide , multi sensor 3D capture and reconstruction can be 
made in real - time at each front - end ( site ) . Multiple perspec 
tives of this 3D reconstruction can also be made in real - time , 
on demand , to each user's direction . User positions are 
expressed or detected accurately within each local site . User 
positions are defined also with respect to each other , across 
sites , by defining a common virtual geometry which is 
consistent despite physical distances and network in 
between . System and network latency is small enough to 
send user positions / interactions to each remote site for 
capturing and receiving requested viewpoint / perspective 
videos without disturbing delay . 
[ 0175 ] In some embodiments , all sites are set to a common 
geometry , and even rendered to a unified 3D representation 
( e.g. virtual or augmented reality view ) . This means that a 
user's interaction for defining the viewpoint affects the 
unified representation , and thus to all its sub - views at the 
same time . In some embodiments , this user interaction can 
naturally be manual mouse interaction , but in other embodi 
ments , it may be dependent on computer based ( indoor ) 
positioning of the user . In further embodiments , the posi 
tioning is here assumed to be done for all users at each 
meeting site , and an individual perspective to the unified 3D 
representation can be shown each of them . This individual 
view can be brought to each user using a HMD or optionally 
a directional multiple view 3D display . FIG . 18 is a sche 
matic diagram of the free viewpoint telepresence system 
using on demand perspectives , in accordance with at least 
one embodiment . 
[ 0176 ] In FIG . 18 , one remote site is shown transmitting 
and one local site receiving the required perspectives . In 
reality , each site contains all remote and local components , 
such that the architecture and communication is bidirec 
tional and symmetrical between all sites . In some embodi 
ments , a centralised dispatcher is shown to be used for 
communication , but it can also be implemented peer - to - peer 
in other embodiments . 
( 0177 ] In variations of the method manual definition of the 
viewpoint can be used in addition to ( or as an alternative to ) 
user positioning . In the simplified schema in FIG . 18 , these 
variations are “ served by the dashed ‘ viewpoint ' arrays 
beside the positions ' data . 
[ 0178 ] FIG . 19 depicts a method 1900 for forming and 
dispatching the required perspective video , the method 
comprising the steps of capturing , at step 1902 , a scene using 
an arrangement of sensors , inputting and calibrating , at step 
1904 , the streams of sensor data , generating , at step 1906 , 
3D reconstruction using sensor data , capturing , at step 1908 , 
a projection of the reconstructed 3D scene from all N 
required directions ( user positions in unified virtual geom 
etry and / or manually defined view - points ) , forming , at step 
1910 , N perspective videos using projections to different 
required directions , sending , at step 1912 , the perspective 
videos to each remote site and user using a dispatcher , 
receiving , at step 1914 , only a perspective video from each 
3D reconstructed remote site to the directions determined by 
user ( user positions in the unified virtual geometry and / or by 

a 
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a 
manually defined view - points ) , and rendering , at step 1916 , 
the received perspective video from each remote site to each 
user's direction . 
[ 0179 ] FIG . 20 depicts a simplified flow chart of a method 
2000 for a telepresence session , in accordance with at least 
one embodiment . As shown , method 2000 includes the steps 
registering , at step 2002 , all sites and users , receiving , at step 
2004 , positions for all users , generating , at step 2006 , a 
common virtual geometry between all sites and users , form 
ing , at step 2008 , the connections as necessary , forming and 
dispatching , at step 2010 , data ( video , audio , positions ) 
between peers , detecting , at step 2012 , changes in setup , and 
detecting , at step 2014 , if the meeting has finished . 
[ 0180 ] In some embodiments , the front - end is based on a 
camera array , which is able to give about any required 
viewpoint directly as a video . However in alternate embodi 
ments , instead of cameras , 3D imaging ( e.g. camera , 3D 
sensor , or hybrid based ) can be used for real - time 3D 
reconstruction in the front - end . 
[ 0181 ] In some embodiments , user views are transmitted 
on demand in ( stereoscopic ) video form . Compared to the 
existing studies , this approach is shown to bring consider 
able savings in bitrate , and to simplify the implementation so 
that quite conventional ways of multipoint ( p2p ) video 
transmission and compression can be used in the implemen 
tation of the new system . 
[ 0182 ] In some embodiments , all users and sites have a 
known common geometry between each other . Apart from 
the local geometry at each meeting site , this geometry is 
virtual ( due to network connections between sites ) , and is 
defined in some appropriate way by the system . 
[ 0183 ] In some embodiments users are positioned by a 
suitable positioning method . In some embodiments , primary 
means for positioning is based on Augmented Reality track 
ing , as AR was primarily used for the visualization . Any 
other suitable positioning method can however be used , 
especially if the local rendering of remote users is done 
using directional 3D displays instead of AR / VR glasses 
picturing AR markers with a camera . 
[ 0184 ] In some embodiments , using a common virtual 
geometry where all users are placed and tracked by their 
position simplifies user interaction , as a user's movements 
straightforwardly define the rendering of the compiled meet 
ing setup for all participants . Thus , a user does not need to 
specify his / her viewpoint separately in multiple 3D views 
[ 0185 ] For simplicity , instead of a compiled 3D arrange 
ment , in some embodiments remote sites can also be ren 
dered in a tiled or matrix fashion . This naturally reduces the 
impression of sharing the same physical meeting space . 
However , due to the underlying unified virtual geometry , 
each interaction to change the viewpoint can be reflected to 
all sub - views . 

received by other parties ) , but still wants to see his / her 
counterparts from a different viewpoint . Some embodiments 
allow serving users with an option to fly around in the 
unified meeting geometry without affecting the views seen 
by the remote participants . 
[ 0188 ] The above interaction functionality requires some 
additional technical support from the system . Tracking user 
positions alone is not enough , as in addition , the client user 
interface allows the user to define his / her preferred view 
point and hand it over to be delivered by the system . Tracked 
user positions may still be used when defining the unified 
virtual meeting geometry . The unified meeting setup is 
shown to other users using this definition . Despite of the 
defined geometry , the user is now however able to define 
also his / her individual viewpoint manually . Due to this new 
functionality , the user is able to move virtually , without 
doing it physically . For other users this interaction is not 
directly visible , as the manual interaction does not affect the 
unified meeting geometry . The new functionality can be 
used just for fun , in distant learning applications ( for 
example for dancing , martial arts , or other sports ) , and for 
more industrial applications such as remote guidance . The 
new functionality also allows viewing of the virtual meeting 
setup with properly aligned perspective videos from any 
new viewpoint . These viewing and interaction paradigms 
( including UI ) are very much the same as e.g. when chang 
ing one's viewpoint in interactive 3D games . 

Embodiment Supporting Only Manual Viewpoint 
Changes 

[ 0189 ] In some embodiments , the only way of viewing the 
content is to see the unified virtual meeting setup from 
manually defined viewpoints . Also in this case , user posi 
tioning is used for defining a consistent virtual geometry for 
the setup , but local viewpoints are not rendered from these 
positions . However , this approach means giving up from mimicking physical meeting experience , including e.g. 
detecting eye - contact in a natural way . In some embodi 
ments , both user positions for the meeting setup and user 
viewpoints are given manually , so that user positioning or 
tracking by the system is not needed . 

Embodiment Defining the Unified Virtual Geometry 
by Request 

a 

[ 0190 ] In some embodiments , deriving the unified virtual 
geometry is not done in real - time , especially in cases that 
manual user interaction is used for defining the user position 
and / or viewpoint . The requirement for processing power of 
the system can be reduced respectively . For example if the 
participants have a regular meeting in basically the same 
geometrical setup , a previously - defined user positioning and 
virtual geometry definition may be used . Update of the 
geometry may be done by user request or following some 
specified decision rule . 

Separation of Physical Position and On - Demand Viewpoint 
[ 0186 ] In addition to more general embodiments presented 
earlier , a new idea for the differentiation of user position and 
viewpoint request is suggested . It leads to three new embodi 
ments of the system as described in the following . 

Discussion 

Variation Supporting Both Manual and Motion Based 
Viewpoint Changes 

[ 0191 ] One advantage evident in some embodiments is 
savings in bitrate when using 3D scene capture ( either 
camera or 3D sensor or hybrid based ) for providing different 
viewpoints in telepresence . Saving in bitrate stems from 
transmitting only information depending on each user's 
actual position , and not sending all captured 3D information . 

[ 0187 ] In some embodiments , a user wants to keep his / her 
physical position ( so as not to affect the captured views 
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When knowing the user's position , it is possible to order , on 
an on - demand basis , the required perspective or viewpoint 
to the receiving side . 
[ 0192 ] The described on - demand perspective embodiment 
is applicable whether the 3D capture front - end is based on 
using multiple 3D sensors , more traditional 3D capture by 
multiple cameras , or a dense array of optical cameras 
( directly providing required 2D viewpoint ) . All these 
options for the front - end are possible embodiments . 
[ 0193 ] Compared to multi - camera ( array or matrix ) based 
embodiments , using 3D sensors reduces the number of 
capturing devices and provides more flexibility to the device 
setup . 
[ 0194 ] Perspective video based telepresence embodiments 
can use existing efficient compression methods for video or 
stereoscopic 3D . These embodiments can therefore also 
more easily be designed downward compatible to accept AV 
streams from standard teleconferencing equipment . 
[ 0195 ] Exemplary embodiments described herein provide 
a flexible free - viewpoint telepresence between multiple sites 
with several persons per site . 
[ 0196 ] In some embodiments , where the system turns 3D 
captured scenes into perspective videos for delivery , the 
transmission system is simple and even falls back to more 
conventional videoconferencing solutions . In typical meet 
ing situations , these embodiments give substantial savings in 
bitrate , which can be turned into savings in costs or increase 
in quality . 
[ 0197 ] Exemplary embodiments operate to obtain infor 
mation about users ' positions and to send that information to 
a server or the remote sites . 
[ 0198 ] In some embodiments , the users are bound in a 
common virtual geometry with regard to each other , and 
viewpoint changes are supported based on user interaction . 
Even if the remote sites are chosen to be represented in a 
traditional tiled or matrix arrangement in the user's view , 
his / her change of viewpoint will affect them all at the same 
time . 
[ 0199 ] In some embodiments , the procedure of separately 
coding and transmitting on - demand perspective videos is 
favorable up to some maximum number of meeting partici 
pants per site , after which sending the whole 3D scene 
becomes more economical . This is due to that , with many 
perspective videos per site , compressing them separately is 
less efficient than joint coding of the entire 3D information . 
The latter means that jointly optimized compression is made 
for the data from all capture devices ( multiple depth sensors 
or video cameras ) . For a system with one or few participants 
at each multiple meeting sites , even the separate coding and 
transmission of perspective videos remains a better option 
over the full 3D transmission . Note that also multiple 
correlating perspective videos can be compressed jointly 
using existing video coding standards , as described in Chen 
and Vetro . 
[ 0200 ] Exemplary embodiments implement user position 
ing using AR tracking . AR tracking is a particularly useful 
in embodiments where HMDs ( for either AR or VR visual 
ization ) are chosen to be used as the user display . 
[ 0201 ] Some embodiments allow serving users with an 
option to fly around in the shared meeting geometry without 
affecting the views ( geometry ) seen by the remote partici 
pants , as well as enable saving of processing power . 
[ 0202 ] Note that various hardware elements of one or 
more of the described embodiments are referred to as 

" modules ” that carry out ( i.e. , perform , execute , and the like ) 
various functions that are described herein in connection 
with the respective modules . As used herein , a module 
includes hardware ( e.g. , one or more processors , one or 
more microprocessors , one or more microcontrollers , one or 
more microchips , one or more application - specific inte 
grated circuits ( ASICs ) , one or more field programmable 
gate arrays ( FPGAs ) , one or more memory devices ) deemed 
suitable by those of skill in the relevant art for a given 
implementation . Each described module may also include 
instructions executable for carrying out the one or more 
functions described as being carried out by the respective 
module , and it is noted that those instructions could take the 
form of or include hardware ( i.e. , hardwired ) instructions , 
firmware instructions , software instructions , and / or the like , 
and may be stored in any suitable non - transitory computer 
readable medium or media , such as commonly referred to as 
RAM , ROM , etc. 
[ 0203 ] Exemplary embodiments disclosed herein are 
implemented using one or more wired and / or wireless 
network nodes , such as a wireless transmit / receive unit 
( WTRU ) or other network entity . 
[ 0204 ] FIG . 21 is a system diagram of an exemplary 
WTRU 2102 , which may be employed as a client device in 
embodiments described herein . In some embodiments , a 
client device could take the form of an augmented reality 
( AR ) headset , a virtual reality ( VR ) headset , multi - user 3D 
display , a smart - TV , or any other device known to one of 
skill in the art . As shown in FIG . 21 , the WTRU 2102 may 
include a processor 2118 , a communication interface 2119 
including a transceiver 2120 , a transmit / receive element 
2122 , a speaker / microphone 2124 , a keypad 2126 , a display / 
touchpad 2128 , a non - removable memory 2130 , a remov 
able memory 2132 , a power source 2134 , a global position 
ing system ( GPS ) chipset 2136 , and sensors 2138. It will be 
appreciated that the WTRU 2102 may include any sub 
combination of the foregoing elements while remaining 
consistent with an embodiment . 
[ 0205 ] The processor 2118 may be a general purpose 
processor , a special purpose processor , a conventional pro 
cessor , a digital signal processor ( DSP ) , a plurality of 
microprocessors , one or more microprocessors in associa 
tion with a DSP core , a controller , a microcontroller , Appli 
cation Specific Integrated Circuits ( ASICs ) , Field Program 
mable Gate Array ( FPGAs ) circuits , any other type of 
integrated circuit ( IC ) , a state machine , and the like . The 
processor 2118 may perform signal coding , data processing , 
power control , input / output processing , and / or any other 
functionality that enables the WTRU 2102 to operate in a 
wireless environment . The processor 2118 may be coupled 
to the transceiver 2120 , which may be coupled to the 
transmit / receive element 2122. While FIG . 21 depicts the 
processor 2118 and the transceiver 120 as separate compo 
nents , it will be appreciated that the processor 2118 and the 
transceiver 2120 may be integrated together in an electronic 
package or chip . 
[ 0206 ] The transmit / receive element 2122 may be config 
ured to transmit signals to , or receive signals from , a base 
station over the air interface 2115/2116/2117 . For example , 
in one embodiment , the transmit / receive element 2122 may 
be an antenna configured to transmit and / or receive RF 
signals . In another embodiment , the transmit / receive ele 
ment 2122 may be an emitter / detector configured to transmit 
and / or receive IR , UV , or visible light signals , as examples . 
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In yet another embodiment , the transmit / receive element 
2122 may be configured to transmit and receive both RF and 
light signals . It will be appreciated that the transmit / receive 
element 2122 may be configured to transmit and / or receive 
any combination of wireless signals . 
[ 0207 ] In addition , although the transmit / receive element 
2122 is depicted in FIG . 21 as a single element , the WTRU 
2102 may include any number of transmit / receive elements 
2122. More specifically , the WTRU 2102 may employ 
MIMO technology . Thus , in one embodiment , the WTRU 
2102 may include two or more transmit / receive elements 
2122 ( e.g. , multiple antennas ) for transmitting and receiving 
wireless signals over the air interface 2115/2116/2117 . 
[ 0208 ] The transceiver 2120 may be configured to modu 
late the signals that are to be transmitted by the transmit / 
receive element 2122 and to demodulate the signals that are 
received by the transmit / receive element 2122. As noted 
above , the WTRU 2102 may have multi - mode capabilities . 
Thus , the transceiver 2120 may include multiple transceiv 
ers for enabling the WTRU 2102 to communicate via 
multiple RATs , such as UTRA and IEEE 802.11 , as 
examples . 
[ 0209 ] The processor 2118 of the WTRU 2102 may be 
coupled to , and may receive user input data from , the 
speaker / microphone 2124 , the keypad 2126 , and / or the 
display / touchpad 2128 ( e.g. , a liquid crystal display ( LCD ) 
display unit or organic light - emitting diode ( OLED ) display 
unit ) . The processor 2118 may also output user data to the 
speaker / microphone 2124 , the keypad 2126 , and / or the 
display / touchpad 2128. In addition , the processor 2118 may 
access information from , and store data in , any type of 
suitable memory , such as the non - removable memory 2130 
and / or the removable memory 2132. The non - removable 
memory 2130 may include random - access memory ( RAM ) , 
read - only memory ( ROM ) , a hard disk , of 
memory storage device . The removable memory 2132 may 
include a subscriber identity module ( SIM ) card , a memory 
stick , a secure digital ( SD ) memory card , and the like . In 
other embodiments , the processor 2118 may access infor 
mation from , and store data in , memory that is not physically 
located on the WTRU 2102 , such as on a server or a home 
computer ( not shown ) . 
[ 0210 ] The processor 2118 may receive power from the 
power source 2134 , and may be configured to distribute 
and / or control the power to the other components in the 
WTRU 2102. The power source 2134 may be any suitable 
device for powering the WTRU 2102. As examples , the 
power source 2134 may include one or more dry cell 
batteries ( e.g. , nickel - cadmium ( NiCd ) , nickel - zinc ( NiZn ) , 
nickel metal hydride ( NiMH ) , lithium - ion ( Li - ion ) , and the 
like ) , solar cells , fuel cells , and the like . 
[ 0211 ] The processor 2118 may also be coupled to the 
GPS chipset 2136 , which may be configured to provide 
location information ( e.g. , longitude and latitude ) regarding 
the current location of the WTRU 2102. In addition to , or in 
lieu of , the information from the GPS chipset 2136 , the 
WTRU 2102 may receive location information over the air 
interface 2115/2116/2117 from a base station and / or deter 
mine its location based on the timing of the signals being 
received from two or more nearby base stations . It will be 
appreciated that the WTRU 2102 may acquire location 
information by way of any suitable location - determination 
method while remaining consistent with an embodiment . 

[ 0212 ] The processor 2118 may further be coupled to other 
peripherals 2138 , which may include one or more software 
and / or hardware modules that provide additional features , 
functionality and / or wired or wireless connectivity . For 
example , the peripherals 2138 may include sensors such as 
an accelerometer , an e - compass , a satellite transceiver , a 
digital camera ( for photographs or video ) , a universal serial 
bus ( USB ) port , a vibration device , a television transceiver , 
a hands free headset , a Bluetooth® module , a frequency 
modulated ( FM ) radio unit , a digital music player , a media 
player , a video game player module , an Internet browser , 
and the like . 
[ 0213 ] FIG . 22 depicts an exemplary network entity 2290 
that may be used in embodiments of the present disclosure , 
for example as a session control module or a server . As 
depicted in FIG . 22 , network entity 2290 includes a com 
munication interface 2292 , a processor 2294 , and non 
transitory data storage 2296 , all of which are communica 
tively linked by a bus , network , or other communication 
path 2298 . 
[ 0214 ] Communication interface 2292 may include one or 
more wired communication interfaces and / or one or more 
wireless - communication interfaces . With respect to wired 
communication , communication interface 2292 may include 
one or more interfaces such as Ethernet interfaces , as an 
example . With respect to wireless communication , commu 
nication interface 2292 may include components such as one 

more antennae , one more transceivers / chipsets 
designed and configured for one or more types of wireless 
( e.g. , LTE ) communication , and / or any other components 
deemed suitable by those of skill in the relevant art . And 
further with respect to wireless communication , communi 
cation interface 2292 may be equipped at a scale and with a 
configuration appropriate for acting on the network side 
opposed to the client side of wireless communications 
( e.g. , LTE communications , Wi - Fi communications , and the 
like ) . Thus , communication interface 2292 may include the 
appropriate equipment and circuitry ( perhaps including mul 
tiple transceivers ) for serving multiple mobile stations , UEs , 
or other access terminals in a coverage area . 
[ 0215 ] Processor 2294 may include one or more proces 
sors of any type deemed suitable by those of skill in the 
relevant art , some examples including a general - purpose 
microprocessor and a dedicated DSP . 
[ 0216 ) Data storage 2296 may take the form of any 
non - transitory computer - readable medium or combination 
of such media , some examples including flash memory , 
read - only memory ( ROM ) , and random - access memory 
( RAM ) to name but a few , as any one or more types of 
non - transitory data storage deemed suitable by those of skill 
in the relevant art could be used . As depicted in FIG . 22 , data 
storage 2296 contains program instructions 2297 executable 
by processor 2294 for carrying out various combinations of 
the various network - entity functions described herein . 
[ 0217 ] FIG . 23 is a flow chart of a method , in accordance 
with at least one embodiment . By way of example , the 
method 2300 is described below as being carried out by an 
HMD . 
[ 0218 ] At step 2302 , the HMD obtains a session geometry 
of a multi - location telepresence session that includes a 
first - location participant ( that is wearing the HMD in this 
example ) at a first location and a second - location participant 
at a second location . The first location has a plurality of 
first - location cameras ( e.g. , mounted in a line or arc on a 

a 

as 

or any other type 
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camera wall or the like ) and a plurality of first - location 
display segments ( which in this example are different 
regions of the HMD real or virtual display , but in other 
instances could be separate physical display devices ( e.g. , 
monitors ) or separate display regions of one or more 
devices ) . The second location has a plurality of second 
location cameras and a plurality of second - location display 
segments . In at least one embodiment , the HMD assigns at 
least part of the session geometry . In at least one embodi 
ment , the HMD receives at least part of the session geometry 
via a data connection . One or more of the cameras could be 
a monoscopic camera , a stereoscopic camera , a 3D depth 
camera , and / or any other camera deemed suitable by those 
of skill in the art for a given implementation . 
[ 0219 ] At step 2304 , the HMD selects , according to the 
session geometry that was obtained at step 2302 , a first - to 
second - viewpoint second - location camera from the plurality 
of second - location cameras . 
[ 0220 ] At step 2306 , the HMD selects , according to the 
session geometry that was obtained at step 2302 , a first - to 
second - viewpoint first - location display segment from the 
plurality of first - location display segments ; 
[ 0221 ] At step 2308 , the HMD receives a first - to - second 
viewpoint video stream captured by the first - to - second 
viewpoint second - location camera that was selected at step 
2304 . 
[ 0222 ] At step 2310 , the HMD generates a line - of - sight 
augmented - reality experience for the multi - location telep 
resence session at least in part by rendering the received 
first - to - second - viewpoint video stream via the first - to - sec 
ond - viewpoint first - location display segment that was 
selected at step 2308. In at least one embodiment , the HMD 
crops the captured second - to - first - viewpoint video stream to 
substantially display a head ( e.g. , a head and shoulders ) of 
the first participant prior to transmitting the captured second 
to - first - viewpoint video stream to the second location . 
[ 0223 ] In at least one embodiment , the HMD also gener 
ates a virtual meeting space that reflects the session geom 
etry that was obtained at step 2302 ; in such an embodiment , 
rendering the received first - to - second - viewpoint video 
stream includes rendering the received first - to - second - view 
point video stream as appearing in the virtual meeting space . 
[ 0224 ] In at least one embodiment , the HMD also identi 
fies , according to the session geometry that was obtained at 
step 2302 , a first - to - second viewing orientation of the first 
location participant with respect to the second - location 
participant ; in at least one such embodiment , selecting the 
first - to - second - viewpoint second - location camera from the 
plurality of second - location cameras according to the ses 
sion geometry includes determining that , among the second 
location cameras in the plurality of second - location cameras , 
a given second - location camera most closely bears the 
identified first - to - second viewing orientation to the second 
participant ; and designating the given second - location cam 
era as being the selected first - to - second - viewpoint second 
location camera ; moreover , in at least one such embodiment , 
selecting the first - to - second - viewpoint first - location display 
segment from the plurality of first - location display segments 
according to the session geometry includes determining that , 
among the first - location display segments in the plurality of 
first - location display segments , a given first - location display 
segment is the one to which the first participant most closely 
bears the identified first - to - second - viewing orientation ; and 

designating the given first - location display segment as being 
the selected first - to - second - viewpoint first - location display 
segment . 
[ 0225 ] In at least one embodiment , the HMD also selects , 
according to the session geometry that was obtained at step 
2302 and from the plurality of first - location cameras , a 
second - to - first - viewpoint first - location camera that bears 
substantially the same orientation to the first - location par 
ticipant as the selected first - to - second - viewpoint first - loca 
tion display segment bears to the first - location participant ; 
and captures a second - to - first - viewpoint video stream of the 
first participant using the selected second - to - first - viewpoint 
first - location camera ; in at least one such embodiment , 
wherein generating the line - of - sight augmented - reality 
experience for the multi - location telepresence session fur 
ther includes transmitting the captured second - to - first - view 
point video stream to the second location for rendering via 
a second - location display segment that bears substantially 
the same orientation to the second - location participant as the 
selected first - to - second - viewpoint second - location camera 
bears to the second - location participant . 
[ 0226 ] In at least one embodiment , the HMD also selects , 
according to the session geometry that was obtained at step 
2302 and from the plurality of first - location cameras , a 
respective other - to - first - viewpoint first - location camera for 
each of one or more other - location participants at respective 
other locations ; and captures a respective other - to - first 
viewpoint video stream of the first participant using each of 
the one or more selected other - to - first - viewpoint first - loca 
tion cameras ; in at least one such embodiment , generating 
the line - of - sight augmented - reality experience for the multi 
location telepresence session further includes transmitting 
each respective captured other - to - first - viewpoint video 
stream to the corresponding other location for rendering via 
a respective other - location display segment that bears sub 
stantially the same orientation to the respective other - loca 
tion participant as the first participant bears to the corre 
sponding respective other - to - first - viewpoint first - location 
camera . 

[ 0227 ] In at least one embodiment , the HMD also selects , 
according to the session geometry that was obtained at step 
2302 and from the plurality of first - location display seg 
ments , a respective first - to - other - viewpoint first - location 
display segment for each other location participant , wherein 
each selected first - to - other - viewpoint first - location display 
segment bears substantially the same orientation to the first 
participant as the selected other - to - first - viewpoint first - lo 
cation camera associated with the same other location par 
ticipant bears to the first participant ; and receives a respec 
tive first - to - other - viewpoint video stream from each other 
location participant , each received first - to - other - viewpoint 
video stream having been captured from a first - to - other 
viewpoint other location camera that bears substantially the 
same orientation to the corresponding other participant as 
the first participant bears to the corresponding first - to - other 
viewpoint first - location display segment ; in at least one such 
embodiment , generating the line - of - sight augmented - reality 
experience for the multi - location telepresence session fur 
ther includes rendering the corresponding received first - to 
other - viewpoint video streams via the corresponding 
selected first - to - other - viewpoint first - location display seg 
ments . 

[ 0228 ] Although features and elements are described 
above in particular combinations , one of ordinary skill in the 
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art will appreciate that each feature or element can be used 
alone or in any combination with the other features and 
elements . In addition , the methods described herein may be 
implemented in a computer program , software , or firmware 
incorporated in a computer - readable medium for execution 
by a computer or processor . Examples of computer - readable 
storage media include , but are not limited to , a read only 
memory ( ROM ) , a random access memory ( RAM ) , a reg 
ister , cache memory , semiconductor memory devices , mag 
netic media such as internal hard disks and removable disks , 
magneto - optical media , and optical media such as CD - ROM 
disks , and digital versatile disks ( DVDs ) . A processor in 
association with software may be used to implement a radio 
frequency transceiver for use in a WTRU , UE , terminal , 
base station , RNC , or any host computer . 

participants , and the method further includes determining a 
position of the local participant ; selecting a new respective 
local video feed from a different camera ; and transmitting 
the new respective local video feed to the respective remote 
participant 
[ 0239 ] In at least one embodiment , a new respective local 
video feed is selected based on each local participant's 
position , and the new respective local video feed is trans 
mitted to the respective remote participant . 
[ 0240 ] In at least one embodiment , assigning the plurality 
of meeting sites further includes assigning respective remote 
participant locations . 
[ 0241 ] In at least one embodiment , the respective remote 
participant locations are based on physical locations 
between at least two remote participants in a common 
meeting site . 
[ 0242 ] In at least one embodiment , the background is a 
solid color . 
[ 0243 ] In at least one embodiment , each local feed for 
each local participant is a stereoscopic 3D feed based on two 
neighboring cameras on the wall of cameras and a natural 
focal point representing a position of the local participant 
associated with the local feed . 
[ 0244 ] In at least one embodiment , a virtual object is 
displayed virtually . In at least one embodiment , the virtual 
object is a virtual meeting table . 
[ 0245 ] In at least one embodiment , the markers are located 
in a predefined relationship to the cameras of the wall of 

ADDITIONAL EMBODIMENTS 

First Additional Embodiments 

a 

a 

cameras . 

[ 0229 ] An embodiment takes the form of a method that 
includes assigning a virtual geometry ; forming a virtual 
meeting space by assigning a plurality of meeting sites to 
respective locations according to the virtual geometry , 
wherein each meeting site has at least one local participant ; 
selecting , for each local participant , a set of local video feeds 
from a subset of cameras of a wall of cameras , and sending 
a respective local video feed to a respective remote partici 
pant in a remote meeting site ; and receiving and displaying 
a set of remote video feeds , each remote video feed received 
from a respective remote meeting site , wherein each remote 
video feed is displayed in alignment with a respective 
camera used to capture the respective local video feed sent 
to the respective remote participant . 
[ 0230 ] In at least one embodiment , the method also 
includes tracking a position of a local participant , and 
responsively cropping at least one of the local video feeds to 
include a portion of the local video feed that includes 
substantially the local participant's head . 
[ 0231 ] In at least one embodiment , tracking is based on 
head - mounted cameras ( HMCs ) mounted on the local par 
ticipant's head and fixed markers located near at least one 
camera of the wall of cameras . 
[ 0232 ] In at least one embodiment , tracking is based on 3D 
depth cameras located on the wall of cameras . 
[ 0233 ] In at least one embodiment , the cropping of the 
local video feed is based on the location of the local 
participant in the local video feed . 
[ 0234 ] In at least one embodiment , cropping the at least 
one local video feed includes segmenting the local partici 
pant from a background . 
[ 0235 ] In at least one embodiment , the local participant 
has a head - mounted display ( HMD ) , and each remote video 
feed is virtually displayed over the camera representing the 
respective remote participant's eyes in the local space . 
[ 0236 ] In at least one embodiment virtually displaying 
each remote video feed is determined by an orientation of 
the HMD . 
[ 0237 ] In at least one embodiment , virtually displaying 
each remote video feed is determined by HMCs located on 
the HMD , wherein the HMCs identify markers on the wall 
of cameras to determine positions to display the remote 
video feeds . 
[ 0238 ] In at least one embodiment , a number of cameras 
on the wall of cameras is greater than a number of remote 
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[ 0246 ] In at least one embodiment , the cameras on the wall 
of cameras are in a straight line . 
[ 0247 ] In at least one embodiment , the cameras on the wall 
of cameras are in an arc . 
[ 0248 ] In at least one embodiment , the cameras on the wall 
of cameras are oriented in straight lines , the straight lines at 
various angles to each other . 
[ 0249 ] In at least one embodiment , each local video feed 
for each local participant is captured using a 2 - dimensional 
array of cameras on the wall of cameras . 
[ 0250 ] In at least one embodiment , the method also 
includes observing the virtual meeting space from per 
spective of a remote participant . 
[ 0251 ] In at least one embodiment , each remote video feed 
is displayed within a virtual reality meeting space . 
[ 0252 ] In at least one embodiment , each remote video feed 
is displayed as a video captured by a remote camera . 
[ 0253 ] In at least one embodiment , each remote video feed 
is displayed as a 3d avatar based on information captured by 
at least one remote camera . 
[ 0254 ] In at least one embodiment , at least some of the 
information captured by the at least one remote camera is 
gestures used to animate the 3 - dimensional avatar . 
[ 0255 ] In at least one embodiment , the animations com 
prise facial expressions . 
[ 0256 ] In at least one embodiment , a local meeting site has 
multiple local participants , and for each local participant , the 
virtual reality meeting space displays the other local par 
ticipants . 
[ 0257 ] In at least one embodiment , a relative position of 
local participants is preserved . 
[ 0258 ] In at least one embodiment , the remote video feeds 
are displayed on a plurality of displays . 
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Third Additional Embodiments [ 0259 ] In at least one embodiment , the displays are multi 
view displays , and different remote video feeds for different 
local participants are displayed on a single display . 
[ 0260 ] In at least one embodiment , each remote video feed 
displayed is determined by a position of a respective local 
participant . 
[ 0261 ] In at least one embodiment , the position is deter 
mined by cameras on the wall of cameras . 
[ 0262 ] In at least one embodiment , the position is deter 
mined by sensors on the wall of cameras . 
[ 0263 ] In at least one embodiment , the plurality of dis 
plays are arranged in a multi - screen mosaic . 
[ 0264 ] In at least one embodiment , each remote partici 
pant is shown in a 3D modeled virtual reality space on at 
least one of the plurality of displays . 
[ 0265 ] In at least one embodiment , each remote video feed 
is cropped to show a head region of the remote participant . 
[ 0266 ] In at least one embodiment , a background of each 
remote video feed is removed using chroma - key techniques . 
[ 0267 ] In at least one embodiment , the removed back 
ground is replaced with the 3 - dimensional modeled virtual 
reality space . 
[ 0268 ] In at least one embodiment , the remote video feeds 
represent 3D reconstructions based on a 3D model of a 
remote meeting site captured by an array of 3D depth 

[ 0277 ] An embodiment takes the form of a method that 
includes defining a virtual geometry based on a number of 
meeting sites , each meeting site comprising a number of 
participants ; for each participant in each meeting site , cap 
turing sensor data corresponding to a local scene using an 
arrangement of sensors ; generating a reconstructed 3D scene 
based on the sensor data ; capturing a projection of the 
reconstructed 3D scene from a plurality of remote direc 
tions ; forming perspective videos based on the projections 
from the plurality of remote directions , each perspective 
videos corresponding to a portion of the projection ; sending 
each perspective video to a respective remote user within a 
respective remote site ; receiving a remote perspective video 
from each remote site , the received remote perspective video 
based on local directions ; and rendering each received 
remote perspective video to each local user's direction . 
[ 0278 ] In at least one embodiment , the plurality of remote 
directions corresponds to remote user position information . 
[ 0279 ] In at least one embodiment , the plurality of remote 
directions corresponds to remote user input . 
[ 0280 ] In at least one embodiment , the plurality of remote 
directions corresponds to a combination of user position 
information and remote user input . 
[ 0281 ] In at least one embodiment , the virtual geometry is 
constantly updated . 
[ 0282 ] In at least one embodiment , the virtual geometry is 
updated in response to a user request . 

m 

sensors . 

a Fourth Additional Embodiments 

[ 0269 ] In at least one embodiment , the remote video feeds 
are displayed using an HMD in augmented reality . 
[ 0270 ] In at least one embodiment , the remote video feeds 
are displayed using an HMD in a virtual reality space . 
[ 0271 ] In at least one embodiment , the remote video feeds 
are displayed on multi - view displays . 
[ 0272 ] In at least one embodiment , the remote video feeds 
also comprises video data captured from a video camera on 
the wall of cameras . 
[ 0273 ] In at least one embodiment , a remote video feed 
from a first remote meeting site includes video data captured 
from video cameras , and a remote video feed from a second 
remote meeting site represents the 3D reconstruction . 
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[ 0283 ] An embodiment takes the form of a method for 
defining a virtual geometry , where the method includes 
registering all meeting sites and users within each meeting 
site ; receiving position information regarding each user ; 
generating a common virtual geometry between each meet 
ing site and all users within the meeting sites , forming 
connections between users in differing meeting sites ; and 
forming and dispatching data between users in different 
meeting sites . 
[ 0284 ] In at least one embodiment , position information 
corresponds to position of a user in a respective meeting site . 
[ 0285 ] In at least one embodiment , the data includes video 
data . 
[ 0286 ] In at least one embodiment , the data includes audio 
data . 
[ 0287 ] In at least one embodiment , the data includes 
position data . 
[ 0288 ] In at least one embodiment , the data includes 3D 
perspectives of a 3D reconstructed scene . 
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Fifth Additional Embodiments 

Second Additional Embodiments 
[ 0274 ] An embodiment takes the form of a method that 
includes defining a virtual geometry based on a number of 
meeting sites , each meeting site having a number of partici 
pants ; capturing , for each participant in each meeting site , a 
local 3D video feed using a subset of cameras / 3D sensors , 
and locally generating a 3D reconstruction of the local 3D 
video feed ; receiving , from each remote participant , position 
information , and responsively generating a unique 3D per 
spective based on the position information , wherein each 
unique 3D perspective includes a portion of a total amount 
of data contained within the 3D reconstruction ; transmitting 
the unique 3D perspectives to each remote participant ; and 
receiving , from each remote participant , a remote 3D per 
spective and displaying each remote 3D perspective in 
alignment with a camera / 3D sensor associated with the 
remote participant associated with the remote 3D perspec 
tive . 
[ 0275 ] In at least one embodiment , each unique 3D per 
spective is further based on remote participant input . 
[ 0276 ] In at least one embodiment , remote participant 
input for a first remote participant affects the unique 3D 
perspective sent to a second remote participant . 

[ 0289 ] An embodiment takes the form of an apparatus that 
includes a session control module configured to assign a 
virtual geometry and form a virtual meeting space by 
assigning a plurality of meeting sites to respective locations 
according to the virtual geometry , wherein each meeting site 
has at least one local participant ; a subset of a plurality of 
cameras configured to capture a set of local video feeds , 
each local video feed captured from a respective camera of 
the subset , and send a respective local video feed to a 
respective remote participant in a different / remote meeting 
site ; and a plurality of displays configured to receive and 
display a set of remote video feeds , each remote video feed 

a 
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received from a respective remote participant / meeting site , 
wherein each remote video feed is displayed in alignment 
with a respective camera used to capture the respective local 
video feed sent to the respective remote participant . 

Sixth Additional Embodiments 

[ 0296 ] In at least one embodiment , the physical location of 
the first participant is determined using the augmented 
reality headset 
[ 0297 ] In at least one embodiment , the method also 
includes selecting , based on the virtual location of the first 
participant and the second participant , at least one second 
selected camera to provide an image of the first participant 
to the second participant ; and displaying the image of the 
first participant to the second participant . 
[ 0298 ] In at least one embodiment , the image of the first 
participant is displayed in substantial alignment with the 
second selected camera , and wherein the image of the 
second participant is displayed in substantial alignment with 
the first selected camera . 

[ 0290 ] An embodiment takes the form of an apparatus that 
includes a plurality of cameras / 3D sensors configured to 
capture sensor data corresponding to a local scene , generate 
a reconstructed 3D scene based on the sensor data , capture 
a projection of the reconstructed 3D scene from a plurality 
of remote directions , and form perspective videos based on 
the projections from the plurality of remote directions , each 
perspective videos corresponding to a portion of the projec 
tion ; a session control module configured to define a virtual 
geometry based on a number of meeting sites , each meeting 
site comprising a number of participants , send each perspec 
tive video to a respective remote user within a respective 
remote site and receive a remote perspective video from 
each remote site , the received remote perspective video 
based on local directions ; and a display module configured 
to render each received remote perspective video to each 
local user's direction . 

Ninth Additional Embodiments 

Seventh Additional Embodiments 

[ 0299 ] An embodiment takes the form of a method for 
determination of a multi - party , multi - location telepresence 
session geometry for use in generating a line - of - sight aug 
mented reality view for a first user at a first location of a 
second user at a second location , where the method includes 
detecting a viewing orientation of a first user at a first 
location with respect to a representation of a second user at 
a second location being rendered to the first user using an 
augmented reality device ; determining which of a plurality 
of cameras at the second location is capturing a field of view 
including the second user at an orientation matching the 
viewing orientation of the first user with respect to the 
rendered representation of the second user ; and generating 
the rendered representation of the second user to be pre 
sented to the first user using an augmented reality device 
based at least in part on imagery captured by the determined 
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camera . 

[ 0291 ] An embodiment takes the form of a method that 
includes determining a location of at least a first user in a 
first meeting space , the first meeting space having a first 
linear array of cameras ; determining a location of at least a 
second user in a second meeting space , the second meeting 
space having a second linear array of cameras ; defining a 
virtual meeting geometry including virtual locations of at 
least the first and second user in the virtual meeting geom 
etry ; based on the virtual locations of the first and second 
users , selecting at least one selected camera for each of the 
first and second users ; displaying to the first user a view of 
the second user taken by the selected camera associated with 
the first user ; and displaying to the second user a view of the 
first user taken by the selected camera associated with the 
second user . 
[ 0292 ] In at least one embodiment , the displaying to the 
first user is performed by an augmented reality headset worn 
by the first user . 
[ 0293 ] In at least one embodiment , determining the loca 
tion of the first user is performed using the augmented reality 
headset of the first user . 

[ 0300 ] In at least one embodiment , each camera of the 
plurality of cameras is a monoscopic camera . 
[ 0301 ] In at least one embodiment , each camera of the 
plurality of cameras is a stereoscopic camera . 
[ 0302 ] In at least one embodiment , each camera of the 
plurality of cameras provides the data to create a 3D 
reconstructed model of the conferencing session at each site 
to then product a virtual camera video stream from the 
particular position best matching the viewing orientation of 
the remote session participants . 
[ 0303 ] In at least one embodiment , each camera of the 
plurality of cameras includes a depth camera . 

Tenth Additional Embodiments 
Eighth Additional Embodiments 
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[ 0294 ] An embodiment takes the form of a method that 
includes determining physical locations of a plurality of 
meeting participants , including at least a first participant in 
a first meeting location and a second participant in a second 
meeting location ; based on the physical locations , assigning 
each participant to a virtual location in a virtual meeting 
geometry ; based on the virtual location of the first partici 
pant and the second participant , selecting at least one first 
selected camera to provide an image of the second partici 
pant to the first participant ; and displaying the image of the 
second participant to the first participant . 
[ 0295 ] In at least one embodiment , the image of the 
second participant is displayed by an augmented reality 
headset of the first participant . 

[ 0304 ] An embodiment takes the form of a method for use 
in generating a near line - of - sight augmented reality view for 
a first user at a first location of a second user at a second 
location , where the method includes detecting a viewing 
orientation of a first user at a first location with respect to a 
representation of a second user at a second location being 
rendered to the first user using an augmented reality display ; 
determining which of a plurality of cameras at the second 
location is capturing a field of view including the second 
user at an orientation most closely matching the viewing 
orientation of the first user with respect to the rendered 
representation of the second user ; and generating the ren 
dered representation of the second user to be presented to the 
first user using the augmented reality display based at least 
in part on imagery captured by the determined camera . 
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[ 0305 ] In at least one embodiment , each camera of the 
plurality of cameras is a monoscopic camera . 
[ 0306 ] In at least one embodiment , each camera of the 
plurality of cameras is a stereoscopic camera . 
[ 0307 ] In at least one embodiment , each camera of the 
plurality of cameras provides the data to create a 3D 
reconstructed model of the conferencing session at each site 
to then product a virtual camera video stream from the 
particular position best matching the viewing orientation of 
the remote session participants . 
[ 0308 ] In at least one embodiment , each camera of the 
plurality of cameras includes a depth camera . 

1. A method comprising : 
selecting , based on first location information and second 

location information , a camera from an array of cam 
eras at a first location , 

wherein the camera is configured to provide a line - of 
sight video view of a first participant to display to a 
second participant , 

wherein the first participant is at the first location and the 
second participant is at the second location , and 

wherein the first location information comprises location 
information associated with the first participant and the 
second location information comprises location infor 
mation associated with the second participant ; and 

transmitting , to the second location , a first video stream , 
wherein the first video stream comprises the line - of - sight 

video view of the first participant captured by the 
camera selected 

2. The method of claim 1 , further comprising : 
receiving a second video stream , 
wherein the second video stream comprises a line - of - sight 

video view of the second participant to display to the 
first participant ; and 

displaying the second video stream in an AR display 
device of the first participant . 

3. The method of claim 2 , wherein the second video 
stream is displayed in the AR display device of the first 
participant at a position based on the first location informa 
tion and the second location information . 

4. The method of claim 2 , wherein the second video 
stream is displayed in the AR display device of the first 
participant in alignment with a location of the selected 
camera from the array of cameras . 

5. The method of claim 1 , further comprising : 
determining , from the first location information and the 

second location information , corresponding locations 
in a virtual session geometry , 

wherein selecting the camera from the array of cameras is 
further based on the determined locations in the virtual 
session geometry . 

6. The method of claim 1 , further comprising cropping 
video content from the selected camera to produce the first 
video stream . 

7. The method of claim 1 , wherein the array of cameras 
is a 1 - D camera array . 

8. The method of claim 1 , wherein the array of cameras 
is selected from the group consisting of a 2 - D camera array 
and a 3 - D camera array . 

9. The method of claim 1 , wherein the array of cameras 
is a device comprising a plurality of cameras . 

10. The method of claim 1 , further comprising transmit 
ting an identifier of the first participant and the first location 
information associated with the first participant . 

11. The method of claim 1 , further comprising : 
transmitting a viewpoint of the first participant , 
wherein the viewpoint specifies a desired viewing posi 

tion of the first participant and the desired viewing 
position differs from a physical viewing position of the 
first participant at the first location ; and 

receiving a second video stream , 
wherein the second video stream comprises a video view 

of the second location based on the transmitted view 
point . 

12. An apparatus comprising : 
a processor ; and 
a non - transitory computer - readable medium storing 

instructions operative , when executed by the processor , 
to cause the apparatus to : 
select , based on first location information and second 

location information , a camera from an array of 
cameras at a first location , 

wherein the camera is configured to provide a line - of 
sight video view of a first participant to display to a 
second participant , 

wherein the first participant is at the first location and 
the second participant is at the second location , and 

wherein the first location information comprises loca 
tion information associated with the first participant 
and the second location information comprises loca 
tion information associated with the second partici 
pant ; and 

transmit , to the second location , a first video stream , 
wherein the first video stream comprises the line - of 

sight video view of the first participant captured by 
the camera selected . 

13. The apparatus of claim 12 , wherein the instructions , 
when executed by the processor , are further operative to : 

receive a second video stream , 
wherein the second video stream comprises a line - of - sight 

video view of the second participant suitable for dis 
play to the first participant ; and 

display the second video stream in an AR display device 
of the first participant . 

14. The apparatus of claim 13 , wherein the instructions , 
when executed by the processor , are further operative to 
display the second video stream in the AR display device of 
the first participant at a position based on the first location 
information and the second location information . 

15. The apparatus of claim 13 , wherein the instructions , 
when executed by the processor , are further operative to 
display the second video stream in an AR display device of 
the first participant in alignment with a location of the 
selected camera from the array of cameras . 

16. The apparatus of claim 12 , 
wherein the instructions , when executed by the processor , 

are further operative to determine , from the first loca 
tion information and the second location information , 
corresponding locations in a virtual session geometry , 
and 

wherein selecting the camera from the array of cameras is 
further based on the determined locations in the virtual 
session geometry . 
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17. The apparatus of claim 12 , wherein the instructions , 
when executed by the processor , are further operative to crop 
video content from the selected camera to produce the first 
video stream . 

18. The apparatus of claim 12 , wherein the array of 
cameras is a device comprising a plurality of cameras . 

19. The apparatus of claim 12 , wherein the instructions , 
when executed by the processor , are further operative to : 

transmit a viewpoint of the first participant , 
wherein the viewpoint specifies a desired viewing posi 

tion of the first participant and the desired viewing 
position differs from a physical viewing position of the 
first participant at the first physical location ; and 

receive a second video stream , 
wherein the second video stream comprises a video view 

of the second location based on the transmitted view 
point . 

20. A system comprising : 
a camera array device comprising a plurality of cameras ; 
a processor ; and 
a non - transitory computer - readable medium storing 

instructions operative , when executed by the processor , 
to cause the system to : 
determine location information associated with the first 

user ; 
select , based on the location information , a camera 
from the array of cameras , 

wherein the selected camera is configured to provide a 
line - of - sight video view of the first user to display to 
a second user ; and 

transmit a first video stream , 
wherein the first video stream comprises the line - of 

sight video view of the first user captured by the 
selected camera . 

21. The system of claim 20 , wherein the camera array 
device further comprises an AR marker in a position cali 
brated relative to at least one of the plurality of cameras of 
the camera array device . 

22. The system of claim 21 , wherein the instructions 
operative , when executed by the processor , to cause the 
system to determine location information comprise instruc 
tions operative , when executed by the processor , to cause the 
system to : 

capture an image of the camera array device using a 
camera associated with the first user ; 

identify the AR marker in the captured image ; and 
determine the location of the first user relative to the 

cameras of the camera array device based on the 
identification of the AR marker in the captured image . 

23. The system of claim 20 , wherein the camera associ 
ated with the first user is part of a Head Mounted Display 
( HMD ) device worn by the first user . 


