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PERFORMING IMAGE SEARCH USING
CONTENT LABELS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit under 35 U.S.C.
§ 119(e) of U.S. Patent Application No. 62/770,478, entitled
“PERFORMING IMAGE SEARCH USING CONTENT
LABELS,” filed Nov. 21, 2018. The disclosure of the
foregoing application is incorporated herein by reference in
its entirety for all purposes.

BACKGROUND
[0002] This specification relates to information retrieval.
[0003] The Internet provides access to a wide variety of

electronic documents, such as image files, audio files, video
files, and webpages. A search system can identify electronic
documents that are responsive to search queries. The search
queries can include one or more search terms, images, audio
data, or a combination thereof. Searching images can present
particular challenges.

SUMMARY

[0004] This specification describes a search system imple-
mented as computer programs on one or more computers in
one or more locations. The search system can perform an
image search by processing a search query that includes one
or more search terms to generate search results that identify
images responsive to the search query.

[0005] According to a first aspect there is provided a
method performed by one or more data processing apparatus
which includes receiving a request for images responsive to
a provided search query including one or more search terms.
Content labels are obtained for the provided search query,
where the content labels for the provided search query
represent entities depicted in images identified by search
results previously generated by a search system by process-
ing search queries comprising search terms included in the
provided search query. For each of multiple candidate
images, content labels are obtained for the candidate image,
where each content label for the candidate image represents
an entity depicted by the candidate image. A relevance score
is determined for the candidate image based on a similarity
measure that measures a similarity of: (i) the content labels
for the provided search query, and (ii) the content labels for
the candidate image. A ranking of the candidate images is
determined based in part on the relevance scores for the
candidate images. Search results identifying one or more of
the candidate images are provided in response to the request
based on the ranking of the candidate images.

[0006] Insome implementations, the content labels for the
provided search query include terms representing entities
depicted in images identified by search results previously
generated by the search system by processing the provided
search query.

[0007] Insome implementations, the content labels for the
provided search query include terms representing entities
depicted in images identified by search results previously
generated by the search system by processing a search query
defined by a sequence of one or more search terms included
in the provided search query.

[0008] Insome implementations, the content labels for the
provided search query include terms representing entities
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depicted in images identified by search results previously
generated by the search system by processing a search query
which includes a sequence of one or more search terms
which are also included in the provided search query.
[0009] Insome implementations, the content labels for the
provided search query are determined based on respective
user selection rates of the search results generated by the
search system by processing search queries comprising
search terms included in the provided search query.

[0010] Insome implementations, the content labels for the
candidate images are generated by processing the candidate
images using an entity detection model to generate data
defining entities depicted by the candidate image; and the
content labels for the provided search query are generated by
processing, using an entity detection model, images identi-
fied by search results previously generated by the search
system by processing search queries comprising search
terms included in the provided search query.

[0011] In some implementations, the entity detection
model comprises an object detection neural network.
[0012] In some implementations, obtaining content labels
for the candidate image includes obtaining one or more
content labels which each represent a respective object
depicted by the candidate image.

[0013] In some implementations, obtaining content labels
for the provided search query includes obtaining one or
more content labels which each represent a respective object
depicted by an image identified by search results previously
generated by the search system by processing search queries
comprising search terms included in the provided search
query.

[0014] In some implementations, determining a relevance
score for the candidate image based on a similarity measure
that measures a similarity of: (i) the content labels for the
provided search query to (ii) the content labels for the
candidate image, includes determining a cosine similarity
measure between: (i) a numerical representation of the
content labels for the provided search query, and (ii) a
numerical representation of the content labels for the can-
didate image.

[0015] Insome implementations, the similarity measure is
based on a respective likelihood of each of: (i) the content
labels for the provided search query, and (ii) the content
labels for the candidate image.

[0016] In some implementations, providing data identify-
ing one or more of the candidate images in response to the
request based on the ranking of the plurality of candidate
images includes providing data identifying one or more
highest-ranked candidate images in response to the request.
[0017] According to a second aspect there is provided a
system including one or more computers and one or more
storage devices storing instructions that when executed by
the one or more computers cause the one or more computers
to perform operations including the operations of the pre-
viously described method.

[0018] According to a third aspect there is provided one or
more non-transitory computer storage media storing instruc-
tions that when executed by one or more computers cause
the one or more computers to perform operations including
the operations of the previously described method.

[0019] Particular embodiments of the subject matter
described in this specification can be implemented so as to
realize one or more of the following advantages.
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[0020] The search system described in this specification
can identify images responsive to a search query. The search
system uses a set of content labels obtained for the search
query to identify images and can efficiently determine a set
of content labels for any search query using pre-computed
data, thus reducing any latency in providing images respon-
sive to search queries. More specifically, for each of a large
number (e.g., millions) of search queries, the search system
can pre-compute (i.e., by identifying and storing) content
labels which represent entities depicted in images identified
by search results previously generated by the search system
by processing the search query.

[0021] The search system can obtain a set of content labels
for a given search query by aggregating pre-computed
content labels from images corresponding to one or more of:
(1) the given search query, (ii) “sub-queries” of the search
query, and (iii) search queries “related” to the given search
query. A sub-query of the given search query is defined by
a sequence of one or more search terms included in the given
search query. Two search queries are said to be “related” if
they both include a same sub-query. In this manner, the
search system can determine content labels for a given
search query using pre-computed data even if content labels
from images corresponding to the given search query are not
pre-computed. More specifically, even if content labels from
images corresponding to the given search query are not
pre-computed, the system can determine content labels for
the given search query by aggregating pre-computed content
labels from images corresponding to sub-queries and related
search queries of the given search query. This is a technical
improvement in the field of information retrieval and image
search.

[0022] The search system described in this specification
can determine a relevance score which characterizes the
relevance of an image to a search query using criteria that
are easily understood and interpretable by a person. In
particular, the search system determines the relevance score
based on: (i) a set of content labels for the search query, and
(ii) a set of content labels for the image. The respective sets
of content labels for the search query and for the image can
be easily understood and interpreted by a person, which can
facilitate efficient calibration and debugging of the search
system. In contrast, other scores which characterize the
relevance of an image to a search query may be based on
complex and non-interpretable criteria (e.g., the outputs of
neural networks) which may significantly increase the dif-
ficulty of calibrating and debugging the search system. This
is another technical improvement in the field of information
retrieval and image search.

[0023] By determining search results for search queries
based on relevance scores computed using content labels,
the search system described in this specification can gener-
ate improved image search results in response to search
queries. In this manner, the search system can reduce
computational resource consumption (e.g., memory, com-
puting power, or both) by reducing the number of search
queries transmitted by users to retrieve relevant data. For
example, experiments have shown that manual search query
refinements (i.e., where a user is unsatisfied with the search
results provided in response to a search query) decreased by
0.35% when the search system determined search results
based on relevance scores computed using content labels.
Moreover, experiments have also shown that the rate at
which users select the first search result provided by the
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search system increases by 1.6% when the search system
determined search results based on relevance scores com-
puted using content labels. This is another technical
improvement in the field of information retrieval and image
search.

[0024] The details of one or more embodiments of the
subject matter of this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] FIG. 1 shows an example search system.
[0026] FIG. 2 shows an example ranking engine.
[0027] FIG. 3 is a flow diagram of an example process for

providing image search results responsive to a search query
that includes one or more search terms.

[0028] FIG. 4 is a flow diagram of an example process for
obtaining content labels for a given search query that
includes one or more search terms.

[0029] Like reference numbers and designations in the
various drawings indicate like elements.

DETAILED DESCRIPTION

[0030] This specification describes a search system that
can perform an image search by processing a search query
that includes one or more search terms to generate search
results that identify images responsive to the search query.
The search system is configured to process the search query
to determine a respective relevance score for each of one or
more candidate images, where the relevance score for a
candidate image characterizes a relevance of the candidate
image to the search query. The search system determines a
ranking of the candidate images based (at least in part) on
the relevance scores of the candidate images, and can
generate search results which identify one or more highest-
ranked candidate images.

[0031] To generate the relevance score for a candidate
image, the search system determines: (i) a set of content
labels for the search query, and (ii) a set of content labels for
the candidate image, and computes a similarity measure
between the respective sets of content labels. The content
labels for the search query are terms representing entities
(e.g., objects) depicted in images which are identified by
search results previously generated by the search system for
one or more of: (i) the search query, (ii) “sub-queries” of the
search query, and (iii) “related” search queries. The content
labels for the candidate image represent entities (e.g.,
objects) that are depicted by the candidate image. The search
system can determine entities depicted in an image by
processing the image using an entity detection model (e.g.,
which may include an object detection neural network).
[0032] These features and other features are described in
more detail below.

[0033] FIG. 1 shows an example search system 100. The
search system 100 is an example of a system implemented
as computer programs on one or more computers in one or
more locations in which the systems, components, and
techniques described below are implemented.

[0034] The search system 100 is configured to receive a
search query 102 from a user device 104, to process the
search query 102 to determine one or more search results
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106 responsive to the search query 102, and to provide the
search results 106 to the user device 104. The search query
102 can include search terms expressed in a natural language
(e.g., English), images, audio data, or any other appropriate
form of data. A search result 106 identifies an electronic
document 108 from a website 110 that is responsive to the
search query 102, and includes a link to the electronic
document 108. Electronic documents 108 can include, for
example, images, HTML webpages, word processing docu-
ments, portable document format (PDF) documents, and
videos. The electronic documents 108 can include content,
such as words, phrases, images, and audio data, and may
include embedded information (e.g., meta information and
hyperlinks) and embedded instructions (e.g., scripts). A
website 110 is a collection of one or more electronic
documents 108 that is associated with a domain name and
hosted by one or more servers. For example, a website 110
may be a collection of webpages formatted in hypertext
markup language (HTML) that can contain text, images,
multimedia content, and programming elements (e.g.,
scripts).

[0035] In a particular example, a search query 102 can
include the search terms “Apollo moon landing”, and the
search system 100 may be configured to perform an image
search, that is, to provide search results 106 which identity
respective images that are responsive to the search query
102. In particular, the search system 100 may provide search
results 106 that each include: (i) a title of a webpage, (ii) a
representation of an image extracted from the webpage, and
(iii) a hypertext link (e.g., specifying a uniform resource
locator (URL)) to the webpage or to the image itself. In this
example, the search system 100 may provide a search result
106 that includes: (i) the title “Apollo moon landing” of a
webpage, (i) a reduced-size representation (i.e., thumbnail)
of an image of the Apollo spacecraft included in the web-
page, and (iii) a hypertext link to the image.

[0036] A computer network 112, such as a local area
network (LAN), wide area network (WAN), the Internet, a
mobile phone network, or a combination thereof, connects
the websites 110, the user devices 104, and the search system
100 (i.e., enabling them to transmit and receive data over the
network 112). In general, the network 112 can connect the
search system 100 to many thousands of websites 110 and
user devices 104.

[0037] A user device 104 is an electronic device that is
under control of a user and is capable of transmitting and
receiving data (including electronic documents 108) over the
network 112. Example user devices 104 include personal
computers, mobile communication devices, and other
devices that can transmit and receive data over the network
112. A user device 104 typically includes user applications
(e.g., a web browser) which facilitate transmitting and
receiving data over the network 112. In particular, user
applications included in a user device 104 enable the user
device 104 to transmit search queries 102 to the search
system 100, and to receive the search results 106 provided
by the search system 100 in response to the search queries
102, over the network 112.

[0038] The user applications included in the user device
104 can present the search results 106 received from the
search system 100 to a user of the user device (e.g., by
rendering a search results page which shows an ordered list
of the search results 106). The user may select one of the
search results 106 presented by the user device 104 (e.g., by
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clicking on a hypertext link included in the search result
106), which can cause the user device 104 to generate a
request for an electronic document 108 identified by the
search result 106. The request for the electronic document
108 identified by the search result 106 is transmitted over the
network 112 to a website 110 hosting the electronic docu-
ment 108. In response to receiving the request for the
electronic document 108, the website 110 hosting the elec-
tronic document 108 can transmit the electronic document
108 to the user device 104.

[0039] The search system 100 processes a search query
102 using a ranking engine 114 to determine search results
106 responsive to the search query 102. As will be described
in more detail below, the ranking engine 114 determines
search results 106 responsive to the search query 102 using
a search index 116 and a historical query log 118.

[0040] The search system 100 uses an indexing engine 120
to generate and maintain the search index 116 by “crawling”
(i.e., systematically browsing) the electronic documents 108
of the websites 110. For each of a large number (e.g.,
millions) of electronic documents 108, the search index 116
indexes the electronic document by maintaining data which:
(1) identifies the electronic document 108 (e.g., by a link to
the electronic document 108), and (ii) characterizes the
electronic document 108. The data maintained by the search
index 116 which characterizes an electronic document may
include, for example, data specifying a type of the electronic
document (e.g., image, video, PDF document, and the like),
a quality of the electronic document (e.g., the resolution of
the electronic document when the electronic document is an
image or video), keywords associated with the electronic
document, a cached copy of the electronic document, or a
combination thereof.

[0041] The search system 100 can store the search index
116 in a data store which may include thousands of data
storage devices. The indexing engine 120 can maintain the
search index 116 by continuously updating the search index
116, for example, by indexing new electronic documents
108 and removing electronic documents 108 that are no
longer available from the search index 116.

[0042] The search system 100 uses a query logging engine
122 to generate and maintain a historical query log 118. For
each of a large number (e.g., millions) of search queries
previously processed by the search system 100, the histori-
cal query log 118 indexes the previous search query by
maintaining data which specifies: (i) the previous search
query, (ii) search results provided by the search system 100
in response to the previous search query, and (iii) user
selection data which specifies one or more of the search
results that were selected by the user of the user device
which transmitted the previous search query. As described
earlier, a user can select a search result by, for example,
clicking on a hypertext link included in the search result to
generate a request for the electronic document identified by
the search result. More generally, the user selection data can
be understood as any data characterizing a level of “interest”
of the user in search results transmitted in response to a
search query. For example, the user selection data can be
based on “hover data”, which characterizes how long a user
hovers their cursor over a search result. Hovering a cursor
over the search result may cause more information relevant
to the search result to be displayed. For example, if the
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search result is an image, hovering a cursor over the search
result may cause an enlarged version of the image to be
displayed.

[0043] The search system 100 can store the historical
query log 118 in a data store which may include thousands
of data storage devices. The query logging engine 122 can
maintain the historical query log 118 by continuously updat-
ing the historical query log 118 (e.g., by indexing new search
queries as they are processed by the search system 100).
[0044] The ranking engine 114 determines search results
106 responsive to the search query 102 by scoring electronic
documents 108 indexed by the search index 116. The
ranking engine 114 can score electronic documents 108
based in part on data accessed from the historical query log
118. The score determined by the ranking engine 114 for an
electronic document 108 characterizes how responsive (e.g.,
relevant) the electronic document is to the search query 102.
The ranking engine 114 determines a ranking of the elec-
tronic documents 108 indexed by the search index 116 based
on their respective scores, and determines the search results
based on the ranking. For example, the ranking engine 114
can generate search results 106 which identify the highest-
ranked electronic documents 108 indexed by the search
index 116.

[0045] FIG. 2 shows an example ranking engine 114. The
ranking engine 114 is an example of an engine implemented
as computer programs on one or more computers in one or
more locations in which the systems, components, and
techniques described below are implemented. As described
with reference to FIG. 1, the ranking engine 114 of the
search system 100 can process search queries of any appro-
priate format to generate search results identifying electronic
documents of any appropriate format. For example, the
search queries processed by the ranking engine may include,
for example, search terms, images, audio data, or a combi-
nation thereof, and the electronic documents identified by
the search results may include, for example, images, HTML
webpages, word processing documents, portable document
format (PDF) documents, and videos. FIG. 2 depicts specific
components of the ranking engine 114 that can be used to
perform an image search by processing a search query 102
that includes one or more search terms to generate search
results 106 that identify images responsive to the search
query 102.

[0046] The ranking engine 114 generates the search results
106 by determining a respective relevance score 202 for
each of multiple images indexed by the search index 116 and
determining a ranking 204 of the images based at least in
part on the relevance scores 202. The ranking engine 114
determines the relevance score 202 for an image based on a
similarity measure between: (i) a set of content labels 206
for the image, and (ii) a set of content labels 208 for the
search query 102, as will be described in more detail below.
[0047] The ranking engine 114 processes each of multiple
“candidate” images 218 indexed by the search index 116
using an image content annotation engine 212 to generate a
respective set of content labels 206 for each of the candidate
images 218. In some cases, the candidate images 218 may
include every image indexed by the search index 116, while
in other cases, the candidate images 218 may include only
a proper subset of the images indexed by the search index
116. In a particular example, the ranking engine 114 may
determine an initial ranking of the images indexed by the
search index 116 using a “fast” ranking method that can be
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performed quickly and consumes few computational
resources. The initial ranking of the images indexed by the
search index 116 can approximately (i.e., roughly) rank
images based on how responsive they are to the search query
102. After determining the initial ranking of the images
indexed by the search index 116, the ranking engine 114 can
determine a set of highest-ranked images according to the
initial ranking method as the candidate images 218.

[0048] The image content annotation engine 212 is con-
figured to generate content labels 206 for an image which
represent “‘entities” depicted by the image. An entity
depicted by the image may be, for example: (i) an object
depicted by the image, (ii) a characteristic of an object
depicted by the image, or (iii) a global characteristic of the
image. An object depicted by the image may be a high-level
object (e.g., vehicle), or a specific object (e.g., Ford Mus-
tang). A characteristic of an object depicted by the image
may be, for example, a color of an object depicted in the
image (e.g., green), an emotion expressed by a person
depicted in the image (e.g., happy), or an action performed
by a person depicted in the image (e.g., running). A global
characteristic of an image refers to data characterizing the
image as a whole rather than a specific object in the image,
for example, a state of weather depicted in the image (e.g.,
sunny, cloudy, or rainy), or a location at which the image
was captured (e.g., Paris). The image content annotation
engine 212 can pre-compute the content labels 206 for each
image indexed by the search index 116 to reduce any latency
in generating the search results 106.

[0049] The ranking engine 114 processes the search query
102 using an image mapping engine 210 which maps the
search query 102 to a set of historical images 220. The
historical images 220 are images identified by search results
previously generated by the search system 100 for one or
more of: (i) the search query 102, (ii) “sub-queries” of the
search query 102, and (iii) search queries “related” to the
search query 102. A sub-query of the search query 102 is
defined by a sequence of one or more search terms included
in the search query 102. For example, “moon landing” is a
sub-query of the search query “Apollo moon landing”. Two
search queries are said to be “related” if they both include a
same sub-query. For example, the search query “Apollo
moon landing” is related to the search query “American
moon landing” (i.e., since they both include the sub-query
“moon landing”). The image mapping engine 210 uses the
historical query log 118 to determine search results previ-
ously generated by the search system 100 for search queries.
The image mapping engine 210 may map the search query
102 to the historical images 220 based on user selection rates
of previous search queries. For example, the image mapping
engine 210 may be more likely to map the search query 102
to historical images 220 identified by search results which
were more frequently selected by users when provided in
response to the search query 102. Generally, the historical
images 220 may be images included in the search index 116.

[0050] The ranking engine 114 generates the content
labels 208 for the search query 102 by processing the
historical images 220 using the image content annotation
engine 212. In a particular example, for the search query
“Apollo moon landing”, the ranking engine 114 may deter-
mine content labels 208 for the search query which include:
“space”, “astronaut”, “emblem”, “vehicle”, “symbol”,

2 <

“spacecraft”, “badge”, “circle”, “logo”, “rocket”, and “aero-
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space engineering”. An example process for generating
content labels for a search query is described in more detail
with reference to FIG. 4.

[0051] The ranking engine 114 uses a similarity measure
engine 214 to process: (i) the content labels 208 for the
search query 102, and (ii) the respective content labels 206
for each candidate image, to generate a respective relevance
score 202 for each candidate image. The relevance score 202
for a candidate image is a numerical value which charac-
terizes a relevance of the candidate image to the search
query 102. Optionally, the ranking engine 114 can compute
one or more additional scores for each candidate image, and
determine a respective overall score 214 for each candidate
image based on: (i) the relevance score 202 for the candidate
image, and (ii) the additional scores 216 for the candidate
image. For example, the ranking engine 114 may determine
the overall score 214 for a candidate image to be a weighted
sum of the relevance score 202 for the candidate image and
the additional scores 216 for the candidate image. Examples
of additional scores 216 are described further with reference
to FIG. 3.

[0052] The ranking engine 114 determines a ranking 204
of the candidate images 218 based on the overall scores 214
(or, if there are no additional scores 216, the relevance scores
202) and generates the search results 106 based on the
ranking 204. For example, the ranking engine 114 can
generate search results 106 which identify the highest-
ranked candidate images 218.

[0053] FIG. 3 is a flow diagram of an example process 300
for providing image search results responsive to a search
query that includes one or more search terms. For conve-
nience, the process 300 will be described as being performed
by a system of one or more computers located in one or more
locations. For example, a search system, e.g., the search
system 100 of FIG. 1, appropriately programmed in accor-
dance with this specification, can perform the process 300.
[0054] The search system receives a search query that
includes one or more search terms (302). As described with
reference to FIG. 1, the search query may be transmitted to
the search system over a computer network by a user device
of'a user. An example of a search query that includes one or
more search terms is: “Apollo moon landing”.

[0055] The search system obtains content labels for the
search query (304). The content labels for the search query
are terms representing entities depicted by images which are
identified by search results previously generated by the
search system for one or more of: (i) the search query, (ii)
“sub-queries” of the search query, and (iii) “related” search
queries. An example process for obtaining content labels for
a search query is described with reference to FIG. 4.
[0056] For each of multiple candidate images indexed by
the search index, the search system obtains respective con-
tent labels for the candidate image which represent entities
depicted by the candidate image (306). As described with
reference to FIG. 2, an entity depicted by an image may be,
for example: (i) an object depicted by the image, (ii) a
characteristic of an object depicted by the image, or (iii) a
global characteristic of the image. The search system can
generate the content labels for an image by processing the
image using an entity detection model. For example, the
entity detection model may be an entity detection neural
network system which includes an object detection neural
network. In this example, the object detection neural net-
work may be configured to process an image to generate
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object detection data which includes data defining object
classes of objects depicted in the image. The system may
determine the object classes of the objects depicted in the
image to be content labels for the image. In some cases, the
system determines a predetermined number of content labels
for each candidate image, while in other cases, the system
determines a variable number of content labels for each
candidate image. For example, the system may determine a
variable number of content labels for each candidate image
by determining the content labels for a candidate image to
include the object classes of objects detected in the candi-
date image by an object detection network with at least a
threshold “confidence” (e.g., 90%). The system can pre-
compute the content labels for each image indexed by the
search index to reduce any latency in generating search
results responsive to the search query. Other appropriate
processes and systems for generating content labels may
also be used.

[0057] In some cases, the candidate images include every
image indexed by the search index, while in other cases, the
candidate images include a proper subset of the images
indexed by the search index. For example, the candidate
images may be a set of highest-ranked images according to
an initial ranking of the images indexed by the search index
by a fast ranking method (as described with reference to
FIG. 2).

[0058] The system determines a respective relevance
score for each of the candidate images (308). The relevance
score for a candidate image is a numerical value which
characterizes a relevance of the candidate image to the
search query. The system determines the relevance score for
a candidate image based on a similarity measure that mea-
sures a similarity of: (i) the content labels for the candidate
image, and (ii) the content labels for the search query. For
example, the system may determine a vector representation
of the content labels for the candidate image and a vector
representation of the content labels for the search query, and
thereafter determine the similarity measure based on a
cosine similarity measure or a Euclidean distance between
the respective vector representations. The system can deter-
mine a vector representation of a set of content labels in any
of a variety of ways. For example, the vector representation
for a given set of content labels may have a respective
component for each “possible” content label, where those
components of the vector corresponding to content labels in
the given set of content labels have value one, and all other
components have value zero. A possible content label refers
to a content label included in a predetermined set of possible
content labels.

[0059] In some cases, the system determines the similarity
measure based on respective “likelihoods™ of different con-
tent labels. The likelihood of a content label characterizes
how often the system associates the content label with
search queries and images. For example, a content label such
as “vehicle” may have a higher likelihood than a more
specific content label such as “Ford Mustang”. In particular,
a content label with a low likelihood that is common to both
the search query and the candidate image may impact the
similarity measure more than a content label with a high
likelihood that is common to both the search query and the
candidate image. In one example, the system may determine
the similarity measure based on respective likelihoods of
different content labels by using a weighted cosine similarity
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measure, where a function of the likelihood of each content
label is used as a weight in the cosine similarity measure.
[0060] Optionally, the system determines one or more
additional scores for each candidate image (310). In some
cases, the system may have determined some or all of the
additional scores for the candidate images while generating
the initial ranking of the images indexed by the search index
using the fast ranking method (as described previously). In
one example, the system may determine an additional score
for a candidate image based on a visual quality of the
candidate image (e.g., an image resolution of the candidate
image). As another example, the system may determine an
additional score for a candidate image based on how many
of the search terms of the search query are included in
metadata tags associated with the candidate image. As
another example, the system may determine an additional
score for a candidate image based on how frequently the
candidate image has been selected by users when the system
has provided search results identifying the candidate image
in response to the search query (e.g., based on the historical
data log).

[0061] The system determines a ranking of the candidate
images based on the relevance scores for each candidate
image (312). For example, the system may determine an
overall score for each candidate image which characterizes
how responsive the candidate image is to the search query
based on: (i) the relevance score for the candidate image,
and (ii) any additional scores for the candidate image. In a
particular example, the system may determine the overall
score for a candidate image as a weight sum of the relevance
score for the candidate image and any additional scores for
the candidate image. The ranking of the candidate images
may define an ordering of the candidate images from those
with the highest overall scores to those with the lowest
overall scores.

[0062] The system generates search results responsive to
the search query based on the ranking of the candidate
images (314). For example, the system can generate search
results which identify a predetermined number of highest-
ranked candidate images according to the ranking of the
candidate images determined based on the relevance scores.
After generating the search results, the system can provide
the search results for presentation on the user device which
generated the search query.

[0063] FIG. 4 is aflow diagram of an example process 400
for obtaining content labels for a given search query that
includes one or more search terms. For convenience, the
process 400 will be described as being performed by a
system of one or more computers located in one or more
locations. For example, a search system, e.g., the search
system 100 of FIG. 1, appropriately programmed in accor-
dance with this specification, can perform the process 400.
[0064] The system identifies content labels which repre-
sent entities depicted in images that are identified by search
results generated by the search system by processing the
given search query (402). More specifically, the system can
use the historical data log to obtain data specifying: (i)
images identified by search results previously generated by
the search system by processing the given search query, and
(i1) a user selection rate for the search results generated by
processing the given search query. The user selection rate for
a given search result can specify how often (i.e., relative to
other search results) the given search result is selected by
users when it is provided by the search system in response
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to the given search query. For example, the user selection
rate may specify that a given search result is selected by
users 22% of the time it is provided by the search system in
response to the given search query. More generally, the user
selection data for a given search result can be descriptive of
a level of interest of users in the given search result when it
is provided by the search system in response to the given
search query. For example, the user selection data for a given
search result can be based in part of “hover data” charac-
terizing how long a user hovers a cursor over the given
search result when it is provided in response to the given
search query. The system may be more likely to identify
content labels from images identified by search results with
a higher user selection rate (e.g., indicating higher user
interest levels). As described previously, the system can
identify content labels with represent entities depicted in an
image by processing the image using an entity detection
model.

[0065] In some implementations, the system may have
previously identified (i.e., “pre-computed”) content labels
for images corresponding to the given search query, and
stored the content labels in a data store. The system can
access the pre-computed content labels for images corre-
sponding to the given search query from the data store to
reduce any latency in determining the content labels for the
search query. If the system has not pre-computed content
labels for images corresponding to the given search query,
the system may refrain from obtaining content labels for
images corresponding to the given search query and proceed
to step 404.

[0066] The system identifies content labels which repre-
sent entities depicted in images that are identified by search
results generated by the search system by processing sub-
queries of the given search query (404). In some cases, the
sub-queries may include every possible sub-query of the
given search query, while in other cases, the sub-queries may
include a predetermined number of sub-queries of the given
search query. For example, the sub-queries may include a
predetermined number of randomly selected sub-queries of
the given search query, or a predetermined number of the
most frequently searched sub-queries of the given search
query. As described previously, the system can identify
content labels with represent entities depicted in an image by
processing the image using an entity detection model.
[0067] In some implementations, the system may have
pre-computed content labels for images corresponding to the
sub-queries of the given search query, and stored the content
labels in a data store. The system can access the pre-
computed content labels for images corresponding to the
sub-queries of the given search query from the data store to
reduce any latency in determining the content labels for the
search query. If the system has not pre-computed content
labels for images corresponding to a particular sub-query of
the given search query, the system may refrain from obtain-
ing content labels for images corresponding to the particular
sub-query.

[0068] The system identifies content labels which repre-
sent entities depicted in images that are identified by search
results generated by the search system by processing search
queries related to the given search query (406). The related
search queries may include, for example, a predetermined
number of most frequently searched related search queries,
or a predetermined number of randomly selected related
search queries. As described previously, the system can
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identify content labels with represent entities depicted in an
image by processing the image using an entity detection
model. In some implementations, the system may have
pre-computed content labels for images corresponding to the
related search queries, and stored the content labels in a data
store. The system can access the pre-computed content
labels for images corresponding to the related search queries
from the data store to reduce any latency in determining the
content labels for the search query. If the system has not
pre-computed content labels for images corresponding to a
particular related search query, the system may refrain from
obtaining content labels for images corresponding to the
particular related search query.

[0069] The system determines the content labels for the
given search query from the content labels identified as
described with reference to 402, 404, and 406 (408). For
example, the system may determine the content labels to be
the set of all content labels identified for images correspond-
ing to the given search query, the sub-queries of the given
search query, and the search queries related to the given
search query. Any other appropriate method for combining
the content labels identified as described with reference to
402, 404, and 406 can be used.

[0070] This specification uses the term “configured” in
connection with systems and computer program compo-
nents. For a system of one or more computers to be
configured to perform particular operations or actions means
that the system has installed on it software, firmware,
hardware, or a combination of them that in operation cause
the system to perform the operations or actions. For one or
more computer programs to be configured to perform par-
ticular operations or actions means that the one or more
programs include instructions that, when executed by data
processing apparatus, cause the apparatus to perform the
operations or actions.

[0071] Embodiments of the subject matter and the func-
tional operations described in this specification can be
implemented in digital electronic circuitry, in tangibly-
embodied computer software or firmware, in computer hard-
ware, including the structures disclosed in this specification
and their structural equivalents, or in combinations of one or
more of them. Embodiments of the subject matter described
in this specification can be implemented as one or more
computer programs, i.e., one or more modules of computer
program instructions encoded on a tangible non-transitory
storage medium for execution by, or to control the operation
of, data processing apparatus. The computer storage medium
can be a machine-readable storage device, a machine-read-
able storage substrate, a random or serial access memory
device, or a combination of one or more of them. Alterna-
tively or in addition, the program instructions can be
encoded on an artificially-generated propagated signal, e.g.,
a machine-generated electrical, optical, or electromagnetic
signal, that is generated to encode information for transmis-
sion to suitable receiver apparatus for execution by a data
processing apparatus.

[0072] The term “data processing apparatus” refers to data
processing hardware and encompasses all kinds of appara-
tus, devices, and machines for processing data, including by
way of example a programmable processor, a computer, or
multiple processors or computers. The apparatus can also be,
or further include, special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (appli-
cation-specific integrated circuit). The apparatus can option-
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ally include, in addition to hardware, code that creates an
execution environment for computer programs, e.g., code
that constitutes processor firmware, a protocol stack, a
database management system, an operating system, or a
combination of one or more of them.

[0073] A computer program, which may also be referred
to or described as a program, software, a software applica-
tion, an app, a module, a software module, a script, or code,
can be written in any form of programming language,
including compiled or interpreted languages, or declarative
or procedural languages; and it can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing
environment. A program may, but need not, correspond to a
file in a file system. A program can be stored in a portion of
a file that holds other programs or data, e.g., one or more
scripts stored in a markup language document, in a single
file dedicated to the program in question, or in multiple
coordinated files, e.g., files that store one or more modules,
sub-programs, or portions of code. A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a data communication
network.

[0074] In this specification the term “engine” is used
broadly to refer to a software-based system, subsystem, or
process that is programmed to perform one or more specific
functions. Generally, an engine will be implemented as one
or more software modules or components, installed on one
or more computers in one or more locations. In some cases,
one or more computers will be dedicated to a particular
engine; in other cases, multiple engines can be installed and
running on the same computer or computers.

[0075] The processes and logic flows described in this
specification can be performed by one or more program-
mable computers executing one or more computer programs
to perform functions by operating on input data and gener-
ating output. The processes and logic flows can also be
performed by special purpose logic circuitry, e.g., an FPGA
or an ASIC, or by a combination of special purpose logic
circuitry and one or more programmed computers.

[0076] Computers suitable for the execution of a computer
program can be based on general or special purpose micro-
processors or both, or any other kind of central processing
unit. Generally, a central processing unit will receive
instructions and data from a read-only memory or a random
access memory or both. The essential elements of a com-
puter are a central processing unit for performing or execut-
ing instructions and one or more memory devices for storing
instructions and data. The central processing unit and the
memory can be supplemented by, or incorporated in, special
purpose logic circuitry. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device, e.g., a universal serial bus (USB) flash drive,
to name just a few.

[0077] Computer-readable media suitable for storing com-
puter program instructions and data include all forms of
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non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks.

[0078] To provide for interaction with a user, embodi-
ments of the subject matter described in this specification
can be implemented on a computer having a display device,
e.g., a CRT (cathode ray tube) or LCD (liquid crystal
display) monitor, for displaying information to the user and
a keyboard and a pointing device, e.g., a mouse or a
trackball, by which the user can provide input to the com-
puter. Other kinds of devices can be used to provide for
interaction with a user as well; for example, feedback
provided to the user can be any form of sensory feedback,
e.g., visual feedback, auditory feedback, or tactile feedback;
and input from the user can be received in any form,
including acoustic, speech, or tactile input. In addition, a
computer can interact with a user by sending documents to
and receiving documents from a device that is used by the
user; for example, by sending web pages to a web browser
on a user’s device in response to requests received from the
web browser. Also, a computer can interact with a user by
sending text messages or other forms of message to a
personal device, e.g., a smartphone that is running a mes-
saging application, and receiving responsive messages from
the user in return.

[0079] Data processing apparatus for implementing
machine learning models can also include, for example,
special-purpose hardware accelerator units for processing
common and compute-intensive parts of machine learning
training or production, i.e., inference, workloads.

[0080] Machine learning models can be implemented and
deployed using a machine learning framework, e.g., a Ten-
sorFlow framework, a Microsoft Cognitive Toolkit frame-
work, an Apache Singa framework, or an Apache MXNet
framework.

[0081] Embodiments of the subject matter described in
this specification can be implemented in a computing system
that includes a back-end component, e.g., as a data server, or
that includes a middleware component, e.g., an application
server, or that includes a front-end component, e.g., a client
computer having a graphical user interface, a web browser,
or an app through which a user can interact with an imple-
mentation of the subject matter described in this specifica-
tion, or any combination of one or more such back-end,
middleware, or front-end components. The components of
the system can be interconnected by any form or medium of
digital data communication, e.g., a communication network.
Examples of communication networks include a local area
network (LAN) and a wide area network (WAN), e.g., the
Internet.

[0082] The computing system can include clients and
servers. A client and server are generally remote from each
other and typically interact through a communication net-
work. The relationship of client and server arises by virtue
of computer programs running on the respective computers
and having a client-server relationship to each other. In some
embodiments, a server transmits data, e.g., an HTML page,
to a user device, e.g., for purposes of displaying data to and
receiving user input from a user interacting with the device,
which acts as a client. Data generated at the user device, e.g.,
a result of the user interaction, can be received at the server
from the device.
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[0083] While this specification contains many specific
implementation details, these should not be construed as
limitations on the scope of any invention or on the scope of
what may be claimed, but rather as descriptions of features
that may be specific to particular embodiments of particular
inventions. Certain features that are described in this speci-
fication in the context of separate embodiments can also be
implemented in combination in a single embodiment. Con-
versely, various features that are described in the context of
a single embodiment can also be implemented in multiple
embodiments separately or in any suitable subcombination.
Moreover, although features may be described above as
acting in certain combinations and even initially be claimed
as such, one or more features from a claimed combination
can in some cases be excised from the combination, and the
claimed combination may be directed to a subcombination
or variation of a subcombination.
[0084] Similarly, while operations are depicted in the
drawings and recited in the claims in a particular order, this
should not be understood as requiring that such operations
be performed in the particular order shown or in sequential
order, or that all illustrated operations be performed, to
achieve desirable results. In certain circumstances, multi-
tasking and parallel processing may be advantageous. More-
over, the separation of various system modules and compo-
nents in the embodiments described above should not be
understood as requiring such separation in all embodiments,
and it should be understood that the described program
components and systems can generally be integrated
together in a single software product or packaged into
multiple software products.
[0085] Particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. For example, the actions recited in the
claims can be performed in a different order and still achieve
desirable results. As one example, the processes depicted in
the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In some cases, multitasking and parallel
processing may be advantageous.
What is claimed is:
1. A method performed by one or more data processing
apparatus, the method comprising:
receiving a request for images responsive to a provided
search query comprising one or more search terms;
obtaining content labels for the provided search query,
wherein the content labels for the provided search
query represent entities depicted in images identified by
search results previously generated by a search system
by processing search queries comprising search terms
included in the provided search query;
for each of a plurality of candidate images:
obtaining content labels for the candidate image,
wherein each content label for the candidate image
represents an entity depicted by the candidate image;
and
determining a relevance score for the candidate image
based on a similarity measure that measures a simi-
larity of: (i) the content labels for the provided search
query, and (ii) the content labels for the candidate
image;
determining a ranking of the candidate images based in
part on the relevance scores for the candidate images;
and
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providing search results identifying one or more of the
candidate images in response to the request based on
the ranking of the candidate images.

2. The method of claim 1, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing the
provided search query.

3. The method of claim 1, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing a
search query defined by a sequence of one or more search
terms included in the provided search query.

4. The method of claim 1, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing a
search query which includes a sequence of one or more
search terms which are also included in the provided search
query.

5. The method of claim 1, wherein the content labels for
the provided search query are determined based on respec-
tive user selection rates of the search results generated by the
search system by processing search queries comprising
search terms included in the provided search query.

6. The method of claim 1, wherein:

the content labels for the candidate images are generated

by processing the candidate images using an entity
detection model to generate data defining entities
depicted by the candidate image; and

the content labels for the provided search query are

generated by processing, using an entity detection
model, images identified by search results previously
generated by the search system by processing search
queries comprising search terms included in the pro-
vided search query.

7. The method of claim 6, wherein the entity detection
model comprises an object detection neural network.

8. The method of claim 1, wherein:

obtaining content labels for the candidate image com-

prises obtaining one or more content labels which each
represent a respective object depicted by the candidate
image; and

obtaining content labels for the provided search query

comprises obtaining one or more content labels which
each represent a respective object depicted by an image
identified by search results previously generated by the
search system by processing search queries comprising
search terms included in the provided search query.

9. The method of claim 1, wherein determining a rel-
evance score for the candidate image based on a similarity
measure that measures a similarity of: (i) the content labels
for the provided search query to (ii) the content labels for the
candidate image, comprises:

determining a cosine similarity measure between: (i) a

numerical representation of the content labels for the
provided search query, and (ii) a numerical represen-
tation of the content labels for the candidate image.

10. The method of claim 1, wherein the similarity measure
is based on a respective likelihood of each of: (i) the content
labels for the provided search query, and (ii) the content
labels for the candidate image.
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11. The method of claim 1, wherein providing data
identifying one or more of the candidate images in response
to the request based on the ranking of the plurality of
candidate images comprises:

providing data identifying one or more highest-ranked

candidate images in response to the request.
12. A system comprising one or more computers and one
or more storage devices storing instructions that when
executed by the one or more computers cause the one or
more computers to perform operations comprising:
receiving a request for images responsive to a provided
search query comprising one or more search terms;

obtaining content labels for the provided search query,
wherein the content labels for the provided search
query represent entities depicted in images identified by
search results previously generated by a search system
by processing search queries comprising search terms
included in the provided search query;

for each of a plurality of candidate images:

obtaining content labels for the candidate image,
wherein each content label for the candidate image
represents an entity depicted by the candidate image;
and

determining a relevance score for the candidate image
based on a similarity measure that measures a simi-
larity of: (i) the content labels for the provided search
query, and (ii) the content labels for the candidate
image;

determining a ranking of the candidate images based in

part on the relevance scores for the candidate images;
and

providing search results identifying one or more of the

candidate images in response to the request based on
the ranking of the candidate images.

13. The system of claim 12, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing the
provided search query.

14. The system of claim 12, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing a
search query defined by a sequence of one or more search
terms included in the provided search query.

15. The system of claim 12, wherein the content labels for
the provided search query comprise terms representing
entities depicted in images identified by search results
previously generated by the search system by processing a
search query which includes a sequence of one or more
search terms which are also included in the provided search
query.

16. The system of claim 12, wherein the content labels for
the provided search query are determined based on respec-
tive user selection rates of the search results generated by the
search system by processing search queries comprising
search terms included in the provided search query.

17. One or more non-transitory computer storage media
storing instructions that when executed by one or more
computers cause the one or more computers to perform
operations comprising:

receiving a request for images responsive to a provided

search query comprising one or more search terms;
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obtaining content labels for the provided search query,
wherein the content labels for the provided search
query represent entities depicted in images identified by
search results previously generated by a search system
by processing search queries comprising search terms
included in the provided search query;
for each of a plurality of candidate images:
obtaining content labels for the candidate image,
wherein each content label for the candidate image
represents an entity depicted by the candidate image;
and
determining a relevance score for the candidate image
based on a similarity measure that measures a simi-
larity of: (i) the content labels for the provided search
query, and (ii) the content labels for the candidate
image;
determining a ranking of the candidate images based in
part on the relevance scores for the candidate images;
and
providing search results identifying one or more of the
candidate images in response to the request based on
the ranking of the candidate images.
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18. The non-transitory computer storage media of claim
17, wherein the content labels for the provided search query
comprise terms representing entities depicted in images
identified by search results previously generated by the
search system by processing the provided search query.

19. The non-transitory computer storage media of claim
17, wherein the content labels for the provided search query
comprise terms representing entities depicted in images
identified by search results previously generated by the
search system by processing a search query defined by a
sequence of one or more search terms included in the
provided search query.

20. The non-transitory computer storage media of claim
17, wherein the content labels for the provided search query
comprise terms representing entities depicted in images
identified by search results previously generated by the
search system by processing a search query which includes
a sequence of one or more search terms which are also
included in the provided search query.
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