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(57) ABSTRACT 
A method for automatic segmentation of intra-cochlear 
anatomy in post-implantation CT image of bilateral cochlear 
implant recipients includes coarsely segmenting a labyrinth 
with a labyrinth surface chosen from a library of inner ear 
anatomy shapes; creating a target specific ASM for each of 
the labyrinth and the SOIs using a set of inner ear anatomy 
surfaces selected from the library of inner ear anatomy 
shapes such that the set of inner ear anatomy Surfaces has the 
Smallest dissimilarity quantity with the coarsely localized 
labyrinth surface in the post-implantation CT image; refin 
ing the coarsely segmented labyrinth surface by performing 
an ASM-based segmentation of the labyrinth using the 
target-specific ASM of the labyrinth to obtain a segmented 
labyrinth; and fitting the points of the target-specific ASM of 
the SOIs to their corresponding points on the segmented 
labyrinth to segment the SOIs in the post-implantation CT 
image. 
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210 
Coarsely segmenting a labyrinth with a labyrinth 

Surface chosen from a library of inner ear anatomy 
shapes 

Creating a target specific active shape model (ASM) 220 
for each of the labyrinth and the structures-of 
interest (SOls) using a set of inner ear anatomy 
surfaces selected from the library of inner ear 

anatomy shapes 

Refining the coarsely segmented labyrinth Surface by 230 
performing an ASM-based segmentation of the 
labyrinth using the target-specific ASM of the 
labyrinth to obtain a segmented labyrinth 

240 Fitting the points of the target-specific ASM of the 
SOIS to their corresponding points on the segmented 

labyrinth to segment the SOIs in the post 
implantation CT image 

FIG. 2 
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Providing a reference surface and a set of floating 
Surfaces of the structure with a one-to-one point 

correspondence between the points on the reference 
Surface and the points on each floating Surface 

Registering each floating Surface to the reference 
Surface 

Building a target Specific ASM using the registered 
Surfaces by an eigenanalysis method, wherein the 
target specific ASM is represented by a mean shape 

of the Structure 

Storing the target specific ASM in the reference 
image 

FIG. 3 
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Projecting the mean shape of the ASM of the 
structure from the reference image to the target 410 
image using the registration transformation that 
registers the two images to determine an initial 

shape of the structure in the target image 

420 

Adjusting the initial shape of the Structure by 
iteratively finding a candidate position for each i-th 
point in the initial shape and fitting the ASM to these 

candidate positions in a weighted least Squares 
Sense to obtain an adjusted shape of the Structure 

430 
Iterating step 420 until the RMS distance between 
the adjusted shape and the initial shape at that 
iteration is smaller than a predetermined value 

FIG. 4 
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Downsampling a floating image and a reference 
image by a predetermined factor in each 

dimension 

Affinely register the floating image to the 
reference image 

Crop the ear region from the affinely registered 
floating image 

530 

Affinely register the floating ear region to the 
fixed ear region at full image resolution 

Refine the registration by non-rigidly registering 
the floating ear region to the fixed ear region 

FIG. 5 
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Segmenting a region of the inner ear anatomy that is 610 
least likely to be affected by image artifacts in the 

post-implantation CT image So as to obtain a shape of 
the Segmented region 

62O 

Selecting a set of inner ear anatomy shapes from a 
library of inner ear anatomy shapes 

630 
Creating a target specific active shape model (ASM) 

for each of the labyrinth and the SOIs using the 
Selected set of inner ear anatomy shapes 

640 

Performing ASM-based segmentation of the labyrinth 
using the target-specific ASM of the labyrinth 

650 Fitting the points of the target-specific ASM of the 
SOIS to their corresponding points on the segmented 

labyrinth to segment the SOIs in the post 
implantation CT image 

F.G. 6 
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810 

Building a target-specific ASM for each of the 
labyrinth and SOIs 

Performing ASM-based segmentation of the 
labyrinth 

Segmenting SOls by fitting the ASM of the SOIs 
to the segmented labyrinth 

FIG. 8 
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METHODS FOR AUTOMATIC 
SEGMENTATION OF INNER EAR ANATOMY 

IN POST IMPLANTATION CT AND 
APPLICATIONS OF SAME 

CROSS-REFERENCE TO RELATED PATENT 
APPLICATIONS 

0001. This application claims priority to and the benefit 
of pursuant to 35 U.S.C. S 119(e), U.S. Provisional Patent 
Application Ser. No. 61/935,022, filed Feb. 3, 2014, entitled 
ALGORITHMS FOR AUTOMATIC SEGMENTATION 
OF THE INTERNAL STRUCTURES OF THE EAR IN 
POST IMPLANTATION CT OF BILATERAL 
COCHLEAR IMPLANT RECIPIENTS AND APPLICA 
TIONS OF SAME, by Fitsum A. Reda et al., which is 
incorporated herein in its entirety by reference. 
0002 This application is also a continuation-in-part 
application of PCT Application Serial No. PCT/US2014/ 
O15332, filed Feb. 7, 2014, entitled “AUTOMATIC SEG 
MENTATION OF INTRA-COCHLEAR ANATOMY IN 
POST IMPLANTATION CT OF UNILATERAL 
COCHLEAR IMPLANT RECIPIENTS, by Fitsum A. 
Reda et al., which itself claims priority to and the benefit of 
pursuant to 35 U.S.C. S 119(e), U.S. Provisional Patent 
Application Ser. No. 61/762,024, filed Feb. 7, 2013, entitled 
METHOD FOR AUTOMATIC SEGMENTATION OF 
INTRA-COCHLEAR ANATOMY IN POST IMPLANTA 
TION CT, by Fitsum A. Reda et al., and U.S. Provisional 
Patent Application Ser. No. 61/837,028, filed Jun. 19, 2013, 
entitled METHOD FOR AUTOMATIC SEGMENTATION 
OF INTRA-COCHLEAR ANATOMY IN POST IMPLAN 
TATION CT, by Fitsum A. Reda et al. Each of the above 
identified applications is incorporated herein in its entirety 
by reference. 
0003. Some references, which may include patents, pat 
ent applications and various publications, are cited and 
discussed in the description of this disclosure. The citation 
and/or discussion of Such references is provided merely to 
clarify the description of the present disclosure and is not an 
admission that any such reference is “prior art” to the 
disclosure described herein. All references cited and dis 
cussed in this specification are incorporated herein by ref 
erence in their entireties and to the same extent as if each 
reference was individually incorporated by reference. In 
terms of notation, hereinafter, “In represents the nth ref. 
erence cited in the reference list. For example, 8 represents 
the 8th reference cited in the reference list, namely, Reda, F. 
A., Dawant, B. M., McRackan, T. R., Labadie, R. F., Noble, 
J.H., “Automatic segmentation of intra-cochlear anatomy in 
post-implantation CT, Proc. SPIE 8671, Medical Imaging 
2013: Image-Guided Procedures, Robotic Interventions, and 
Modeling, 867101. 

STATEMENT AS TO RIGHTS UNDER 
FEDERALLY SPONSORED RESEARCH 

0004. This invention was made with government support 
under grant numbers R01 DC008.408, R21 DC012620 and 
R01DC010184 awarded by the National Institute of Deaf 
ness and Other Communication Disorders. The government 
has certain rights in the invention. 

FIELD OF THE INVENTION 

0005. The invention relates generally to cochlear 
implants, and more particularly, to shape library-based 

Jun. 22, 2017 

methods for automatic segmentation of inner ear anatomy in 
post-implantation CT of bilateral cochlear implant recipients 
and applications of the same. 

BACKGROUND OF THE INVENTION 

0006. The background description provided herein is for 
the purpose of generally presenting the context of the 
present invention. The Subject matter discussed in the back 
ground of the invention section should not be assumed to be 
prior art merely as a result of its mention in the background 
of the invention section. Similarly, a problem mentioned in 
the background of the invention section or associated with 
the subject matter of the background of the invention section 
should not be assumed to have been previously recognized 
in the prior art. The subject matter in the background of the 
invention section merely represents different approaches, 
which in and of themselves may also be inventions. Work of 
the presently named inventors, to the extent it is described 
in the background of the invention section, as well as aspects 
of the description that may not otherwise qualify as prior art 
at the time of filing, are neither expressly nor impliedly 
admitted as prior art against the present invention. 
0007. A cochlear implant (CI) is a device that restores 
hearing by directly stimulating the auditory nerve using an 
electrode array that is Surgically placed in the cochlea. The 
CI device includes a sound processor component, typically 
worn behind the ear, which processes and converts sounds 
detected by a microphone into electrical signals sent to 
implanted electrodes. The CI sound processor is pro 
grammed by an audiologist who determines a number of 
processor programming parameters that specify the electri 
cal signals sent to implanted electrodes to attempt to opti 
mize hearing outcome. The number of electrodes in a CI 
electrode array range from 12 to 22, depending on the 
manufacturer. 
0008 We recently developed and are currently testing 
image-guided cochlear implant programming (IGCIP) strat 
egies that rely on patient-specific knowledge of spatial 
relationship between implanted electrodes and inner ear 
structures. The inner ear structures-of-interest (SOIs) are the 
scala tympani (ST), the scala vestibuli (SV), and the spiral 
ganglion (SG). The ST and the SV are the two principal 
cavities of the cochlea. The SG is an anatomical region that 
contains the group of nerves targeted for stimulation by 
implanted electrodes. FIG. 1A shows surfaces of the ST, the 
SV and the SG of a representative subject. FIG. 1B shows 
an example surface model of an electrode array inserted into 
the cochlea, and FIG. 1C shows a surface of the active 
region (AR), which is the interface between the SG and the 
union of the ST and the SV. The AR is the region of nerves 
most likely to receive electrical stimulation from implanted 
electrodes. 
0009. The IGCIP strategies are enabled by a number of 
algorithms we have developed that permit determining the 
position of implanted electrodes relative to the SOIs using a 
pre- and a post-implantation CT 2-7. In a preliminary study 
with over thirty CI recipients, we have shown that IGCIP 
strategies can significantly improve hearing outcomes 1. 
One issue with the IGCIP strategies is that it does not extend 
to CI recipients for whom a pre-implantation CT is not 
available. This is because implant related image artifacts 
present in post-implantation CTs make it difficult to localize 
the SOIs in those images directly. Thus far, the SOIs have 
been first localized in a pre-implantation CT and then 
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mapped onto a post-implantation CT, on which their posi 
tions relative to implanted electrodes are analyzed. Specifi 
cally, this approach, which we previously developed, 
includes three steps. First, we segment the SOIs in a pre 
implantation CT. Next, we localize the electrodes in a 
corresponding post-implantation CT. Finally, we rigidly 
register the two CTs to determine the position of implanted 
electrodes relative to the SOIs. When subjects receive uni 
lateral CIs, we have also developed approaches for deter 
mining electrodes position relative to SOIs using post 
implantation CTS alone, without requiring a corresponding 
pre-implantation CT. This approach involves segmenting the 
SOIs in the implanted ear by mapping the SOI surfaces 
segmented from the contralateral normal ear 8, 14. How 
ever, the approaches we developed so far cannot be used for 
many CI recipients for whom a pre-implantation CT of 
neither ear is available. 
0010. Therefore, a heretofore unaddressed need exists in 
the art to address the aforementioned deficiencies and inad 
equacies. 

SUMMARY OF THE INVENTION 

0011. One of the objectives of the invention is to provide 
algorithms that extend the IGCIP strategies to the sub 
population of bilateral CI recipients for whom a pre-implan 
tation CT is not available, thereby making the IGCIP strat 
egies available for all CI recipients. The algorithms permit 
us to automatically segment the SOIs in post-implantation 
CTs directly, without the need for a pre-implantation CT of 
either ear, despite the significant artifacts introduced by the 
CI electrodes in those images. This new approach capitalizes 
on the physical relationship between the cochlear anatomy 
and the labyrinth, i.e., the rest of the inner ear. 
0012. In one aspect, the present invention is directed to a 
method for automatic segmentation of intra-cochlear 
anatomy in post-implantation CT image of bilateral cochlear 
implant recipients. In one embodiment, the method includes 
coarsely segmenting a labyrinth with a labyrinth Surface 
chosen from a library of inner ear anatomy shapes, wherein 
the labyrinth surface is chosen such that its far points best 
approximate the far points portion of the labyrinth in the 
post-implantation CT image; creating a target specific active 
shape model (ASM) for each of the labyrinth and the 
structures-of-interest (SOIs) using a set of inner ear anatomy 
surfaces selected from the library of inner ear anatomy 
shapes such that the set of inner earanatomy Surfaces has the 
Smallest dissimilarity quantity with the coarsely localized 
labyrinth Surface in the post-implantation CT image; refin 
ing the coarsely segmented labyrinth surface by performing 
an ASM-based segmentation of the labyrinth using the 
target-specific ASM of the labyrinth to obtain a segmented 
labyrinth; and fitting the points of the target-specific ASM of 
the SOIS to their corresponding points on the segmented 
labyrinth to segment the SOIs in the post-implantation CT 
image. 
0013. In one embodiment, the method further comprises, 
prior to fitting the points of the target-specific ASM of the 
SOIS to their corresponding points on the segmented laby 
rinth, establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the labyrinth. 
0014. In one embodiment, the coarsely segmenting step 
comprises determining the far points of the labyrinth in the 
target image by performing the ASM-based segmentation 
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and fitting the far points of the labyrinth ASM; registering 
each labyrinth Surface in the shape library to the target image 
using the transformation that minimizes the RMS distance 
between the far points on the library surface and the far 
points localized in the target image; and computing the 
dissimilarity quantity for each registered surface as the 
residual RMS, wherein the registered surface with the small 
est dissimilarity quantity is used as the coarse segmentation. 
0015. In one embodiment, the ASM of a structure is 
created by providing a reference Surface and a set of floating 
Surfaces of the structure with a one-to-one point correspon 
dence between the points on the reference surface and the 
points on each floating Surface; registering each floating 
Surface to the reference Surface; building a target specific 
ASM using the registered Surfaces by an eigenanalysis 
method, wherein the target specific ASM is represented by 
a mean shape of the structure; and storing the target specific 
ASM in the reference image, wherein the set of floating 
Surfaces comprises a set of training Surfaces, or the set of 
inner ear anatomy surfaces selected from the library of inner 
earanatomy shapes. 
0016. In one embodiment, the step of registering each 
floating surface to the reference surface is performed with a 
seven degrees-of-freedom (7-DOF) transformation that 
minimizes a root-mean-squared (RMS) distance between the 
training Surface and the reference Surface. 
0017. In one embodiment, the reference surface and the 
set of floating Surfaces of the structure are provided, using 
a reference image and a set of floating images containing the 
structure, by segmenting the structure in the reference image 
to create the reference Surface of the structure; registering 
each floating image to the reference image to determine a 
corresponding registration transformation function for reg 
istering the floating image to the reference image; segment 
ing the structure in each floating image by projecting the 
reference surface of the reference image to the floating 
image with the corresponding registration transformation 
function to generate a floating Surfaces of the structure in 
each floating image; and adjusting the generated floating 
Surface of each floating image to create the set of floating 
surfaces of the structure. 

0018. In one embodiment, the step of registering each 
floating image to the reference image comprises downsam 
pling the floating image and the reference image by a 
predetermined factor in each dimension; affinely registering 
the floating image to the reference image; cropping an ear 
region from the affinely registered floating image; affinely 
registering the ear region of the floating image to an ear 
region of the reference image at full image resolution; and 
non-rigidly registering the ear region of the floating image to 
the ear region of the reference image to obtain the registra 
tion transformation function. In one embodiment, the pre 
determined factor is a factor of 1-40 in each dimension. 

0019. In one embodiment, the ASM-based segmentation 
of the structure in a target image is performed by (a) 
projecting the mean shape of the ASM of the structure from 
the reference image to the target image using the registration 
transformation that registers the two images to determine an 
initial shape of the structure in the target image; (b) adjusting 
the initial shape of the structure by iteratively finding a 
candidate position for each point in the initial shape and 
fitting the ASM to these candidate positions in a weighted 
least Squares sense to obtain an adjusted shape of the 
structure; and (c) iterating step (b) until the RMS distance 
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between the adjusted shape and the initial shape at that 
iteration is Smaller than a predetermined value. 
0020. In one embodiment, the library of inner ear 
anatomy Surfaces is created from a plurality of pre-implan 
tation CT images acquired from a number of Subjects, by the 
ASM-based segmentation of the structure in each of the 
plurality of pre-implantation CT images. 
0021. In one embodiment, each shape in the library of 
inner ear anatomy shapes represents the labyrinth and the 
SOIs of an ear. 
0022. In one embodiment, the SOIs comprise scala tym 
pani (ST), scala vestibuli (SV), spiral ganglion (SG), or a 
combination thereof. 
0023. In one embodiment, the labyrinth is a structure that 
externally bounds the intra-cochlear anatomy and includes 
the semicircular canals and the vestibule (SCCV). 
0024. In one embodiment, the far points of the labyrinth 
in the post-implantation CT image are far from implanted 
electrodes, thereby being unlikely to be affected by implant 
related artifacts in the post-implantation CT image. 
0025. In another aspect, the invention relates to an auto 
matic segmentation of inner ear anatomy of a living Subject 
in a post-implantation CT image. In one embodiment, the 
method includes segmenting a region of the inner ear 
anatomy that is least likely to be affected by image artifacts 
in the post-implantation CT image so as to obtain a shape of 
the segmented region; selecting a set of inner ear anatomy 
shapes from a library of inner ear anatomy shapes, wherein 
each selected inner ear anatomy shape has the smallest 
dissimilarity quantity with the shape of the segmented 
region in the post-implantation CT image, and wherein each 
shape in the library of inner ear anatomy shapes represents 
a labyrinth and structures-of-interest (SOIs) of an ear; cre 
ating a target specific active shape model (ASM) for each of 
the labyrinth and the SOIs using the selected set of inner ear 
anatomy shapes; performing ASM-based segmentation of 
the labyrinth using the target-specific ASM of the labyrinth: 
and fitting the points of the target-specific ASM of the SOIs 
to their corresponding points on the segmented labyrinth to 
segment the SOIs in the post-implantation CT image. 
0026. In one embodiment, the method also includes, prior 

to fitting the points of the target-specific ASM of the SOIs 
to their corresponding points on the segmented labyrinth, 
establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the labyrinth. 
0027. In one embodiment, the ASM of a structure is 
created by providing a reference Surface and a set of floating 
Surfaces of the structure with a one-to-one point correspon 
dence between the points on the reference surface and the 
points on each floating Surface; registering each floating 
Surface to the reference Surface; building a target specific 
ASM using the registered Surfaces by an eigenanalysis 
method, wherein the target specific ASM is represented by 
a mean shape of the structure; and storing the target specific 
ASM in the reference image, wherein the set of floating 
Surfaces comprises a set of training Surfaces, or the set of 
inner ear anatomy surfaces selected from the library of inner 
earanatomy shapes. 
0028. In one embodiment, the step of registering each 
floating surface to the reference surface is performed with a 
seven degrees-of-freedom (7-DOF) transformation that 
minimizes a root-mean-squared (RMS) distance between the 
training Surface and the reference Surface. 
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0029. In one embodiment, the reference surface and the 
set of floating Surfaces of the structure are provided, using 
a reference image and a set of floating images containing the 
structure, by segmenting the structure in the reference image 
to create the reference Surface of the structure; registering 
each floating image to the reference image to determine a 
corresponding registration transformation function for reg 
istering the floating image to the reference image; segment 
ing the structure in each floating image by projecting the 
reference surface of the reference image to the floating 
image with the corresponding registration transformation 
function to generate a floating Surfaces of the structure in 
each floating image; and adjusting the generated floating 
Surface of each floating image to create the set of floating 
surfaces of the structure. 

0030. In one embodiment, the step of registering each 
floating image to the reference image comprises downsam 
pling the floating image and the reference image by a 
predetermined factor in each dimension; affinely registering 
the floating image to the reference image; cropping an ear 
region from the affinely registered floating image; affinely 
registering the ear region of the floating image to an ear 
region of the reference image at full image resolution; and 
non-rigidly registering the ear region of the floating image to 
the ear region of the reference image to obtain the registra 
tion transformation function. 

0031. In one embodiment, the predetermined factor is a 
factor of 1-40 in each dimension. 

0032. In one embodiment, the ASM-based segmentation 
of the structure in a target image is performed by (a) 
projecting the mean shape of the ASM of the structure from 
the reference image to the target image using the registration 
transformation that registers the two images to determine an 
initial shape of the structure in the target image; (b) adjusting 
the initial shape of the structure by iteratively finding a 
candidate position for each point in the initial shape and 
fitting the ASM to these candidate positions in a weighted 
least Squares sense to obtain an adjusted shape of the 
structure; and (c) iterating step (b) until the RMS distance 
between the adjusted shape and the initial shape at that 
iteration is Smaller than a predetermined value. 
0033. In one embodiment, the library of inner ear 
anatomy Surfaces is created from a plurality of pre-implan 
tation CT images acquired from a number of Subjects, by the 
ASM-based segmentation of the structure in each of the 
plurality of pre-implantation CT images. 
0034. In one embodiment, the step of fitting the target 
specific ASM of the SOIs to the segmented labyrinth to 
segmenting the SOIs comprises determining the mean shape 
of the SOIs ASM as an initial SOI shape; determining a 
candidate point for each of the subset of SOI points that 
represent the external wall of the cochlea in the initial SOI 
shape as a corresponding point on the segmented labyrinth; 
assigning a first reliability weight for the candidate points 
and a second reliability weight for the remaining points; and 
fitting the SOIs ASM to the candidate points in a weighted 
least squares sense. In one embodiment, the first reliability 
weight is about 0.99, while the second reliability weight is 
about 0.001. 

0035. In one embodiment, the SOIs comprise scala tym 
pani (ST), scala vestibuli (SV), spiral ganglion (SG), or a 
combination thereof. 
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0036. In one embodiment, the labyrinth is a structure that 
externally bounds the intra-cochlear anatomy and includes 
the semicircular canals and the vestibule (SCCV). 
0037. In one embodiment, the step of selecting the set of 
inner ear anatomy shapes from the library of inner ear 
anatomy shapes comprises mapping the labyrinth and SOI 
Surfaces of each library Subject onto the post-implantation 
CT image using a transformation that minimizes the root 
mean squared (RMS) distance between the library subjects 
SCCV points and the segmented target SCCV points; com 
puting a dissimilarity quantity for each mapped library 
subject, wherein the dissimilarity quantity is defined to be 
the residual RMS of the registered library SCCV points; and 
selecting the set of inner ear anatomy shapes for which their 
dissimilarity quantity to the post-implantation CT image is 
the smallest. 
0038. In yet another aspect, the invention relates to a 
method for automatic segmentation of inner ear anatomy of 
a living Subject in a post-implantation CT image. In one 
embodiment, the method comprises segmenting a region of 
the inner ear anatomy as a landmark structure in the post 
implantation CT image so as to obtain a shape of the 
segmented landmark structure; and segmenting inner ear 
structures of interest (SOIs) in the post-implantation CT 
image using the segmented landmark structure. 
0039. In one embodiment, the region of the inner ear 
anatomy is in close proximity to the SOIs and is not entirely 
affected by image artifacts. 
0040. In one embodiment, the region of the inner ear 
anatomy is a lateral part of the labyrinth that is a structure 
externally bounding the intra-cochlearanatomy and includes 
the semicircular canals and the vestibule (SCCV). 
0041. In one embodiment, the step of segmenting the 
landmark structure comprises mapping a shape of the land 
mark chosen from a library of inner ear anatomy shapes to 
the post-implantation CT image, wherein each shape in the 
library of inner ear anatomy shapes represents the landmark 
structure and the SOIs of an ear. 
0042. In one embodiment, the step of segmenting the 
SOIS comprises selecting a set of inner ear anatomy shapes 
from the library of inner ear anatomy shapes in accordance 
with the shape of the segmented landmark structure, wherein 
each selected inner ear anatomy shape has the Smallest 
dissimilarity quantity with the shape of the segmented 
landmark structure in the post-implantation CT image; cre 
ating a target specific active shape model (ASM) for each of 
the landmark structure and the SOIs using the selected set of 
inner ear anatomy shapes; performing ASM-based segmen 
tation of the landmark structure using the target-specific 
ASM of the landmark structure; and fitting the points of the 
target-specific ASM of the SOIs to their corresponding 
points on the segmented landmark Structure to segment the 
SOIs in the post-implantation CT image. 
0043. In one embodiment, the method further comprises, 
prior to fitting the points of the target-specific ASM of the 
SOIS to their corresponding points on the segmented land 
mark structure, establishing offline a one-to-one point cor 
respondence between the ASM points of the SOIs and the 
ASM points of the landmark structure. 
0044. In one embodiment, the ASM-based segmentation 
of the structure in a target image is performed by (a) 
projecting the mean shape of the ASM of the structure from 
the reference image to the target image using the registration 
transformation that registers the two images to determine an 
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initial shape of the structure in the target image; (b) adjusting 
the initial shape of the structure by iteratively finding a 
candidate position for each point in the initial shape and 
fitting the ASM to these candidate positions in a weighted 
least Squares sense to obtain an adjusted shape of the 
structure; and (c) iterating step (b) until the RMS distance 
between the adjusted shape and the initial shape at that 
iteration is Smaller than a predetermined value. 
0045. In one embodiment, the library of inner ear 
anatomy Surfaces is created from a plurality of pre-implan 
tation CT images acquired from a number of Subjects, by the 
ASM-based segmentation of the structure in each of the 
plurality of pre-implantation CT images. 
0046. In a further aspect, the present invention also 
relates to a non-transitory computer-readable medium Stor 
ing instructions which, when executed by one or more 
processors, cause a computer or system to perform the 
method for automatic segmentation of inner ear anatomy of 
a living Subject in a post-implantation CT image, as dis 
closed above. 

0047. These and other aspects of the present invention 
will become apparent from the following description of the 
preferred embodiments, taken in conjunction with the fol 
lowing drawings, although variations and modifications 
therein may be affected without departing from the spirit and 
Scope of the novel concepts of the disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0048. The patent or application file contains at least one 
drawing executed in color. Copies of this patent or patent 
application publication with color drawing(s) will be pro 
vided by the Patent and Trademark Office upon request and 
payment of the necessary fee. 
0049. The accompanying drawings illustrate one or more 
embodiments of the invention and, together with the written 
description, serve to explain the principles of the invention. 
The same reference numbers may be used throughout the 
drawings to refer to the same or like elements in the 
embodiments. 

0050 FIGS. 1A and 1B show surfaces of the ST (red), the 
SV (blue), and the SG (green). FIG. 1B also shows a surface 
model of a CI electrode array inserted into the ST is shown. 
FIG. 1C shows surfaces of the AR (green), the ST (trans 
parent red) and the SV (transparent blue). FIGS. 1D and lE 
show contours of the ST (red), the SG (green), and the 
electrodes (purple) in the coronal view of a pre-implantation 
CT and a corresponding post-implantation CT. FIGS. 1F and 
1G show are contours of the SV (blue) in the coronal view 
of a pre-implantation CT and a corresponding post-implan 
tation CT. 

0051 FIG. 2 shows a flowchart of automatic segmenta 
tion of inner ear anatomy of a living Subject in a post 
implantation CT image according to one embodiment of the 
invention. 

0052 FIG. 3 shows a flowchart of creating an ASM of a 
structure according to one embodiment of the invention. 
0053 FIG. 4 shows a flowchart of an ASM-based seg 
mentation of a structure according to one embodiment of the 
invention. 

0054 FIG. 5 shows a flowchart of an image registration 
process according to one embodiment of the invention. 



US 2017/0177967 A1 

0055 FIG. 6 shows a flowchart of automatic segmenta 
tion of inner ear anatomy of a living Subject in a post 
implantation CT image according to one embodiment of the 
invention. 
0056 FIG. 7 shows in (a) surfaces of a labyrinth (trans 
parent orange) and of the intra-cochlearanatomy (ST (trans 
parent red), SV (transparent blue), and SG (transparent 
green)), (b) the same structures in a different orientation, (c) 
the set of points that represent the external wall of cochlea 
and that are used to fit the SOI model to the labyrinth model 
is shown on the surface of the labyrinth, (d) and (e) the same 
set of points is shown on the SOI surfaces, and (f) a labyrinth 
Surface with near points in yellow and far points in purple, 
according to one embodiment of the invention. 
0057 FIG. 8 shows a flowchart of a segmentation refine 
ment process according to one embodiment of the invention. 
0.058 FIG. 9 shows surfaces of intra-cochlear structures 
color-mapped with segmentation errors viewed on the coro 
nal plane (top row) and Sagittal plane (bottom row), accord 
ing to one embodiment of the invention. 
0059 FIG. 10 shows results for a case with average error 
close to the overall average error according to one embodi 
ment of the invention. The contours shown are the ST (left 
panel), SV (middle panel), and SG (right panel). Contours 
for gold-standard ST (red), SV (blue), SG (green) surfaces 
and contours for automatic Surfaces for all structures (yel 
low) are shown on a slice of the pre-implantation CT (top 
row) and the corresponding post-implantation CT (middle 
row). The bottom row shows structure surfaces color 
mapped with segmentation errors. 
0060 FIG. 11 shows surface of the active region color 
mapped with segmentation errors for each testing ear 
according to one embodiment of the invention. 
0061 FIG. 12 shows a flow chart of inner ear anatomy 
segmentation according to one embodiment of the invention. 
0062 FIG. 13 shows flow charts of NN-SSM-based inner 
earanatomy segmentation according to one embodiment of 
the invention. 
0063 FIG. 14 shows (a) overall SOIs mean segmentation 
errors for all 25 testing ears versus the number of most 
similar shapes sampled from the shape library to create 
target-specific ASMs, (b) and (c) the same plot for the 9 
CT-CT testing image pairs and the 16 CT-fpVCT testing 
image pairs, respectively, according to one embodiment of 
the invention. 
0064 FIG. 15 shows (a) mean, median, standard devia 

tion, and maximum distance errors box plots for the SOIs 
localized, on all 25 pre-implantation CTS, using the tech 
nique described in Section 11.5, and (b) the same informa 
tion for the labyrinth, according to one embodiment of the 
invention. 
0065 FIG. 16 shows correlation coefficient for each 
validation pre-implantation CT according to one embodi 
ment of the invention. 
0066 FIG. 17 shows various quantitative SOI segmen 
tation results for test ears with low-dose post-implantation 
CTs (a), for test ears with conventional post-implantation 
CTs (b), for all 25 test ears (c), according to one embodiment 
of the invention. Shown for each group of test ears are (left 
to right), mean, median, standard deviation, and maximum 
error box plots for the SOIs segmented using the initializa 
tion method; mean, median, standard deviation, and maxi 
mum error box plots for the SOIs segmented using the 
refinement method. 
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0067 FIG. 18 shows various quantitative labyrinth seg 
mentation results for test ears with low-dose post-implan 
tation CTS (a), for test ears with conventional post-implan 
tation CTs (b), for all 25 test ears (c), according to one 
embodiment of the invention. Shown for each group of test 
ears are (left to right), mean, median, standard deviation, and 
maximum error box plots for the labyrinth segmented using 
the initialization method; mean, median, Standard deviation, 
and maximum error box plots for the SOIS segmented using 
the refinement method. 

0068 FIG. 19 shows (a) qualitative segmentation results 
for a testing conventional post-implantation CT with mean 
SOI segmentation error close to the overall mean error for 
the group of testing conventional CTS, where the contours 
shown are the ST (left panel), SV (middle panel), SG (right 
panel), structure contours for gold-standard ST (red), gold 
standard SV (blue), gold-standard SG (green), and automatic 
contours for all structures (yellow) are shown in a slice of a 
post-implantation CT (top row) and a corresponding pre 
implantation CT (middle row), on the bottom panels the 
structure Surfaces colormapped with segmentation errors are 
shown, and (b) similar information for a testing Xoran 
post-implantation CT with mean SOI segmentation error 
close to the overall mean SOI segmentation error for the 
error close to the overall mean error for the group of testing 
Xoran CTS, according to one embodiment of the invention. 
FIG. 20 shows mean error bar plots for the SOIs segmented 
using the initialization method alone (dark) and refinement 
method (light), for all 25 test ears, according to one embodi 
ment of the invention. 

0069 FIG. 21. Surfaces of intra-cochlear structures 
colormapped with segmentation errors for representative 
five test ears with Xoran post-implantation CT (1L, 5R, 6L, 
7R, 8R) and for representative five test ears with conven 
tional post-implantation CT (12R, 13R, 20L, 20R, 21L), 
according to one embodiment of the invention. 
0070 FIG. 22 shows various quantitative AR segmenta 
tion results for test ears with low-dose post-implantation 
CTs (a), for test ears with conventional post-implantation 
CTs (b), for all 25 test ears (c), according to one embodiment 
of the invention. Shown for each group of test ears are (left 
to right), mean, median, standard deviation, and maximum 
error box plots for the AR segmented using the initialization 
method; mean, median, standard deviation, and maximum 
error box plots for the SOIs segmented using the refinement 
method. 

0071 FIG. 23 shows surfaces of the active region color 
mapped with segmentation errors for a representative five 
test ears with fpVCT (1L, 5R, 6R,7R, 8L) and for a 
representative five test ears with conventional CTs (12R, 
13R, 20L, 20R, 21L). L is for left ear and R is for right ear, 
according to one embodiment of the invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

(0072. The invention will now be described more fully 
hereinafter with reference to the accompanying drawings, in 
which exemplary embodiments of the invention are shown. 
This invention may, however, be embodied in many different 
forms and should not be construed as limited to the embodi 
ments set forth herein. Rather, these embodiments are pro 
vided so that this invention will be thorough and complete, 
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and will fully convey the scope of the invention to those 
skilled in the art Like reference numerals refer to like 
elements throughout. 
0073. The terms used in this specification generally have 
their ordinary meanings in the art, within the context of the 
invention, and in the specific context where each term is 
used. Certain terms that are used to describe the invention 
are discussed below, or elsewhere in the specification, to 
provide additional guidance to the practitioner regarding the 
description of the invention. For convenience, certain terms 
may be highlighted, for example using italics and/or quota 
tion marks. The use of highlighting has no influence on the 
Scope and meaning of a term; the scope and meaning of a 
term is the same, in the same context, whether or not it is 
highlighted. It will be appreciated that same thing can be 
said in more than one way. Consequently, alternative lan 
guage and synonyms may be used for any one or more of the 
terms discussed herein, nor is any special significance to be 
placed upon whether or not a term is elaborated or discussed 
herein. Synonyms for certain terms are provided. A recital of 
one or more synonyms does not exclude the use of other 
synonyms. The use of examples anywhere in this specifica 
tion including examples of any terms discussed herein is 
illustrative only, and in no way limits the scope and meaning 
of the invention or of any exemplified term. Likewise, the 
invention is not limited to various embodiments given in this 
specification. 
0074. It will be understood that, as used in the description 
herein and throughout the claims that follow, the meaning of 
“a”, “an', and “the includes plural reference unless the 
context clearly dictates otherwise. Also, it will be under 
stood that when an element is referred to as being “on” 
another element, it can be directly on the other element or 
intervening elements may be present therebetween. In con 
trast, when an element is referred to as being “directly on 
another element, there are no intervening elements present. 
As used herein, the term “and/or includes any and all 
combinations of one or more of the associated listed items. 

0075. It will be understood that, although the terms first, 
second, third etc. may be used herein to describe various 
elements, components, regions, layers and/or sections, these 
elements, components, regions, layers and/or sections 
should not be limited by these terms. These terms are only 
used to distinguish one element, component, region, layer or 
section from another element, component, region, layer or 
section. Thus, a first element, component, region, layer or 
section discussed below could be termed a second element, 
component, region, layer or section without departing from 
the teachings of the invention. 
0076 Furthermore, relative terms, such as “lower or 
“bottom' and “upper' or “top.” may be used herein to 
describe one element's relationship to another element as 
illustrated in the figures. It will be understood that relative 
terms are intended to encompass different orientations of the 
device in addition to the orientation depicted in the figures. 
For example, if the device in one of the figures is turned 
over, elements described as being on the “lower side of 
other elements would then be oriented on “upper sides of 
the other elements. The exemplary term “lower, can there 
fore, encompasses both an orientation of “lower” and 
“upper,” depending of the particular orientation of the figure. 
Similarly, if the device in one of the FIGS. is turned over, 
elements described as “below' or “beneath' other elements 
would then be oriented “above' the other elements. The 
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exemplary terms “below' or “beneath’ can, therefore, 
encompass both an orientation of above and below. 
0077. It will be further understood that the terms “com 
prises” and/or “comprising,” or “includes and/or “includ 
ing or “has and/or “having, or “carry' and/or “carrying.” 
or “contain” and/or “containing,” or “involve” and/or 
“involving, and the like are to be open-ended, i.e., to mean 
including but not limited to. When used in this invention, 
they specify the presence of Stated features, regions, inte 
gers, steps, operations, elements, and/or components, but do 
not preclude the presence or addition of one or more other 
features, regions, integers, steps, operations, elements, com 
ponents, and/or groups thereof. 
0078. Unless otherwise defined, all terms (including tech 
nical and scientific terms) used herein have the same mean 
ing as commonly understood by one of ordinary skill in the 
art to which this invention belongs. It will be further 
understood that terms, such as those defined in commonly 
used dictionaries, should be interpreted as having a meaning 
that is consistent with their meaning in the context of the 
relevant art and the present invention, and will not be 
interpreted in an idealized or overly formal sense unless 
expressly so defined herein. 
(0079. As used herein, “around”, “about” or “approxi 
mately” shall generally mean within 20 percent, preferably 
within 10 percent, and more preferably within 5 percent of 
a given value or range. Numerical quantities given herein are 
approximate, meaning that the term “around”, “about' or 
“approximately” can be inferred if not expressly stated. 
0080. As used herein, the terms “comprise' or “compris 
ing”, “include’ or “including”, “carry' or “carrying”, “has/ 
have' or “having”, “contain' or “containing”, “involve' or 
“involving and the like are to be understood to be open 
ended, i.e., to mean including but not limited to. 
I0081. As used herein, the phrase “at least one of A, B, and 
C’ should be construed to mean a logical (A or B or C), 
using a non-exclusive logical OR. It should be understood 
that one or more steps within a method may be executed in 
different order (or concurrently) without altering the prin 
ciples of the invention. 
I0082. The description below is merely illustrative in 
nature and is in no way intended to limit the invention, its 
application, or uses. The broad teachings of the invention 
can be implemented in a variety of forms. Therefore, while 
this invention includes particular examples, the true scope of 
the invention should not be so limited since other modifi 
cations will become apparent upon a study of the drawings, 
the specification, and the following claims. For purposes of 
clarity, the same reference numbers will be used in the 
drawings to identify similar elements. It should be under 
stood that one or more steps within a method may be 
executed in different order (or concurrently) without altering 
the principles of the invention. 
I0083. The description below is made as to the embodi 
ments of the invention in conjunction with the accompany 
ing drawings. In accordance with the purposes of this 
invention, as embodied and broadly described herein, this 
invention, in one aspect, relates to methods (algorithms) for 
automatic segmentation of the internal structures of the ear 
in post-implantation CT images directly without requiring a 
pre-implantation CT image of either ear for bilateral 
cochlear implant recipients. 
I0084 Existing segmentation methods cannot be used for 
segmenting the inner ear anatomy in a post-implantation CT 
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image directly without using a pre-implantation CT image of 
one of the ears. This is because the cochlear anatomy is 
obscured by image artifacts caused by the implanted elec 
trodes in the post-implantation CT image. According to 
algorithms of this invention, segmentation of the inner ear 
anatomy can be achieved in a post-implantation CT image 
directly without requiring a pre-implantation CT image of 
either ear. The invented algorithms can be used to extend the 
CI programming technique to the Subpopulation of bilateral 
CI recipients for whom a CT image has not been acquired 
prior to implantation. 
0085 Generally, the algorithms include, among other 
things, precise localizations of the scala tympani (ST), the 
scala vestibuli (SV), the spiral ganglion (SG), and the 
labyrinth that includes the external wall of the cochlea, the 
semicircular canals and the vestibule (SCCV), by mapping 
respective surfaces that are selected from a library of inner 
earanatomy shapes, construction and use of shape models 
that are specific to the post-implantation CT image for 
refining the mapped library surfaces, creation of the library 
of inner ear anatomy shapes, and construction of a statistical 
shape model for the labyrinth. 
I0086. In certain embodiments, the algorithms are to first 
identify the SCCV regions in the post-implantation CT 
images, and then use this portion of the labyrinth, which 
serves as a landmark structure, to map inner ear structure 
Surfaces chosen from a library of inner earanatomy surfaces. 
The inner ear structure Surfaces are chosen based on how 
well their shape of the SCCV regions matches the shape of 
the corresponding structures identified in the post-implan 
tation CT. Then, active shape models for the structures are 
created using the subset of surfaces chosen from the library 
of inner ear anatomy Surfaces based on their similarity to the 
SCCV shapes identified in the post-implantation CT. Finally, 
the initial segmentations, which are obtained by mapping 
library Surfaces, are refined using an active shape-model 
(ASM)-based segmentation method. 
0087. In one aspect, the present invention is directed to a 
method for automatic segmentation of intra-cochlear 
anatomy in post-implantation CT image of bilateral cochlear 
implant recipients. As shown in FIG. 2, the method includes 
the following steps: at step 210, a labyrinth in the post 
implantation CT image is coarsely segmented with a laby 
rinth Surface chosen from a library of inner ear anatomy 
shapes, where the labyrinth surface is chosen such that its far 
points best approximate the far points portion of the laby 
rinth in the post-implantation CT image. The labyrinth is a 
structure that externally bounds the intra-cochlear anatomy 
and includes the SCCV. As discussed below, the labyrinth is 
used as a landmark structure. The far points of the labyrinth 
in the post-implantation CT image are far from implanted 
electrodes, thereby being unlikely to be affected by implant 
related artifacts in the post-implantation CT image. 
0088. In one embodiment, the coarsely segmenting step 
comprises determining the far points of the labyrinth in the 
target image by performing the ASM-based segmentation 
and fitting the far points of the labyrinth ASM; registering 
each labyrinth Surface in the shape library to the target image 
using the transformation that minimizes the RMS distance 
between the far points on the library surface and the far 
points localized in the target image; and computing the 
dissimilarity quantity for each registered surface as the 
residual RMS, wherein the registered surface with the small 
est dissimilarity quantity is used as the coarse segmentation. 
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I0089. At step 220, a target specific active shape model 
(ASM) for each of the labyrinth and the structures-of 
interest (SOIs) is created using a set of inner ear anatomy 
surfaces selected from the library of inner ear anatomy 
shapes such that the set of inner ear anatomy Surfaces has the 
Smallest dissimilarity quantity with the coarsely localized 
labyrinth surface in the post-implantation CT image. The 
SOIs include ST, SV, SG, or a combination thereof. Each 
shape in the library of inner ear anatomy shapes represents 
the labyrinth and the SOIs of an ear 
0090. At step 230, the coarsely segmented labyrinth 
Surface is refined by performing an ASM-based segmenta 
tion of the labyrinth using the target-specific ASM of the 
labyrinth to obtain a segmented labyrinth. 
0091 At step 240, the points of the target-specific ASM 
of the SOIs are fitted to their corresponding points on the 
segmented labyrinth to segment the SOIs in the post 
implantation CT image. 
0092. Further, prior to fitting the points of the target 
specific ASM of the SOIs to their corresponding points on 
the segmented labyrinth, the method may comprise estab 
lishing offline a one-to-one point correspondence between 
the ASM points of the SOIs and the ASM points of the 
labyrinth. 
(0093. Referring to FIG. 3, a flow chart of creating ASM 
of a structure is shown according to ome embodiment of the 
invention. The ASM of the structure is created by providing 
a reference Surface and a set of floating Surfaces of the 
structure with a one-to-one point correspondence between 
the points on the reference Surface and the points on each 
floating Surface (at step 310); registering each floating 
surface to the reference surface(at step 320); building a 
target specific ASM using the registered surfaces by an 
eigenanalysis method (at step 330), where the target specific 
ASM is represented by a mean shape of the structure; and 
storing the target specific ASM in the reference image (at 
step 310). The set of floating surfaces comprises a set of 
training Surfaces, or the set of inner ear anatomy Surfaces 
selected from the library of inner ear anatomy shapes. 
0094. In one embodiment, the step 320 of registering 
each floating Surface to the reference Surface is performed 
with a seven degrees-of-freedom (7-DOF) transformation 
that minimizes a root-mean-squared (RMS) distance 
between the training Surface and the reference Surface. 
0.095. In one embodiment, the reference surface and the 
set of floating Surfaces of the structure are provided, using 
a reference image and a set of floating images containing the 
structure, by segmenting the structure in the reference image 
to create the reference Surface of the structure; registering 
each floating image to the reference image to determine a 
corresponding registration transformation function for reg 
istering the floating image to the reference image; segment 
ing the structure in each floating image by projecting the 
reference surface of the reference image to the floating 
image with the corresponding registration transformation 
function to generate a floating Surfaces of the structure in 
each floating image; and adjusting the generated floating 
Surface of each floating image to create the set of floating 
surfaces of the structure. 
0096 FIG. 5 shows a flow chart of registering a floating 
(target/training) image to a reference image according to one 
embodiment of the invention. This image registration pro 
cess is also used to obtain a registration transformation 
function. In this embodiment, the floating image and the 
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reference image are downsampled by a predetermined factor 
in each dimension at step 510. In one embodiment, the 
predetermined factor is a factor of 1-40 in each dimension, 
for example, the predetermined factor is a factor of 4. At step 
520, the floating image is affinely registered to the reference 
image. At step 530, an ear region is cropped from the affinely 
registered floating image. At step 530, the ear region of the 
floating image is affinely registered to an ear region of the 
reference image at full image resolution. At step 550, the ear 
region of the floating image is non-rigidly registered to the 
ear region of the reference image to obtain the registration 
transformation function. 

0097. Referring to FIG. 4, the process of the ASM-based 
segmentation of the structure in a target image is shown 
according to one embodiment of the invention. Specifically, 
at step 410, the mean shape of the ASM of the structure from 
the reference image is projected to the target image using the 
registration transformation that registers the two images to 
determine an initial shape of the structure in the target 
image. At step 420, the initial shape of the structure is 
adjusted by iteratively finding a candidate position for each 
point in the initial shape and fitting the ASM to these 
candidate positions in a weighted least squares sense to 
obtain an adjusted shape of the structure. And at step 430, 
iterating step 420 until the RMS distance between the 
adjusted shape and the initial shape at that iteration is 
Smaller than a predetermined value. 
0098 Referring to FIG. 6, the algorithm/method for an 
automatic segmentation of inner ear anatomy of a living 
Subject in a post-implantation CT image is shown according 
to one embodiment of the invention. In exemplary embodi 
ment, the method includes the following steps: At step 610, 
a region of the inner ear anatomy that is least likely to be 
affected by image artifacts in the post-implantation CT 
image is segmented so as to obtain a shape of the segmented 
region. In one embodiment, the region is the labyrinth that 
is a structure that externally bounds the intra-cochlear 
anatomy and includes the SCCV. The SOIs includes ST, SV. 
SG, or a combination thereof. 
0099. At step 620, a set of inner ear anatomy shapes is 
selected from a library of inner ear anatomy shapes, where 
each selected inner ear anatomy shape has the Smallest 
dissimilarity quantity with the shape of the segmented 
region in the post-implantation CT image, and each shape in 
the library of inner ear anatomy shapes represents a laby 
rinth and structures-of-interest (SOIs) of an ear. 
0100. In one embodiment, step 620 of selecting the set of 
inner ear anatomy shapes from the library of inner ear 
anatomy shapes comprises mapping the labyrinth and SOI 
Surfaces of each library Subject onto the post-implantation 
CT image using a transformation that minimizes the root 
mean squared (RMS) distance between the library subjects 
SCCV points and the segmented target SCCV points; com 
puting a dissimilarity quantity for each mapped library 
subject, wherein the dissimilarity quantity is defined to be 
the residual RMS of the registered library SCCV points; and 
selecting the set of inner ear anatomy shapes for which their 
dissimilarity quantity to the post-implantation CT image is 
the smallest. 

0101. At step 630, a target specific active shape model 
(ASM) for each of the labyrinth and the SOIs is created 
using the selected set of inner ear anatomy shapes. 
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0102 At step 640. ASM-based segmentation of the laby 
rinth is performed using the target-specific ASM of the 
labyrinth. 
0103) At step 640, the points of the target-specific ASM 
of the SOIs is fitted to their corresponding points on the 
segmented labyrinth to segment the SOIs in the post 
implantation CT image. 
0104. In one embodiment, step 640 of fitting the target 
specific ASM of the SOIs to the segmented labyrinth to 
segment the SOIS comprises the steps of determining the 
mean shape of the SOIs ASM as an initial SOI shape; 
determining a candidate point for each of the subset of SOI 
points that represent the external wall of the cochlea in the 
initial SOI shape as a corresponding point on the segmented 
labyrinth; assigning a first reliability weight for the candi 
date points and a second reliability weight for the remaining 
points; and fitting the SOIs ASM to the candidate points in 
a weighted least Squares sense. In one embodiment, the first 
reliability weight is about 0.99, while the second reliability 
weight is about 0.001. 
0105. In addition, prior to fitting the points of the target 
specific ASM of the SOIs to their corresponding points on 
the segmented labyrinth, the method also includes establish 
ing offline a one-to-one point correspondence between the 
ASM points of the SOIs and the ASM points of the labyrinth. 
0106. In yet another aspect of the invention, a method for 
automatic segmentation of inner ear anatomy of a living 
Subject in a post-implantation CT image comprises segment 
ing a region of the inner ear anatomy as a landmark structure 
in the post-implantation CT image so as to obtain a shape of 
the segmented landmark structure; and segmenting inner ear 
SOIS in the post-implantation CT image using the seg 
mented landmark Structure. 

0107. In one embodiment, the region of the inner ear 
anatomy is in close proximity to the SOIs and is not entirely 
affected by image artifacts. The region of the inner ear 
anatomy is a lateral part of the labyrinth that is a structure 
externally bounding the intra-cochlearanatomy and includes 
the SCCV. 
0108. In one embodiment, the step of segmenting the 
landmark structure comprises mapping a shape of the land 
mark chosen from a library of inner ear anatomy shapes to 
the post-implantation CT image, wherein each shape in the 
library of inner ear anatomy shapes represents the landmark 
structure and the SOIs of an ear. 
0109. In one embodiment, the step of segmenting the 
SOIS comprises selecting a set of inner ear anatomy shapes 
from the library of inner ear anatomy shapes in accordance 
with the shape of the segmented landmark structure, wherein 
each selected inner ear anatomy shape has the Smallest 
dissimilarity quantity with the shape of the segmented 
landmark structure in the post-implantation CT image; cre 
ating a target specific ASM for each of the landmark 
structure and the SOIs using the selected set of inner ear 
anatomy shapes; performing ASM-based segmentation of 
the landmark structure using the target-specific ASM of the 
landmark structure; and fitting the points of the target 
specific ASM of the SOIs to their corresponding points on 
the segmented landmark structure to segment the SOIs in the 
post-implantation CT image. 
0110. It should be noted that all or a part of the steps 
according to the embodiments of the present invention is 
implemented by hardware or a program instructing relevant 
hardware. Yet another aspect of the invention provides a 
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non-transitory computer readable storage medium/memory 
which stores computer executable instructions or program 
codes. The computer executable instructions or program 
codes enable a computer or a similar computing system to 
complete various operations in the above disclosed method 
for privilege management. The storage medium/memory 
may include, but is not limited to, high-speed random access 
medium/memory such as DRAM, SRAM, DDR RAM or 
other random access Solid state memory devices, and non 
Volatile memory Such as one or more magnetic disk storage 
devices, optical disk storage devices, flash memory devices, 
or other non-volatile solid State storage devices. 
0111. Without intent to limit the scope of the invention, 
examples and their related results according to the embodi 
ments of the present invention are given below. Note that 
titles or subtitles may be used in the examples for conve 
nience of a reader, which in no way should limit the scope 
of the invention. Moreover, certain theories are proposed 
and disclosed herein; however, in no way they, whether they 
are right or wrong, should limit the scope of the invention so 
long as the invention is practiced according to the invention 
without regard for any particular theory or scheme of action. 

EXAMPLE I 

0112. In this example, the shape library-based method for 
automatic segmentation of inner ear anatomy in a post 
implantation CT was applied to 10 ears, which achieves 
overall mean and maximum errors of 0.209 and 0.98 mm, 
respectively. The results suggest that the method is accurate 
enough for extending the IGCIP strategies based solely on 
post-implantation CTS. 
0113. According to this exemplary embodiment of the 
method of the invention, the entire labyrinth, which is used 
as a landmark structure, is localized by (1) coarsely esti 
mating its position using a shape chosen from a library of 
labyrinth shapes, (2) automatically creating a statistical 
shape model that is specific to the Subject, and (3) refining 
the coarse estimate by performing a statistical shape model 
based segmentation. The labyrinth is a structure that shares 
the external wall of the cochlea with the intra-cochlear 
anatomy and that also includes the semi-circular canals. 
FIGS. 7A and 7B show a surface of the labyrinth and the 
intra-cochlear structures that it externally bounds. Next, the 
SOIs are segmented by fitting the subset of SOI model 
points, that represent the external wall of the cochlea (see 
FIGS. 7D and 7E), to the part of the labyrinth that represent 
the same (see FIG. 7C). To do the fitting, a one-to-one point 
correspondence between the subset of SOI model points and 
the subset of labyrinth model points that represent the 
exterior of the cochlea is established offline. The exterior 
region of the cochlea, which is used to fit the SOIs model, 
is the only portion of the SOIs that has contrast in CT and 
can also be localized by the labyrinth. 

I.1. Data 

0114. In this example, several groups of head CT scans 
were used, which are presented in Table I. The scans were 
acquired from several conventional scanners and a low-dose 
flat-panel volumetric CT (fpVCT) scanner (Xoran Technolo 
gies XCATR, ENT). Conventional CTs of 70 subjects are 
used for creating SOI and labyrinth shapes library as dis 
cussed in Section I.4, conventional CTs of 25 subjects are 
used for creating an active shape model (ASM) of the 
labyrinth as discussed in Section I.4, fpVCT scans of 14 
Subjects are used for creating an intensity model for each 
point on an ASM of the labyrinth as discussed in Section 
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I.5.2, and CT-fpVCT pairs of 8 subjects are used for vali 
dating the segmentation results as discussed in Section I.5.3. 
The validation dataset (dataset 5) is constructed such that it 
allows us to (1) generate automatic segmentations on post 
implantation CTS using the invented algorithm, (2) register 
the post-implantation CTS to the corresponding pre-implan 
tation CTs, and (3) validate the results by comparing regis 
tered automatic segmentations to ground truth segmenta 
tions established on the pre-implantation CTs. Typical voxel 
size for conventional CTs is 0.25x0.25x0.3 mm; for flat 
panel CTs it is 0.4x0.4x0.4 mm. 
0115 Table I summarizes the characteristics of the vari 
ous sets of CT scans used for evaluation the method (algo 
rithm) according to certain embodiments of the present 
invention. Age of Subjects included in this exemplary study 
ranged from 18 to 90 years. The CT scans were acquired 
from several conventional scanners (GE BrightSpeed, Light 
Speed Ultra; Siemens Sensation 16; and Philips Mx8000 
IDT, iCT 128, and Brilliance 64) and a low-dose flat-panel 
volumetric CT (fpVCT) scanner (Xoran Technologies 
XCATR, ENT). Conventional CT scans of 10 subjects were 
used for symmetry analysis as described in Section I.3. 
Conventional CT scans of 18 subjects were used for active 
shape model (ASM) creation as discussed in Section I.4. 
fpVCT scans of 14 subjects were used for intensity gradient 
model (IGM) creation as discussed in Section I.5.2. 18 
CT-fpVCT pairs of scans were used for segmentation vali 
dation as discussed in Section I.5.3. Typical scan resolution 
for conventional CT scans is 768x768x145 voxels with 
0.2x0.2x0.3 mm voxel size, and for fpVCT scans is 700x 
700x360 voxels and 0.3x0.3x0.3 or 0.4x0.4x0.4 mm. 

TABLE 1. 

Datasets Used in Example I 

Data Acquisition Numbers of CIs 

Data set Xoran No One Two 
set Purpose size fpVCT Conventional CIs CI CIS 

1 Reference 1 X X 

(atlas) 
2 Shape library 70 X X 

creation 
3 Labyrinth ASM 25 X X 

creation 
4 Intensity model 14 X X 

creation 
5 Segmentation 6 X X 

Validation X X 

2 X X 

I.2. Image Registration Methods 
0116. In this Subsection, we present the image-to-image 
registration process used at various steps throughout this 
study. Given a “fixed' image, i.e., an atlas or reference 
image, and a “floating image, i.e., the target image, we use 
the process outlined in FIG. 5 to register them. First, at step 
510, both the floating image and the fixed image are down 
sampled by a predetermined factor in a range of 1-40 in each 
dimension. At step 520, we affinely register the entire but 
downsampled images using an intensity-based affine regis 
tration method 9, 10. For example, the floating image is 
affinely registered to the fixed image, after downsampling 
both images by the factor of 4 in each dimension. 
0117. In one embodiment, the predetermined factor is a 
factor of four. Then, the ear region is cropped from the 
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affinely registered floating image at step 530. Next, we refine 
this registration by performing intensity-based affine regis 
tration at full image resolution on a pre-determined region 
that encompasses the ear structures at step 540. Finally, we 
further refine the registration by performing intensity-based 
non-rigid registration on the ear region 11, i.e., non-rigidly 
register the floating ear region to the fixed ear region, at Step 
550. 

I.3. Active Shape Model (ASM)-Based Segmentation 
0118 Various processes described in the following sub 
sections rely on the creation of an active shape model (ASM) 
and performing active shape segmentation. Thus, in the 
following subsections describes the general ASM frame 
work. 

I.3.1. Active Shape Model (ASM) Creation 
0119 Given a reference surface and a set of training 
Surfaces of a structure with a one-to-one point correspon 
dence between the points on the reference surface and the 
points on each training Surface, the following steps are 
performed to create an ASM of a structure. First, each 
training Surface is registered to the reference Surface with a 
7-DOF (three translations, three rotations, one isotropic 
Scaling) transformation that minimizes the root-mean 
squared (RMS) distance between the surfaces. Next, the 
registered surfaces are used to build the structure ASM 
according to the procedure described by Cootes in 12. 
Finally, the ASM is stored in the reference image space. The 
ASM is represented by the mean shape {x o'', with N 
being the number of points in the shape, and L eigenvectors 
U-uo, u. . . . , u, that are corresponding to the largest 
eigenvalues Wo. W. . . . . W. Mathematically, 

where X is the covariance matrix of the points on registered 
Surfaces. 

I.3.2. Active Shape Segmentation 
0120 Active shape segmentation of the structure is per 
formed by fitting the ASM to an initial estimate of the shape. 
This process includes three main steps: 
0121 (1) Shape initialization: an initial coarse estimate of 
the shape {x} '' is determined by projecting the mean 
shape {x} '' from the reference image space to the target 
image space using the registration transformation that reg 
isters the two images. This registration transformation is 
computed using the image-to-image registration process 
described in Section I.2. 
0122 (2) Shape adjustment: the initial shape is adjusted 
by iteratively finding a candidate position for each i-th point 
in the initial shape and fitting the active shape model to these 
candidate positions in a weighted least squares sense. The 
candidate position X', for each initial point X, is determined 
along the surface normal n, in the interval -1.5, 1.5 mm. 
equivalently 

x',x+Adki, iii, (I.2) 

where Ad 0.15 mm, and k is chosen as, 
k, arg minC,(k): k e {-10, -9, . . . , 10}, (I.3) 

i.e., the candidate position for the i-th point is the position 
at which the cost function C,() is the smallest cost value in 
the interval -1.5, 1.5 mm along the surface normal n. The 
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cost function is tailored to the type of image as described in 
the following section. Then, the active shape model is fitted 
to the candidate points {x'}, o' to obtain an adjusted 
shape {x",}, '', given by 

x"-p'(x), of bitt.) (I.4) 

where b, a vector of parameters that defines the shape, is 
given by 

is the residual between the mean shape and candidate points, 
after they are registered to the mean shape with a 7-DOF 
(three translation, three rotation, and one isotropic Scaling) 
transformation (p, computed as 

(parg miny -o II. will p(x ')-x,’. (1.7) 

A reliability weight w, 60. 1 is assigned for each candidate 
point. The reliability weight computation, as explained in 
the following sections, is tailored for the type of image to b 
e segmented. The weight matrix W diag(wow. . . . . 
w), with w, w, w, w, in Eqn. (1.5) is designed so that 
candidate points with high reliability have more influence on 
the least squares model fitting. 
I0123 (3) Iterative shape adjustment: the shape adjust 
ment process is iterated until the RMS distance between the 
adjusted shape and the initial shape at that iteration is Small, 
specifically until 

1 N- 112 

(). |x. -i. <e i=0 

is satisfied, where e is empirically set to 0.01 mm. 
0.124. In summary, given an ASM of a structure and its 
initial shape estimate, the ASM iteratively fitted to segment 
the structure. At each iteration, a candidate position for each 
i-th point is determined using Eqn. (I.2); a weight for each 
i-th candidate point is re-computed; and finally an adjusted 
shape is determined by fitting the ASM to the candidate 
points in a weighted least squares sense using Eqn. (I.4). 

I.4. Shape Library Creation 
0.125. The segmentation approach, as discussed in the 
next Subsection, relies on first determining a coarse estimate 
of the labyrinth, which is used as a landmark, and of the 
intra-cochlear structures, which are the SOIs, by mapping 
surfaces of the labyrinth and SOIs chosen from a library of 
labyrinth and SOI surfaces to the subject’s CT images. To 
enable this approach, a library of internal ear structures 
segmented in a number of Subject’s pre-implantation CTS is 
created. Specifically, the set of CTs in dataset 2 listed in 
Table I is used to create a library of surfaces that represent 
the labyrinth and SOIs of each subject’s left or right ear, 
chosen randomly. 
0.126 To produce a surface of the labyrinth in each CT in 
this dataset, an ASM-based segmentation of the labyrinth in 
the CT is performed using the active shape segmentation 
process described in Section I.3.2. The labyrinth ASM used 
in this step is created offline, using the reference CT in 
dataset 1 and the set of training CTS in dataset 3, according 
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to the process previously reported in 8 for the same 
purpose. When segmenting an image with this model, the 
cost function C,(k) used for candidate position selection in 
Eqn. (I.3) is given by 

where I() is image intensity in the CT at a given point. It is 
thus designed such that a candidate position for the i-th point 
is chosen to be the position with the largest intensity gradient 
over the interval -1.5, 1.5 mm along the surface normal n. 
Two different approaches are used for selecting candidate 
positions, one for contrasted points C C {, }, o'', which are 
the subset of points we know a priori are well contrasted in 
CT, and one for non-contrasted points C={x}, \"\C, 
which are the rest of the labyrinth surface points. Points that 
belong to C and Chave been labeled at the time the models 
are created. For each X, 6 C, a candidate position X, is 
determined using Eqn. (I.2) and a reliability weight of 
w,0.99 is assigned, while for each x, 6 C', its original initial 
position determined via image registration is used as a 
candidate position and a reliability weight of w=0.01 is 
assigned. A relatively high weight is thus assigned to the 
candidate positions for C so that the shape fitting is influ 
enced more by those points with contrast in the CT. 
Although the results obtained with this technique are gen 
erally satisfactory, there are cases where mis-segmentation 
is observed. This is likely caused by the limited number of 
shapes used to create the ASM, which may not be able to 
capture enough variability to segment accurately all the 
images in the library. To deal with this issue, at each 
iteration, the final adjusted point for the i-th point is deter 
mined using the equation 

which is a weighted combination of the position of the fitted 
model position X', given by Eqn. (I.4), and the candidate 
position X', given by Eqn. (I.2), controlled by the weight 
parameter C. We set a to be 0.8 initially and perform the 
iterative shape adjustment while decrementing C. by 0.1, at 
the end of each iteration, for the first six iterations and use 
the final value of C. for the remaining iterations. The value 
of C. is set such that we largely rely on the model at the 
beginning. As we iteratively obtain better estimates of the 
shape, we gradually rely more on the candidate points which 
are likely to be positions with strong image gradient. 
0127. Finally, after the labyrinth is segmented algorith 
mically, we manually adjust the segmentation to correct for 
any visually identifiable error. We then rely on the seg 
mented labyrinth surface and an ASM of the SOIs, which we 
previously created and reported in 2, to segment the SOIs. 
To do this, we first establish offline a one-to-one point 
correspondence between the model points of the SOIs and 
the model points of the labyrinth. The SOI model points are 
then fitted to the corresponding points on the segmented 
labyrinth. 
0128 We produce the surfaces such that there is a one 
to-one, across Subject, point correspondence between the 
points composing the Surfaces. For the purpose of segmen 
tation strategy, we divide the points on each labyrinth 
included in the library into two groups: near points, which 
are points that may be close to implanted electrodes, and far 
points, which are the rest of points. FIG. 7F shows a surface 
of the labyrinth with the two point groups rendered with 
different colors. 
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I.5. Labyrinth and SOIs Segmentation 
I0129. The approach for segmenting both the labyrinth 
and SOIs in a target CT is to first determine a coarse estimate 
of the structures and then refine this coarse estimate. To 
identify a coarse estimate of the structures, we map Surfaces 
of the structures, chosen from the shape library, that best 
localize the structures in the target CT. We then create ASM 
models for the structures using the Subset of shapes chosen, 
from the shape library, based on their similarity to the 
corresponding structure shapes in the target CT. Finally, we 
refine the coarse estimate using a standard weighted ASM 
based segmentation method. The following Subsections 
detail the shape library-based coarse shape estimation and 
the shape model-based segmentation refinement steps. 

1.5.1. Shape Library-Based Segmentation Initialization 

I0130. We coarsely localize the labyrinth with a labyrinth 
surface chosen from the shape library. The surface is chosen 
such that its far points, as shown in FIG. 7F, best approxi 
mate the far points portion of the labyrinth in the target CT 
image. This process includes several steps. First, we deter 
mine the far points of the labyrinth in the target image by 
fitting the far points of the labyrinth ASM (see Section I.3.1) 
following the segmentation process described in Section 
I.3.2. The far points are likely to be far from implanted 
electrodes. They are thus unlikely to have been affected by 
implant-related artifacts in the image. Next, we register each 
labyrinth surface in the shape library to the target image 
using the transformation that minimizes the RMS distance 
between the far points on the library surface and the far 
points localized in the target image in the previous step. 
Finally, we compute a dissimilarity quantity for each regis 
tered surface as the residual RMS. The registered surface 
with the Smallest dissimilarity quantity k is used as the 
coarse segmentation, with k defined as 

N.f-1 (I.10) 
1 2 

k = argmin: N72. x - T. (xii): ke {0, 1, ... , M - 1}, 

where M is the number of subjects in the library, {x},-1 
is the set of far points localized in the target image, 
{x}, is the set of far points in the k-th shape in the 
library, N is the number of points in the far portion of the 
labyrinth, and T is the 6-DOF (three rotations, three trans 
lations) transformation that registers the two far point sets, 
computed as, 

I0131 The value of the dissimilarity term is low when the 
shape represented by the far points localized in the target 
image closely matches the shape represented by the far 
points in the k-th Surface. As shown in the results section, the 
far portion of the labyrinth can be used as a good landmark 
for predicting the position of the labyrinth. A coarse seg 
mentation of the SOIs is obtained by projecting the k-th 
Subject's SOI surfaces to the target image through T. 



US 2017/0177967 A1 

I.5.2. Shape Model-Based Segmentation Refinement 

0132) To refine the coarse segmentations, we first seg 
ment the labyrinth by performing a weighted active shape 
segmentation and then segment the SOIs by fitting their 
ASM to the segmented labyrinth. This process is summa 
rized in FIG. 8. 

0.133 First, we create two ASMs (at step 810), one for the 
labyrinth and another for the SOIs using a subset of surfaces 
from the shape library. These are chosen as the five (a 
number chosen experimentally, other numbers of Surfaces 
can also be utilized to practice the invention) surfaces with 
the smallest dissimilarity quantity. The ASMs created are 
thus specific to each target image. Next, ASM segmentation 
of the labyrinth is performed using the target-specific ASM 
(step 820), which in one embodiment includes initializing 
the shape; adjusting the shape and iterating the step of 
adjusting the shape until convergence, as discussed in Sec 
tion I.3.2. Specifically, we use the coarse labyrinth localized 
in Section I.5.1 as the initial shape. We then iteratively refine 
it by first finding candidate position X', (see Eqn. (I.2)) for 
each i-th point x, and then fitting the ASM to the candidate 
positions in a weighted least squares sense (see Eqn. (I.4)). 
The cost function C,() used for candidate position selection 
in Eqn. (I.3) is a function of an intensity model of the image 
at that point. To build the intensity model, we rely on a set 
of manually segmented labyrinth Surfaces obtained from 
dataset 4 of Table I. For each j-th training surface {x}, o' 
an intensity profile p(x) is extracted at each i-th point along 
the normal n, using the equation 

p(x)=I,(x-Ad91), I,(x-Ad-8-f),..., I,(x+ 
Ad-9 in)". (I.12) 

where Ad=0.15 mm, and I () is the intensity of the j-th 
training image at a given point. The intensity model at the 
i-th point is given by {p(x)}, o' where M is the number 
of training Surfaces. Finally, the cost function is designed as 

which defines the cost for selecting X,+Adkin, as the can 
didate position for X, as the minimum Euclidean distance 
between the intensity profile at x+Adkh, and all the M 
intensity profiles contained in the set of model profiles at the 
i-th point. The reliability w, 60, 1 we assign for each i-th 
point is based on the intensity profile extracted at the i-th 
point in I, and is given by 

where R is an intensity threshold that separates the bright 
metallic artifact from the rest of the structures. This weight 
is high when the set of intensity values in a given profile are 
below R, which indicates that the extracted profile is far 
from the image artifact in the image and is thus more likely 
to be reliable. To determine this threshold, the maxima along 
all the intensity profiles extracted along the Surface normals 
at the points composing the initial shape are first computed. 
The threshold is then chosen experimentally to be the 90" 
percentile of the distribution of maxima. It is thus adapted to 
each image. Finally, at step 830, we segment the SOIs by 
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fitting the points on the target-specific SOIs ASM to their 
corresponding points on the segmented labyrinth, as dis 
cussed in Section I.4. 

1.5.3. Segmentation Validation 

I0134. We validate the method by automatically segment 
ing the ST, SV, SG and labyrinth in the post-implantation 
CTs in dataset 5, as listed in Table I, using the approach we 
propose and by measuring the resulting segmentation errors. 
The gold-standard Surfaces that we use for comparison were 
created in the corresponding pre-implantation CTS by manu 
ally editing Surface points on segmentations that are auto 
matically initialized by pre-implantation CT segmentation 
techniques we previously developed 2, 8). For each struc 
ture, we measure a distance from each point on its auto 
matically generated Surface to the corresponding point on its 
gold-standard Surface, and report the mean, standard devia 
tion, median and maximum of the distances we measure 
over all points on the Surface. To quantify the improvement 
afforded by the refinement method, we measure the same 
segmentation error when we only use the segmentation 
initialization step. 

I.6. Results and Discussions 

0.135 Table II presents errors obtained in segmenting the 
entire SOIs. The mean, standard deviation, median and 
maximum errors are 0.254, 0.128, 0.224, 0.76 mm, respec 
tively, for results achieved using the segmentation initial 
ization approach alone and 0.209, 0.128, 0.181, 0.98 mm, 
respectively, for results achieved by refining the initial 
results using the segmentation refinement approach. Table 
III presents the same information for the labyrinth. Overall 
SOI average segmentation error is close to half the voxel 
size in the segmented CT and errors are all sub-millimetric 
(<1 mm). In FIG. 9, we show renderings of segmented SOI 
Surfaces colormapped with segmentation errors for all test 
ing ears. For the majority of the cases, SOI segmentation 
errors are sub-voxel, except for one (1L). For ear 1L we 
observed that the labyrinth surface chosen from the shape 
library using Eqn. (I.10) does not localize the SOIs as well 
as it does the far points region of the labyrinth, i.e., the 
relative position of the far points and the near points in this 
particular subject is different than in the selected library 
shape. This is also the case for the subset of surfaces selected 
to build the target- specific ASM for performing the seg 
mentation refinement step. Because of this, the initial SOI 
segmentation errors are relatively large and they get worse 
when using the segmentation refinement step. We conducted 
an experiment for 1L where we perform the segmentation 
refinement step using an ASM built with all the shapes, 
rather than a subset of shapes, in the library. The final errors 
in segmenting the SOIs we obtain by doing so are 0.37, 0.12, 
0.36, 0.78, which are smaller than the initial errors. This 
indicates that for ear 1L the target-specific ASM did not 
capture the target structure shapes well. The same phenom 
enon has been observed for ear 7R. However, for 80% of the 
test ears (8 out of 10), performing the segmentation refine 
ment step has led to a reduction in initial segmentation 
errors. We do not use all shapes in the library to create the 
target specific ASMs because experiments we conducted 
show that the Smallest segmentation error overall ten ears is 
obtained when we use target specific ASMs built with the 
five most similar shapes. 
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0136. A method we previously developed for segmenting 
the SOIs in pre-implantation CTS 2 resulted in mean and 
maximum segmentation errors of 0.15 and 1.6 mm, respec 
tively. This shows that the segmentation errors we achieve in 
post-implantation CTs are close to those that are achievable 
in pre-implantation CTS, despite the presence of metallic 
artifacts in the image that obscure the structures. FIG. 10 
shows qualitative results for a case whose average error is 
close to the overall average error (7R). Both the gold 
standard (yellow) and automatic (red for ST, blue for SV and 
green for SG) contours are overlaid on both the pre-implan 
tation CT and the registered post-implantation CT. As can be 
seen in the figure, although the structures are obscured by 
the bright artifact introduced by the implant, there is a good 
agreement between the two contours along the length of the 
Structures. 

0.137 Table IV presents, for each testing ear, mean, 
standard deviation, median and maximum surface distance 
errors in mm for the AR, which is the part of the SOIs most 
likely to be stimulated by implanted electrodes and thus the 
most important Surface for the programming application. 
The overall mean, standard deviation, median, and maxi 
mum errors in segmenting the AR are 0.202, 0.131, 0.169 
and 0.98 mm, respectively. The corresponding errors we 
obtain in segmenting the AR using the segmentation initial 
ization step alone, prior to performing the segmentation 
refinement step, are 0.258, 0.127, 0.225 and 0.70 mm, 
respectively. FIG. 11 shows renderings of the segmented AR 
Surface for each testing ear that are color-mapped with 
Surface distance errors in mm. As can be seen from these, 
errors are sub-voxel (<0.4 mm) for the majority of AR for all 
testing ears, except for one (1L). 

TABLE II 

Mean, standard deviation, median and maximum intra-cochlear anatomy 
(SOIs) segmentation errors in millimeters for the segmentation 

initialization and for the segmentation refinement steps. L is for left 
and R is for right ear. 
Intra-cochlear anatomy 

Initial Error Final Error 

Std. Maxi- Std. Me- Maxi 

Ear Mean Dev. Median mum Mean Dev. dian mum 

1L O.39 O.12 O40 O.76 O.44 O.18 O44 O.98 

2R O41 0.11 O41 O.72 0.26 O.OS 0.27 O.39 

3L O.27 0.09 O.26 OS2 O.24 O.1O O.23 O.S3 

4L O.16 O.O7 O.15 O.38 0.13 O.O.S. O.12 O.31 

SR O.18 O.O7 O.17 OSO 0.13 O.O4. O.13 0.27 

6R O.16 OO6 O16 O.37 0.17 O.O6 0.17 O.31 

7L O.35 0.09 O.35 O.66 0.25 O.O9 O.25 O.S4 

7R O.18 OO6 O.18 O3S 0.23 O.O8 O.23 O.SO 

8L O.15 O.OS O.15 O.27 O.14 O.O5 0.14 O.29 

8R O.30 O.09 O.28 O.S4 O. 11 O.OS 0.10 O.33 

Overall 0.254 0.128 0.224 O.76 O.209 O.128 0.181 0.98 
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TABLE III 

Mean, standard deviation, median and maximum labyrinth anatomy 
segmentation errors in millimeters for the segmentation initialization 

and for the segmentation refinement steps 
Intra-cochlear anatomy 

Initial Error Final Error 

Std. Maxi- Std. Me- Maxi 
Ear Mean Dev. Median mum Mean Dev. dian mum 

1L O32 0.16 0.34 O.76 O.32 0.18 O.26 O.95 
2R O.32 0.18 O.27 O.88 O.24 O.O7 0.24 O.S4 
3L O.24 O.12 0.20 O.72 O.24 O.12 0.23 0.75 
4L O.19 O.10 O.17 O.S2 0.16 O.O7 O.14 O.47 
SR O.15 O.O9 O.13 O56 O. 12 OO6 0.12 O42 
6R O.15 0.08 O.14 O49 O.13 OO6 0.13 O.39 
7L O.28 0.15 O.25 O.79 0.21 O.10 O.19 O49 
7R O.15 O.O7 O.15 O46 O.19 O.10 O.18 OSO 
8L O.15 O.O7 O.14 O42 (0.16 O.O8 0.15 0.44 
8R O.28 0.12 O.27 O.77 0.14 O.O8 O.12 O45 
Overall 0.223 0.139 0.185 O.88 O.192 O.131 O.169 O.95 

TABLE IV 

Mean, standard deviation, median and maximum active region (AR) 
segmentation errors in millimeters for the segmentation initialization 
and for the segmentation refinement steps. L is for left and R is for 

right ear. 
Intra-cochlear anatomy 

Initial Error Final Error 

Std. Maxi- Std. Me- Maxi 
Ear Mean Dev. Median mum Mean Dev. dian mum 

1L O41 0.09 0.42 O.69 O.45 O.19 O.46 O.98 
2R O42 (0.10 O41 O.7O O.28 O.O4 0.28 O.39 
3L O.25 0.08 O.24 O44 O.21 O.10 O2O O.S3 
4L O.15 O.O7 O.14 O.35 0.11 O.OS 0.10 O.28 
SR O.18 0.06 0.18 O32 O.12 O.O3 0.12 O.22 
6R O.16 O.OS O.17 O.33 O.17 O.O7 O.18 O.30 
7L O.36 O.O8 O.37 O62 0.24 O.O9 0.23 OSO 
7R O.18 O.OS O.18 O34 0.22 O.O9 0.23 0.44 
8L O.15 O.OS O16 O.27 O.14 O.O4 0.15 O.25 
8R O.32 O.O8 O.31 O.S4. O.10 O.OS 0.09 O.29 
Overall 0.258 0.127 0.225 O.7O O.202 0.131 O.169 O.98 

I0138 Briefly, the IGCIP strategies we recently developed 
require accurate localization of the position of implanted 
electrodes relative to intra-cochlear anatomy. So far, we 
have made this possible for subjects for whom a CT has been 
acquired prior to implantation, where we segment the SOIs 
in the pre-implantation CT, identify the electrodes in the 
post-implantation CT, and register the two CTs to determine 
the spatial relationship between the implanted electrodes and 
the SOIs. We have also recently presented a technique that 
makes IGCIP possible for subjects with no pre-implantation 
CT but who are implanted unilaterally. For this population of 
subjects, we determine the SOIs in the implanted ear using 
information extracted from the normal ear in the post 
implantation CT. In this exemplary study, we have presented 
a shape library-based algorithm that does not require a 
pre-implantation CT of either ear to segment the SOIs. 
0.139. The approach for segmentation relies on first 
approximating the shape of the labyrinth by mapping a 
labyrinth surface that is selected from a library of such 
Surfaces, and then refining this shape by performing a 
weighted active shape segmentation with an ASM built to be 
specific for the target image. We then segment the SOIs by 
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fitting their shape model to the external wall of the cochlea 
established on the segmented labyrinth. As the results we 
presently show, we achieve sub-millimetric errors at all 
points on the Surfaces, and overall SOI segmentation error 
averages 0.209 mm. This average error is 0.202 mm for the 
AR, the “important part of the SOIs. These results, which 
we achieve on post- implantation CTS, are comparable to 
those that are achievable on pre-implantation CTs and this 
Suggests that the approach is accurate enough for use in 
position-based sound processing strategies. It is of note that 
the approach achieves this level of accuracy on an imperfect 
dataset composed of low-dose fpVCT images. We speculate 
that the approach could produce even more accurate seg 
mentations when employed on post-implantation CTS 
acquired with standard CT scanners. 
0140. The segmentation results achieved using the seg 
mentation initialization approach alone are very close to the 
results achieved by refining the initial results using the 
segmentation refinement approach. This suggests that the 
segmentation initialization approach alone can be used to 
achieve the task of segmenting the SOIs, particularly, in 
cases where the external wall of the cochlea in the image is 
completely obscured by the implant, which could prevent 
the segmentation refinement approach from improving the 
initial results. Future work will focus on exploring tech 
niques for automatically determining when to use the seg 
mentation initialization step alone to achieve the segmenta 
tion task. 

EXAMPLE II 

0141. In this exemplary study, the method for automatic 
segmentation of inner ear anatomy in a post-implantation 
CT image is similar to that in Example I, but was applied to 
25 ears, which achieves overall mean and maximum dis 
tance errors of 0.186 and 0.946 mm, respectively. The results 
further Suggest that the method is accurate enough for 
extending the IGCIP strategies to all subjects. 
0142. The method in one embodiment has the following 
steps, as shown in FIG. 12. At first, a region of the inner ear 
that is least likely to be affected by image artifacts is 
segmented at step 1210. This region is the lateral part of the 
labyrinth, which includes the SCCV. Next, at step 1220, the 
segmented SCCV's shape is used to select a set of inner ear 
anatomy (the labyrinth and the SOIs) shapes from a library 
of inner ear anatomy shapes. The shapes are selected Such 
that their SCCV part is nearest to the segmented SCCV 
based on a neighborhood criterion. Finally, the SOIs and the 
labyrinth are segmented by fitting statistical shape models 
(SSMs) of the SOIs and labyrinth built from the selected 
shapes at step 1230. 
0143. The labyrinth is a hollow cavity in the inner ear 
whose anatomical Surface includes, among other anatomical 
Surfaces, the anatomical Surfaces of the semi-circular canals, 
the vestibule of the ear, and a part of the SOIs (the external 
wall of the cochlea). In this exemplary study, the surfaces of 
the different ear structures are constructed such that: (a) the 
subset of the SOI point set that represent the external wall of 
the cochlea is the subset of the labyrinth that represent the 
same, and (b) the point set of the SCCV is the subset of the 
labyrinth point set that represents the SSCV. FIGS. 7C-7E 
show for a representative subject the cochlear wall point set 
placed on both the labyrinth and SOI surfaces, while FIG.7F 
shows the labyrinth surface with near points and far points. 
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Thus, for each Subject, there is a one-to-one point corre 
spondence between the labyrinth, the SCCV, and the SOI 
point sets. 

II.1. Data 

0144. The data of several groups of head CT scans used 
in the study are presented in Table V. The scans were 
acquired from several conventional scanners (GE Bright 
Speed, 
0145 LightSpeed Ultra; Siemens Sensation 16; and 
Philips Mx8000 IDT, iCT 128, and Brilliance 64) and a 
low-dose flat-panel volumetric CT (fpVCT) scanner (Xoran 
Technologies XCATR ENT). Typical voxel size for conven 
tional CTs is 0.25x0.25x0.3 mm and for low-dose CTs it is 
0.4x0.4x0.4 mm. Low-dose fpVCT scans of 14 subjects are 
used for creating an intensity model of the labyrinth as 
discussed in section 11.4, and pre- and post-implantation CT 
pairs of 21 Subjects are used for validating the proposed 
segmentation algorithm as described in Section I 1.6. The 
validation dataset (dataset 3 of Table V), which includes four 
Subgroups, is constructed Such that it allows one to (1) 
generate automatic segmentations on the post-implantation 
CTs using the invented algorithm, (2) rigidly map the 
automatically generated segmentations onto the correspond 
ing pre-implantation CTs, and (3) validate the mapped 
automatically generated segmentations by comparing them 
to gold-standard segmentations pre-established on the pre 
implantation CTs. The first (12 subjects) comprises pairs of 
pre- and low-dose post-implantation CTs of 12 unilateral CI 
recipients. The second (2 Subjects) comprises pairs of pre 
and low-dose post-implantation CTs of 2 bilateral CI recipi 
ents. The third (5 Subjects) comprises pairs of pre- and 
post-implantation CTs of 5 unilateral CI recipients. The 
fourth (2 Subjects) comprises pairs of pre- and post-implan 
tation CTs of 2 bilateral CI recipients. In total, we have 25 
pairs of pre- and post-implantation ear CTs (12+2x2 CT 
fpVCT pairs in the first and second subgroup; 5+2x2 CT-CT 
pairs in the third and fourth Subgroup) on which we can test 
the invented segmentation algorithm. Each pair corresponds 
to one implanted ear. 
0146 In this exemplary study, the library of inner ear 
anatomy (the labyrinth and the SOIs) shapes was obtained 
from 70 subjects CT scans, which is the same as that used 
in Example I. Specifically, the labyrinth and the SOIs are 
segmented from each subject's either left or right ear, chosen 
randomly. The segmentations are achieved by first automati 
cally segmenting the respective structures using methods 
previously developed for the same purpose 2, 13, and then 
editing the automatic segmentations to correct for visually 
identifiable segmentation errors. 

TABLE V 

Datasets Used in Example II 

Data Acquisition CI electrodes 

Data Set Xoran No One Two 
set # Purpose Size fpVCT Conventional CIs CI CIS 

1 Reference 1 X X 

(atlas) 
2 Intensity 14 X X 

model 
creation 
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TABLE V-continued 

Datasets Used in Example II 

Data Acquisition CI electrodes 

Data set Xoran No One Two 
set # Purpose Size fpVCT Conventional CIs CI CIS 

3 Segmen- 12 X X 
tation X X 

validation 2 X X 
X X 

5 X X 

X X 

2 X X 

X X 

I1.2. Segmentation of the SCCV 

0147 We automatically segment the SCCV using a SSM 
based segmentation method previously developed for full 
labyrinth segmentation 14. To build the SSM for the 
SCCV, we use the subset of labyrinth points from each of the 
18 training labyrinth that was used to build a shape model of 
the full labyrinth for the previous study 14. 
I1.3. Selection of Nearest Neighbor (NN) Inner Ear 
Anatomy Shapes from a Shape Library 
0148. Once the SCCV is segmented in the target image, 
we use it to select a set of NN inner ear anatomy (the 
labyrinth and the SOIs) shapes for which their SCCV shape 
shows high similarity with the target SCCV. This process 
includes the following steps. 
0149 (1) Library shape mapping: We map each library 
subjects labyrinth and SOI surfaces onto the target image 
space using the transformation that minimizes the root mean 
squared (RMS) distance between the library subject’s SCCV 
points and the segmented target SCCV points. 
0150 (2) Dissimilarity quantity computation: We com 
pute a dissimilarity quantity DS(k) for each mapped library 
subject k, which is defined to be the residual RMS of the 
registered library SCCV points, given by, 

N.f-1 (II.1) 112 
1 DS(k) = s X |x, - T. o 

i=0 

where {x, o is the set of target SCCV points localized 
in the target image, {x} f is the set of SCCV points in 
the k-th library shape, N is the number of the SCCV points, 
and T is the 6-DOF (three rotations, three translations) 
transformation that registers the two SCCV point sets, 
computed as, 

0151. The value of the dissimilarity term DS(k) is low 
when the shape represented by the k-th library SCCV points 
closely matches the shape represented by the SCCV points 
localized on the target image. As shown in Section I 1.7, the 
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SCCV is a good landmark shape for predicting the position 
and shape of the labyrinth and the SOIs. 
0152 (3) Selection of similar library shapes: We select a 
set of library shapes, K C {0,1,..., M-1}, where M is the 
size of the library, for which their dissimilarity to the target 
image is the Smallest. The size of Subset K is chosen 
according to the parameter selection strategy described in 
Section I1.5. In Section I 1.7, we show the feasibility of 
predicting inner ear anatomy shapes in a target image by 
mapping, and selecting similar, inner ear anatomy shapes 
from the shape library using the SCCV as a landmark shape. 
Specifically, we show that (a) the choice and the minimiza 
tion of the dissimilarity quantity, defined by Eqn. (II.1), is a 
valid strategy for selecting similar shapes from the library, 
and (b) the dissimilarity quantity well correlates with inner 
ear anatomy (labyrinth and SOIs) localization error. 

II.4. SSM Segmentation of the Labyrinth and SOIs 
0153. The final step of the segmentation algorithm is to 
automatically create target-specific inner ear anatomy SSMs 
using the selected library shapes and perform a SSM-based 
segmentation of both the labyrinth and the SOIs. 
0154 (1) Target-specific SSM creation: Let the selected 
mapped library shapes for the labyrinth and the SOIs be 
{y} o' and {x} o'', respectively, with y ={y}, o'' 
and X {x}, o', where K is the number of selected 
library shapes, N is the number of labyrinth points, and L is 
the number of SOI points. We use eigen-analysis to build a 
SSM for each shape set according to the procedure described 
in 12. Thus, we have two SSMs, one for the labyrinth and 
another for the SOIs, built using nearest neighbor (NN) 
selected, as described in Section II.3. Each SSM retains the 
first principal eigenvectors that capture 90% of the shape 
variation in the respective selected NN library shapes. 
0155 (2) Target-specific SSM-based segmentation: We 
use the NN-SSMs to perform a SSM-based fitting to seg 
ment both the labyrinth and the SOIs. The process used to 
perform the SSM-based fitting is outlined in FIG. 13. In this 
process, we first determine the initial labyrinth shape as the 
labyrinth NN-SSM mean shape (step 1311). We then itera 
tively refine the initial shape (step 1313) by first finding a 
candidate position y', for each ith point y, given by, 

where Ad is a search step size, and k is chosen as, 
k, arg max.C.(k):ke {-10, -9, . . . , 10}, (II.4) 

and then fitting the NN-SSM to the candidate positions 
{y', '' in a weighted least squares sense. The cost 
function C(O) used for the candidate position selection in 
Eqn. (II.3) is tailored to the type of image to be segmented. 
When the target image is obtained from conventional scan 
ners, C(O) is a function of the image gradient along the 
surface normal h, at the i-th point y, in the target image I. 
mathematically given by, 

where Ad is set to half of the width of the voxel in I. When 
the target image is obtained from low-dose scanners, C(O) 
is a function of a 1-D intensity profile model of the image 
along the surface normal h, at the ith point y, in I. To build 
the intensity profile model, we rely on a set of manually 
segmented labyrinth Surfaces obtained from dataset 2 (see 
Table V). For each j-th training surface {y} o'', an 



US 2017/0177967 A1 

intensity profile p(y) is extracted at each i-th point along the 
surface normal n, using the equation 

where Ad=0.15 mm, and I,(O) is the intensity of the j-th 
training image at a given point. The intensity profile model 
at the i-th point is given by the set {p(y)} ''', where M 
is the number of training Surfaces. The cost function is then 
defined by the equation, 

which defines the cost for selecting y+Adkh, as the mini 
mum Euclidean distance between the intensity profile at 
y+Adkin, and the intensity profile model at the ith point. 
The reliability w, 60, 1 assigned for each ith point (step 
1315) is based on intensity profile extracted at the ith point 
in I, and given by, 

where R is an intensity threshold that separates the bright 
metallic artifact from the rest of the structures in I. This 
weight is high when the set of intensity values in a given 
profile are below R, which indicates that the extracted profile 
is far from the image artifact in the image and is thus more 
likely to be reliable. To determine this threshold, we first 
compute the maxima along all the intensity profiles {p(y) 

o'' in I, extracted along the surface normal at {y}, o''. 
We then choose the threshold to be the 90" percentile of the 
distribution of the maxima. The threshold R is thus adapted 
for each target image I. Finally, we iterate the search for 
candidate positions and the subsequent fitting of the NN 
SSM to the candidate points until the RMS distance between 
fitted shape and the initial shape is less than 0.01 mm (steps 
1317 and 1319). For more detail on the Fitting SSMs to 
candidate positions, see Section II of the inner ear anatomy 
segmentation study previously presented 14. 
0156. Once the labyrinth is segmented at step 1310, we 
use it to segment the SOIs at step 1320. First, we use the 
mean shape of the SOIs NN-SSM as an initial estimate of 
the SOI shapes at step 1321. Next, we determine a candidate 
position for each point on the initial shape at step 1323. We 
use two different approaches to achieve this. The first 
approach is for contrasted SOI points (SOIs points on the 
external wall of the cochlea). These are the subset of SOI 
points that have (a) image contrast strong enough to be 
visually identified, and (b) a one-to-one point correspon 
dence with the labyrinth point set. Thus, for each point in 
this Subset, we determine a candidate position as the position 
of the corresponding point on the segmented labyrinth, and 
assign a reliability weight of w=0.99. For the remaining SOI 
points, which lack image contrast, we use the positions 
determined by the initial shape as candidate positions, and 
assign a reliability weight of w=0.01 for each point. At step 
1325, a relatively high weight is assigned to the candidate 
positions for the contrasted points so that the shape fitting is 
influenced more by those points with contrast in image. 
Finally, we achieve segmentation of the SOIs by fitting their 
NN-SSM to the candidate positions in a weighted least 
squares sense at step 1327. This is a final and one-iteration 
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fitting since the optimal candidate positions have already 
been determined by the labyrinth segmentation process. 
0157 II.5. Parameter Selection 
0158 To arrive at the size of selected NN shape subset, 
K C {0,1,..., M-1} as described in Section II.3, we use 
the set of testing image pairs in dataset 3 listed in Table V. 
For each testing image pair, we first sort the shape library in 
ascending order of dissimilarity with the testing image pair, 
computed using Eqn. (II.1). Next, we vary the size in 
increments of one, from two most similar shapes to the total 
number of shapes in the library, and we measure the result 
ing SOIs mean segmentation error on all testing image pairs. 
This is also performed for each testing image pair. Finally, 
we select the size for which the SOIs mean segmentation 
error over all testing image pairs is the Smallest. FIG. 14a. 
shows a plot of SOIs mean segmentation error over 25 
testing image pairs versus the size of the selected NN library 
shapes, which ranges from two to 70 (the size of the shape 
library). As shown in the figure, the seven most similar 
library shapes lead to the smallest overall SOIs mean 
segmentation error. This is the size that is used for all testing 
image pairs to produce the results presented herein. FIGS. 
14b and 14c shows the same plot for the 9 CT-CT testing 
image pairs and the 16 CT-fpVCT testing image pairs, 
respectively. The corresponding size for the CT-CT testing 
pairs is five; for the CT-fpVCT testing pairs it is seven. The 
first value in each plot (pointed by arrows in the figures) is 
the error for the SOIs segmented using one nearest shapes 
selected from the shape library. The plot for both groups of 
testing pairs Suggest that (a) using more than one NN library 
shapes generally leads to a reduction in the overall SOIs 
segmentation error, and (b) using the NN-SSM-based fitting 
method (see Section II.D) with a subset of the library shapes, 
rather that all library shapes, results in smaller overall SOIs 
mean segmentation error. 

II.6. Segmentation Validation 

0159. We validate the method by automatically segment 
ing the ST, the SV, the SG, the AR and the labyrinth in the 
post-implantation CTs in dataset 3 (see Table V) using the 
approach we propose and by measuring the resulting seg 
mentation errors. The gold-standard Surfaces that we use for 
comparison were created in the corresponding pre-implan 
tation CTS by manually editing Surface points on segmen 
tations that are automatically initialized by pre-implantation 
CT segmentation techniques we previously developed 2,8. 
For each structure, we measure a distance from each point 
on its automatically generated Surface to the corresponding 
point on its gold-standard Surface, and report the mean, 
standard deviation, median and maximum of the distances 
we measure over all points on the Surface. To quantify the 
improvement afforded by the refinement method, we mea 
Sure the same segmentation error when we only use the 
segmentation initialization step. 

II.7. Results and Discussions 

0160 To determine the feasibility of the initialization 
method, we use it to segment pre-implantation CTS for 
which gold-standard segmentations are available. Specifi 
cally, we relied on (a) the gold-standard segmentations of the 
labyrinth and SOIs established on the set of pre-implantation 
CTs in dataset 3 (see Table V) and (b) the shape library (see 
Section II.3). We then perform the following steps on each 
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pre-implantation CT in dataset 3. First, we identify the 
labyrinth and SOI surfaces using the initialization method 
described in Section II.4.1. In this step, we use the far points 
of the gold-standard labyrinth established on the CT, rather 
than automatically determined far points. Next, we compare 
the identified SOI surfaces to the corresponding gold-stan 
dard SOI surfaces and measure surface distances from the 
points on the identified SOI surfaces to the corresponding 
points on the gold-standard SOI surfaces. The same dis 
tances are also measured for the labyrinth. Finally, we 
measure the correlation between the dissimilarity quantities, 
computed using Eqn. (II.1) for each shape in the library, and 
the errors for the SOIs localized by mapping each shape in 
the library. 
0161 FIG. 15 shows the mean, median, standard devia 
tion, and maximum error box plots for the SOIs and laby 
rinth localized on all 25 validation pre-implantation CTs 
using the segmentation initialization method as described in 
Section II.5. Average SOIs and labyrinth localization errors 
are sub-voxel. In this process, the initialization method relies 
on the gold-standard position of the far points, rather than 
automatically detected far points, for mapping the library 
surfaces. Thus, the results we achieve (a) are the best results 
that can be achieved using the initialization method, and (b) 
show that, given the true position of the far points, the 
initialization method can localize the SOIs with a sub-voxel 
level of accuracy. 
0162. In FIG. 16, we show bar plots for the correlation 
coefficients computed for all 25 validation pre-implantation 
CTs. For each pre-implantation CT, the correlation coeffi 
cient is computed between (a) the set of segmentation errors 
for the SOIs localized by mapping each shape in the library 
(see Section II.E), and (b) the set of dissimilarity quantities 
computed between the shape in that pre-implantation CT 
and each shape in the library. As shown in the figure, the 
correlation coefficient for all 25 pre-implantation CTs is in 
the interval 0.62, 0.84. This result indicates that there is a 
good correlation between the dissimilarity quantity and the 
SOIs segmentation error and that the “dissimilarity' quantity 
we use for choosing “similar samples in the library is a 
reasonably valid quantity. 
0163 We evaluate the accuracy of the proposed segmen 
tation method on the set of pre- and post-implantation 
testing image pairs (see dataset 4) by comparing the SOIs 
(the ST, the SV and the SG), the AR and the labyrinth 
segmentations automatically generated using the proposed 
method to the corresponding gold-standard segmentations 
established on the pre-implantation CTs. We present quan 
titative results for each structure generated on the 16 CT 
fpVCT testing pairs, on the 9 CT-CT testing pairs, and on all 
25 (16+9) testing image pairs. FIG. 18a shows the mean, 
standard deviation, median and maximum surface error box 
plots in mm for the SOIs segmented on all 16 CT-fpVCT 
testing pairs using the initialization method (left panel) and 
using the refinement method (right panel). FIGS. 17b and 
17c show the same results generated on all 9 CT-CT testing 
pairs and on all 25 testing pairs, respectively. FIG. 18 shows 
the same information for the labyrinth. The results presented 
in FIGS. 17 and 18 show that the errors achieved on 

0164 CT-CT testing pairs are smaller than those that we 
achieve on CT-fpVCT testing pairs. This is likely because 
the post-implantation CTs in the CT-CT testing pairs are of 
good quality, which could lead to better accuracy in struc 
tures edges localization. The overall 25 ears mean, standard 
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deviation, median and maximum errors are 0.253, 0.162, 
0.209, 1.209 mm, respectively, for results achieved using the 
initialization method alone and 0.186, 0.110, 0.157, 0.946 
mm, respectively, for results achieved using the refinement 
method. Overall SOI average segmentation errors in both 
groups of testing pairs are close to half the Voxel size in the 
segmented CT and are all Sub-millimetric (less than 1 mm). 
0.165. A method we previously developed for segmenting 
the SOIs in pre-implantation CTS 2 resulted in mean and 
maximum segmentation errors of 0.15 and 1.6 mm, respec 
tively. This shows that the segmentation errors we achieve in 
post-implantation CTs are close to those that are achievable 
in pre-implantation CTS, despite the presence of metallic 
artifacts in the image that obscure the structures. FIG. 19 
shows qualitative results for two ears. The left panel is for 
a test ear with CT-fpVCT pair (7R) whose average error is 
close to the overall average error in the CT-fpVCT group of 
testing pairs, and the right panel is for a test ear with CTCT 
pair (12R) whose average error is close to the overall 
average error in the CTCT group of testing pairs. Both the 
gold-standard (yellow) and automatic (red for ST, blue for 
SV and green for SG) contours are overlaid on both the 
pre-implantation CT and the registered post-implantation 
CT. As can be seen in FIG. 19, although the structures are 
obscured by the bright artifact introduced by the implant, 
there is a good agreement between the two contours along 
the length of the structures for both test ears. 
0166 We compared mean errors for the SOIs in each 
testing ear segmented using the initialization method (initial 
errors) and segmented using the refinement method (final 
errors). FIG. 20 shows bar plots for the initial mean SOIs 
segmentation error (dark) and final mean SOIS segmentation 
error (light) for each test ear. As can be shown, for the 84% 
of cases (21 out of 25), the refinement method has led to a 
reduction in initial segmentation errors. However, for the 
four ears (three in the CT-fpVCT testing pairs group and one 
in the CT-CT testing pairs group) pointed by the arrows in 
FIG. 20, the initial segmentation errors have gotten worse 
when we use the refinement method. In each of these ears, 
we observed that the most “similar labyrinth shape chosen 
from the shape library does not localize the SOIs as well as 
it does the far points region of the labyrinth, i.e., the relative 
position of the far points and the near points in that particular 
subject is different than in the selected library shape. This is 
also the case for the subset of surfaces selected to build the 
target-specific ASMs for the refinement method. Because of 
this, the initial SOI segmentation errors are relatively large 
and they get worse when followed by the refinement 
method. We conducted experiments for the four ears where 
we use the refinement method with a target-specific ASM 
built with a larger number of most similar shapes, rather than 
the seven (empirically determined) most similar shapes, in 
the library. The final SOI segmentation errors we obtain by 
doing so are smaller than the initial errors for two of these 
ears. For the other two ears, the refinement method did not 
improve the initial results. This is most likely due to the 
image artifacts that inhibit the refinement method even when 
a relatively large number of shapes are used to build the 
target-specific ASMs. For those two ears where the refine 
ment method reduced the initial errors, 28 and 23 shapes has 
been used to build the target-specific ASMs. The results 
from the experiment Suggest that for the four ears the 
target-specific ASM did not capture the target structure 
shapes well. Although we can improve the initial segmen 
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tation errors for at least two of these ears using the refine 
ment method with ASMs built with a larger number shapes, 
the results we get are not optimal overall. The cross 
validation study we perform in Section Section II.F show 
that using the seven most similar shapes leads to the Smallest 
overall SOIs mean segmentation error. 
0167 FIG. 22 presents the mean, standard deviation, 
median and maximum distance error box plots in mm for the 
AR, which is the part of the SOIs most likely to be 
stimulated by implanted electrodes and thus the most impor 
tant Surface for the programming application. The results in 
FIG. 22a are for the AR segmented on all 16 CT-?pVCT 
testing image pairs using the initialization method (left 
panel) and using the refinement method (right panel). FIGS. 
22b and 22c show the same results on all 9 CTCT pairs and 
on all 25 (16+9) testing pairs, respectively. The results in 
FIG. 22 show that the errors achieved on CTCT pairs are 
smaller than those that we achieve on CT-fpVCT pairs. This 
is again likely because the post-implantation CTS in the 
CT-CT testing pairs are of good quality, which could lead to 
better accuracy in structure edges localization. The overall 
mean, standard deviation, median, and maximum errors in 
segmenting the AR on all 25 testing ears are 0.181, 0.108, 
0.153 and 0.946 mm, respectively. The corresponding errors 
we obtain in segmenting the AR using the initialization 
method alone, prior to performing the refinement method, 
are 0.256, 0.167, 0.209 and 1.079 mm, respectively. FIG. 23 
shows renderings of segmented AR Surface for 10 represen 
tative ears (five with CT-fpVCT pairs and another five with 
CTCT pairs) colormapped with the final errors in mm. As 
can be seen from these, errors are sub-voxel (<0.4 mm) for 
the majority of AR for all representative ears, except for one 
(1L). 
0168 The IGCIP strategies we recently developed and 
are currently testing require accurate localization of the 
position of implanted electrodes relative to inner ear 
anatomy. So far, we have made this possible for subjects for 
whom a CT has been acquired prior to implantation, where 
we segment the SOIs in the pre-implantation CT, identify the 
electrodes in the post-implantation CT, and register the two 
CTs to determine the spatial relationship between the 
implanted electrodes and the SOIs. We have also recently 
presented a technique that make IGCIP possible for subjects 
with no pre-implantation CT but who are implanted unilat 
erally. For this population of subjects, we determine the 
SOIs in the implanted ear using information extracted from 
the contralateral normal ear in the post-implantation CT. In 
this study, we have presented a shape library-based algo 
rithm that does not require a pre-implantation CT of either 
ear to segment the SOIs. The approach for segmentation 
relies on first approximating the shape of the labyrinth by 
mapping a labyrinth surface that is selected from a library of 
Such surfaces, and then refining this shape by performing a 
weighted active shape segmentation with an ASM built to be 
specific for the target image. We then segment the SOIs by 
fitting their shape model to the external wall of the cochlea 
established on the segmented labyrinth. As the results we 
present show, we achieve sub-millimetric errors at all points 
on the Surfaces, and overall SOIs segmentation error aver 
ages 0.144 mm over nine conventional post-implantation 
CTs, 0.209 mm over 16 low-dose post-implantation CTs, 
and 0.186 mm overall 25 post-implantation CTs. These are 
0.146, 0.200, and 0.181 mm for the AR, the “important” part 
of the SOIs. These results, which we achieve on post 
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implantation CTS, are comparable to those results that are 
achievable on pre-implantation CTs and this indicates that 
the approach is accurate enough for use in position-based 
Sound processing strategies. The approach shows Superior 
accuracy when employed on conventional CTS than on 
low-dose CTs. It is of note that the method can also be 
employed to segment SOIs on pre-implantation CTS. 
0169. The feasibility study we perform suggests that the 
initialization method is a feasible method for segmenting the 
inner ear structures. The segmentation results we achieve 
using the initialization method alone are very close to those 
results we achieve by refining the initial results using the 
refinement method. This shows that the initialization method 
alone can be used to achieve the task of segmenting the 
SOIs, particularly, in cases where the external wall of the 
cochlea in the image is completely obscured by the implant, 
which could prevent the refinement method from improving 
the initial results. 
0170 Future work will focus on exploring techniques for 
automatically determining when to use the initialization 
method alone to achieve the segmentation task. Future work 
will also include using the proposed segmentation method 
for determining electrode position-dependent programming 
strategies for CI users initially at the institution and, Subse 
quently, at other institutions. 
0171 The foregoing description of the exemplary 
embodiments of the invention has been presented only for 
the purposes of illustration and description and is not 
intended to be exhaustive or to limit the invention to the 
precise forms disclosed. Many modifications and variations 
are possible in light of the above teaching. 
0.172. The embodiments were chosen and described in 
order to explain the principles of the invention and their 
practical application so as to enable others skilled in the art 
to utilize the invention and various embodiments and with 
various modifications as are Suited to the particular use 
contemplated. Alternative embodiments will become appar 
ent to those skilled in the art to which the invention pertains 
without departing from its spirit and scope. Accordingly, the 
Scope of the invention is defined by the appended claims 
rather than the foregoing description and the exemplary 
embodiments described therein. 
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What is claimed is: 
1. A method for automatic segmentation of inner ear 

anatomy of a living Subject in a post-implantation CT image, 
comprising: 

coarsely segmenting a labyrinth with a labyrinth surface 
chosen from a library of inner ear anatomy shapes, 
wherein the labyrinth surface is chosen such that its far 
points best approximate the far points portion of the 
labyrinth in the post-implantation CT image: 

creating a target specific active shape model (ASM) for 
each of the labyrinth and the structures-of-interest 
(SOIs) using a set of inner ear anatomy Surfaces 
Selected from the library of inner ear anatomy shapes 
Such that the set of inner ear anatomy Surfaces has the 
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Smallest dissimilarity quantity with the coarsely local 
ized labyrinth surface in the post-implantation CT 
image; 

refining the coarsely segmented labyrinth Surface by 
performing an ASM-based segmentation of the laby 
rinth using the target-specific ASM of the labyrinth to 
obtain a segmented labyrinth; and 

fitting points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented labyrinth 
to segment the SOIs in the post-implantation CT image. 

2. The method of claim 1, further comprising, prior to 
fitting the points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented labyrinth, 
establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the labyrinth. 

3. The method of claim 1, wherein the coarsely segment 
ing step comprises: 

determining the far points of the labyrinth in the target 
image by performing the ASM-based segmentation and 
fitting the far points of the labyrinth ASM; 

registering each labyrinth Surface in the shape library to 
the target image using a transformation that minimizes 
the RMS distance between the far points on the library 
Surface and the far points localized in the target image: 
and 

computing the dissimilarity quantity for each registered 
surface as the residual RMS, wherein the registered 
Surface with the smallest dissimilarity quantity is used 
as the coarse segmentation. 

4. The method of claim 1, wherein the ASM of a structure 
is created by: 

providing a reference Surface and a set offloating Surfaces 
of the structure with a one-to-one point correspondence 
between the points on the reference surface and the 
points on each floating Surface; 

registering each floating Surface to the reference Surface; 
building a target specific ASM using the registered Sur 

faces by an eigenanalysis method, wherein the target 
specific ASM is represented by a mean shape of the 
structure; and 

storing the target specific ASM in the reference image, 
wherein the set of floating Surfaces comprises a set of 

training Surfaces, or the set of inner ear anatomy 
surfaces selected from the library of inner ear anatomy 
shapes. 

5. The method of claim 4, wherein the step of registering 
each floating Surface to the reference Surface is performed 
with a seven degrees-of-freedom (7-DOF) transformation 
that minimizes a root-mean-squared (RMS) distance 
between the training Surface and the reference Surface. 

6. The method of claim 4, wherein the reference surface 
and the set of floating surfaces of the structure are provided, 
using a reference image and a set of floating images con 
taining the structure, by: 

segmenting the structure in the reference image to create 
the reference surface of the structure; 

registering each floating image to the reference image to 
determine a corresponding registration transformation 
function for registering the floating image to the refer 
ence image; 

segmenting the structure in each floating image by pro 
jecting the reference Surface of the reference image to 
the floating image with the corresponding registration 
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transformation function to generate a floating Surfaces 
of the structure in each floating image; and 

adjusting the generated floating Surface of each floating 
image to create the set of floating Surfaces of the 
Structure. 

7. The method of claim 6, wherein the step of registering 
each floating image to the reference image comprises: 

downsampling the floating image and the reference image 
by a predetermined factor in each dimension; 

affinely registering the floating image to the reference 
image; 

cropping an ear region from the affinely registered float 
ing image: 

affinely registering the ear region of the floating image to 
an ear region of the reference image at full image 
resolution; and 

non-rigidly registering the ear region of the floating image 
to the ear region of the reference image to obtain the 
registration transformation function. 

8. The method of claim 7, wherein the predetermined 
factor is a factor of 1-40 in each dimension. 

9. The method of claim 4, wherein the ASM-based 
segmentation of the structure in a target image is performed 
by: 

(a) projecting the mean shape of the ASM of the structure 
from the reference image to the target image using a 
registration transformation that registers the two 
images to determine an initial shape of the structure in 
the target image: 

(b) adjusting the initial shape of the structure by itera 
tively finding a candidate position for each point in the 
initial shape and fitting the ASM to these candidate 
positions in a weighted least squares sense to obtain an 
adjusted shape of the structure; and 

(c) iterating step (b) until the RMS distance between the 
adjusted shape and the initial shape at that iteration is 
Smaller than a predetermined value. 

10. The method of claim 9, wherein the library of inner ear 
anatomy Surfaces is created from a plurality of pre-implan 
tation CT images acquired from a number of Subjects, by the 
ASM-based segmentation of the structure in each of the 
plurality of pre-implantation CT images. 

11. The method of claim 9, wherein each shape in the 
library of inner ear anatomy shapes represents the labyrinth 
and the SOIs of an ear. 

12. The method of claim 1, wherein the SOIs comprise 
Scala tympani (ST), Scala Vestibuli (SV), spiral ganglion 
(SG), or a combination thereof. 

13. The method of claim 1, wherein the labyrinth is a 
structure that externally bounds the intra-cochlear anatomy 
and includes the semicircular canals and the vestibule 
(SCCV). 

14. The method of claim 1, wherein the far points of the 
labyrinth in the post-implantation CT image are far from 
implanted electrodes, thereby being least likely to be 
affected by implant-related artifacts in the post-implantation 
CT image. 

15. A automatic segmentation of inner ear anatomy of a 
living Subject in a post-implantation CT image, comprising: 

segmenting a region of the inner ear anatomy that is least 
likely to be affected by image artifacts in the post 
implantation CT image so as to obtain a shape of the 
segmented region; 
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selecting a set of inner ear anatomy shapes from a library 
of inner ear anatomy shapes, wherein each selected 
inner ear anatomy shape has the Smallest dissimilarity 
quantity with the shape of the segmented region in the 
post-implantation CT image, and wherein each shape in 
the library of inner ear anatomy shapes represents a 
labyrinth and structures-of-interest (SOIs) of an ear; 

creating a target specific active shape model (ASM) for 
each of the labyrinth and the SOIs using the selected set 
of inner ear anatomy shapes; 

performing ASM-based segmentation of the labyrinth 
using the target-specific ASM of the labyrinth; and 

fitting points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented labyrinth 
to segment the SOIs in the post-implantation CT image. 

16. The method of claim 15, further comprising, prior to 
fitting the points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented labyrinth, 
establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the labyrinth. 

17. The method of claim 15, wherein the ASM of a 
structure is created by: 

providing a reference Surface and a set offloating Surfaces 
of the structure with a one-to-one point correspondence 
between the points on the reference surface and the 
points on each floating Surface; 

registering each floating Surface to the reference Surface; 
building a target specific ASM using the registered Sur 

faces by an eigenanalysis method, wherein the target 
specific ASM is represented by a mean shape of the 
structure; and 

storing the target specific ASM in the reference image, 
wherein the set of floating Surfaces comprises a set of 

training Surfaces, or the set of inner ear anatomy 
surfaces selected from the library of inner ear anatomy 
shapes. 

18. The method of claim 17, wherein the step of regis 
tering each floating Surface to the reference Surface is 
performed with a seven degrees-of-freedom (7-DOF) trans 
formation that minimizes a root-mean-squared (RMS) dis 
tance between the training Surface and the reference Surface. 

19. The method of claim 17, wherein the reference surface 
and the set of floating surfaces of the structure are provided, 
using a reference image and a set of floating images con 
taining the structure, by: 

segmenting the structure in the reference image to create 
the reference surface of the structure; 

registering each floating image to the reference image to 
determine a corresponding registration transformation 
function for registering the floating image to the refer 
ence image; 

segmenting the structure in each floating image by pro 
jecting the reference Surface of the reference image to 
the floating image with the corresponding registration 
transformation function to generate a floating Surfaces 
of the structure in each floating image; and 

adjusting the generated floating Surface of each floating 
image to create the set of floating Surfaces of the 
Structure. 

20. The method of claim 19, wherein the step of regis 
tering each floating image to the reference image comprises: 

downsampling the floating image and the reference image 
by a predetermined factor in each dimension; 
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affinely registering the floating image to the reference 
image; 

cropping an ear region from the affinely registered float 
ing image: 

affinely registering the ear region of the floating image to 
an ear region of the reference image at full image 
resolution; and 

non-rigidly registering the ear region of the floating image 
to the ear region of the reference image to obtain the 
registration transformation function. 

21. The method of claim 20, wherein the predetermined 
factor is a factor of 1-40 in each dimension. 

22. The method of claim 17, wherein the ASM-based 
segmentation of the structure in a target image is performed 
by: 

(a) projecting the mean shape of the ASM of the structure 
from the reference image to the target image using a 
registration transformation that registers the two 
images to determine an initial shape of the structure in 
the target image: 

(b) adjusting the initial shape of the structure by itera 
tively finding a candidate position for each point in the 
initial shape and fitting the ASM to these candidate 
positions in a weighted least squares sense to obtain an 
adjusted shape of the structure; and 

(c) iterating step (b) until the RMS distance between the 
adjusted shape and the initial shape at that iteration is 
Smaller than a predetermined value. 

23. The method of claim 22, wherein the library of inner 
ear anatomy Surfaces is created from a plurality of pre 
implantation CT images acquired from a number of subjects, 
by the ASM-based segmentation of the structure in each of 
the plurality of pre-implantation CT images. 

24. The method of claim 15, wherein the step of fitting the 
target specific ASM of the SOIs to the segmented labyrinth 
to segmenting the SOIs comprises: 

determining the mean shape of the SOIs ASM as an 
initial SOI shape; 

determining a candidate point for each of the Subset of 
SOI points that represent the external wall of the 
cochlea in the initial SOI shape as a corresponding 
point on the segmented labyrinth; 

assigning a first reliability weight for the candidate points 
and a second reliability weight for the remaining 
points; and 

fitting the SOIs ASM to the candidate points in a 
weighted least squares sense. 

25. The method of claim 24, wherein the first reliability 
weight is about 0.99, and the second reliability weight is 
about 0.001. 

26. The method of claim 15, wherein the SOIs comprise 
Scala tympani (ST), Scala Vestibuli (SV), spiral ganglion 
(SG), or a combination thereof. 

27. The method of claim 15, wherein the labyrinth is a 
structure that externally bounds the intra-cochlear anatomy 
and includes the semicircular canals and the vestibule 
(SCCV). 

28. The method of claim 27, wherein the step of selecting 
the set of inner ear anatomy shapes from the library of inner 
earanatomy shapes comprises: 

mapping the labyrinth and SOI surfaces of each library 
Subject onto the post-implantation CT image using a 
transformation that minimizes the root mean squared 
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(RMS) distance between the library subject’s SCCV 
points and the segmented target SCCV points; 

computing a dissimilarity quantity for each mapped 
library Subject, wherein the dissimilarity quantity is 
defined to be the residual RMS of the registered library 
SCCV points; and 

selecting the set of inner ear anatomy shapes for which 
their dissimilarity quantity to the post-implantation CT 
image is the Smallest. 

29. A method for automatic segmentation of inner ear 
anatomy of a living Subject in a post-implantation CT image, 
comprising: 

segmenting a region of the inner ear anatomy as a 
landmark structure in the post-implantation CT image 
So as to obtain a shape of the segmented landmark 
structure; and 

segmenting inner ear structures of interest (SOIs) in the 
post-implantation CT image using the segmented land 
mark structure. 

30. The method of claim 29, wherein the region of the 
inner earanatomy is in close proximity to the SOIs and is not 
entirely affected by image artifacts. 

31. The method of claim 30, wherein the region of the 
inner ear anatomy is a lateral part of the labyrinth that is a 
structure externally bounding the intra-cochlear anatomy 
and includes the semicircular canals and the vestibule 
(SCCV). 

32. The method of claim 30, wherein the step of segment 
ing the landmark structure comprises mapping a shape of the 
landmark structure chosen from a library of inner ear 
anatomy shapes to the post-implantation CT image, wherein 
each shape in the library of inner ear anatomy shapes 
represents the landmark structure and the SOIs of an ear. 

33. The method of claim 32, wherein the step of segment 
ing the SOIs comprises: 

selecting a set of inner ear anatomy shapes from the 
library of inner ear anatomy shapes in accordance with 
the shape of the segmented landmark structure, wherein 
each selected inner ear anatomy shape has the Smallest 
dissimilarity quantity with the shape of the segmented 
landmark structure in the post-implantation CT image: 

creating a target specific active shape model (ASM) for 
each of the landmark structure and the SOIs using the 
Selected set of inner ear anatomy shapes; 

performing ASM-based segmentation of the landmark 
structure using the target-specific ASM of the landmark 
structure; and 

fitting points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented landmark 
structure to segment the SOIs in the post-implantation 
CT image. 

34. The method of claim 33, further comprising, prior to 
fitting the points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented landmark struc 
ture, establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the landmark structure. 

35. The method of claim 33, wherein the ASM-based 
segmentation of the structure in a target image is performed 
by: 

(a) projecting the mean shape of the ASM of the structure 
from the reference image to the target image using a 
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registration transformation that registers the two 
images to determine an initial shape of the structure in 
the target image: 

(b) adjusting the initial shape of the structure by itera 
tively finding a candidate position for each point in the 
initial shape and fitting the ASM to these candidate 
positions in a weighted least squares sense to obtain an 
adjusted shape of the structure; and 

(c) iterating step (b) until the RMS distance between the 
adjusted shape and the initial shape at that iteration is 
Smaller than a predetermined value. 

36. The method of claim 35, wherein the library of inner 
ear anatomy Surfaces is created from a plurality of pre 
implantation CT images acquired from a number of subjects, 
by the ASM-based segmentation of the structure in each of 
the plurality of pre-implantation CT images. 

37. A non-transitory computer-readable medium storing 
instructions which, when executed by a processor, cause a 
computer or system to perform a method for automatic 
segmentation of inner ear anatomy of a living Subject in a 
post-implantation CT image, the method comprising: 

segmenting a region of the inner ear anatomy as a 
landmark structure in the post-implantation CT image 
So as to obtain a shape of the segmented landmark 
structure; and 

segmenting inner ear structures of interest (SOIs) in the 
post-implantation CT image using the segmented land 
mark structure. 

38. The non-transitory computer-readable medium of 
claim 37, wherein the region of the inner ear anatomy is in 
close proximity to the SOIs and is not entirely affected by 
image artifacts. 

39. The non-transitory computer-readable medium of 
claim 38, wherein the region of the inner ear anatomy is a 
lateral part of the labyrinth that is a structure externally 
bounding the intra-cochlear anatomy and includes the semi 
circular canals and the vestibule (SCCV). 

40. The non-transitory computer-readable medium of 
claim 37, wherein the step of segmenting the landmark 
structure comprises mapping a shape of the landmark chosen 
from a library of inner ear anatomy shapes to the post 
implantation CT image, wherein each shape in the library of 
inner ear anatomy shapes represents the landmark structure 
and the SOIs of an ear. 

41. The non-transitory computer-readable medium of 
claim 40, wherein the step of segmenting the SOIs com 
prises: 
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selecting a set of inner ear anatomy shapes from the 
library of inner ear anatomy shapes in accordance with 
the shape of the segmented landmark structure, wherein 
each selected inner ear anatomy shape has the Smallest 
dissimilarity quantity with the shape of the segmented 
landmark structure in the post-implantation CT image: 

creating a target specific active shape model (ASM) for 
each of the landmark structure and the SOIs using the 
Selected set of inner ear anatomy shapes; 

performing ASM-based segmentation of the landmark 
structure using the target-specific ASM of the landmark 
structure; and 

fitting the points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented landmark 
structure to segment the SOIs in the post-implantation 
CT image. 

42. The non-transitory computer-readable medium of 
claim 41, wherein the method further comprises, prior to 
fitting the points of the target-specific ASM of the SOIs to 
their corresponding points on the segmented landmark struc 
ture, establishing offline a one-to-one point correspondence 
between the ASM points of the SOIs and the ASM points of 
the landmark structure. 

43. The non-transitory computer-readable medium of 
claim 41, wherein the ASM-based segmentation of the 
structure in a target image is performed by: 

(a) projecting the mean shape of the ASM of the structure 
from the reference image to the target image using a 
registration transformation that registers the two 
images to determine an initial shape of the structure in 
the target image: 

(b) adjusting the initial shape of the structure by itera 
tively finding a candidate position for each point in the 
initial shape and fitting the ASM to these candidate 
positions in a weighted least squares sense to obtain an 
adjusted shape of the structure; and 

(c) iterating step (b) until the RMS distance between the 
adjusted shape and the initial shape at that iteration is 
Smaller than a predetermined value. 

44. The non-transitory computer-readable medium of 
claim 43, wherein the library of inner ear anatomy surfaces 
is created from a plurality of pre-implantation CT images 
acquired from a number of subjects, by the ASM-based 
segmentation of the structure in each of the plurality of 
pre-implantation CT images. 
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