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200 Maintenance instructions -- 
Model XYZ Rev. 10 

CHAPTER 2 
CHANGING THE OIL 

2-1-1 Changing the oil of the Model XYZ . 

1. Confirm the type and amount of oil needed . For the 
Model XYZ , use synthetic oil only . 

2. Prepare the vehicle by turning it off and removing the 
key from the ignition . 

3. Locate and remove the oil plug . 

4. Drain the oil . 

5. Replace and tighten the oil plue . 

6. Replace the existing / old oil filter , 

7. Add the new oil , 

8. Check the oil level and add more if necessary . 
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5. Replace and tighten the oil plug . 6. Replace the existing / old oil filter . 

7. Add the new oil . 

8. Check the oil level and add more if necessary . 
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3. Locate and remove the oil plug . 

304 

4. Drain the oil . 
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5. Replace and tighten the oil plug . 6. Replace the existing / old oil filter . 

7. Add the new oil . 

8. Check the oil level and add more if necessary . 
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CHAPTER 2 
CHANGING THE OIL 

2-1-1 Changing the oil of the Model XYZ . 1002 

1. Confirm the type and amount of oil needed . For the 
Model XYZ , use synthetic oil only . 

2. Prepare the vehicle by turning it off and removing the 
key from the ignition . 

3. Locate and remove the oil plug . 

14. Drain the oi . 

5. Replace and tighten the oil plug . 

16. Replace the existing / old oil filter . 
f 

17. Add the new oil . 
SZ .. va 

8. Check the oil level and add more if necessary . 
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TECHNIQUES FOR ENHANCING AN 
ELECTRONIC DOCUMENT WITH AN 

INTERACTIVE WORKFLOW 

RELATED APPLICATIONS 

[ 0001 ] This patent application claims a priority benefit to 
U.S. Provisional Patent Application No. 63 / 118,471 , entitled 
“ TECHNIQUES FOR ENHANCING AN ELECTRONIC 
DOCUMENT WITH AN INTERACTIVE WORKFLOW , " 
filed on Apr. 15 , 2020 , which is incorporated herein by 
reference in its entirety . 

TECHNICAL FIELD 

[ 0002 ] The subject matter of the present patent application 
relates generally to the technical field of data processing and 
presentation techniques . More specifically , the subject mat 
ter involves techniques for enhancing an electronic docu 
ment to include information for use in generating a user 
interface that provides an interactive workflow with , among 
other things , checklist items that correspond with individual 
content items within content of the electronic document , 
such as individual instruction steps for completing a par 
ticular task . 

BACKGROUND 

[ 0003 ] Wearable computing devices , specifically those 
with head - mounted displays , are becoming increasingly 
popular tools for use in a wide variety of applications by 
maintenance specialists , inspectors , equipment technicians 
and other service professionals . A wearable computing 
device with a head - mounted display provides the person 
wearing the device with the ability to consume information 
presented via the display without requiring that person to 
look away from his or her viewpoint . Many such devices 
include some type of sound sensor ( e.g. , a microphone ) for 
receiving spoken commands , and are thus generally capable 
of being operated in a hands - free manner . This allows a 
person wearing such a device to very quickly toggle his or 
her mental focus between any information that is being 
presented via the display , and the actual task that is being 
performed . The end result is that a person wearing such a 
device can perform a wide variety of tasks far more effi 
ciently than could be performed if the person performing the 
task must manually operate a conventional mobile comput 
ing device , such as a laptop computer . 

[ 0007 ] FIG . 3 is a diagram illustrating an example of how 
content within an enhanced electronic document may be 
presented in combination with various graphical user inter 
face ( GUI ) elements that provide an interactive workflow , 
when rendered by an appropriate document viewing appli 
cation executing at a hands - free computing device , consis 
tent with some embodiments of the present invention ; 
[ 0008 ] FIG . 4 is a diagram illustrating an additional 
example of an enhanced electronic document with various 
graphical user interface ( GUI ) elements that provide an 
interactive workflow , consistent with some embodiments of 
the present invention ; 
[ 0009 ] FIG . 5 is a diagram illustrating an example of a 
computer networking environment that includes a work 
management portal for use in facilitating the development 
and deployment of enhanced electronic documents , for 
consumption via mobile computing devices that operate in a 
hands - free mode to improve one's ability to perform any of 
a variety of tasks , consistent with various embodiments of 
the present invention ; 
[ 0010 ) FIG . 6 is a diagram illustrating an example of the 
various applications and services included as part of a 
document authoring and management service that is part of 
a work management portal , consistent with some embodi 
ments of the present invention ; 
[ 0011 ] FIG . 7 is a diagram illustrating the various opera 
tions that are performed when generating interactive work 
flows to correspond with a library of electronic documents , 
consistent with some embodiments of the present invention ; 
[ 0012 ] FIGS . 8 and 9 are diagrams illustrating examples of 
user interfaces for a document authoring service that 
includes a document processing engine for automatically 
processing an electronic document to generate a workflow 
for the electronic document , consistent with some embodi 
ments of the present invention ; 
[ 0013 ] FIG . 10 is a diagram illustrating an example of a 
user interface showing a view of an electronic document that 
has been processed to automatically identify individual 
content items within the electronic document that corre 
spond with individual instructions for performing a task , 
according to some embodiments of the invention ; 
[ 0014 ] FIG . 11 is a diagram illustrating an example of a 
user interface of an electronic document editing application 
that allows one to customize a user interface associated with 
an interactive workflow with various interactive elements , 
according to some embodiments of the present invention ; 
[ 0015 ] FIG . 12 is a diagram illustrating an example of the 
relationship between electronic documents , workflows , and 
tasks , consistent with some embodiments of the present 
invention ; 
[ 0016 ] FIGS . 13 and 14 are diagrams illustrating examples 
of user interfaces for a task management service that is part 
of a work management portal , such that the task manage 
ment services allows one to create , assign and communicate 
tasks to service professionals , according to some embodi 
ments of the present invention ; and 
[ 0017 ] FIG . 15 is a block diagram illustrating components 
of a machine , according to some example embodiments , 
able to read instructions from a machine - readable medium 
( e.g. , a machine - readable storage medium or machine - read 
able storage device ) and perform any one or more of the 
methodologies discussed herein . 

a 

BRIEF DESCRIPTION OF THE DRAWINGS 

a 

[ 0004 ] Some embodiments of the present invention are 
illustrated by way of example and not limitation in the 
figures of the accompanying drawings , in which like refer 
ence numbers indicate similar elements , and in which : 
[ 0005 ) FIGS . 1A and 1B are diagrams illustrating two 
examples of hands - free computing devices , specifically , 
head - worn computing devices , each having a head - mounted 
display for presenting enhanced documents and receiving 
hands - free input , consistent with embodiments of the pres 
ent invention ; 
[ 0006 ] FIG . 2 is a diagram illustrating an example of how 
content in an original electronic document may be pre 
sented , prior to the document being enhanced with an 
interactive workflow , consistent with embodiments of the 
present invention ; 
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DETAILED DESCRIPTION 

[ 0018 ] Described herein are methods and systems for 
processing an electronic document for the purpose of 
enhancing the electronic document with an interactive work 
flow comprised of a variety of graphical user interface ( GUI ) 
elements representing individual checklist items that gener 
ally correspond with original content ( e.g. , instructions / 
steps / figures / input fields ) included within the electronic 
document . By enhancing the original electronic document 

an interactive workflow , the enha ced electronic 
ment can be presented to a person operating a hands - free 
computing device , thereby enabling the person to view the 
enhanced electronic document while interacting with the 
workflow via audible ( e.g. , spoken ) commands . In the 
following description , for purposes of explanation , numer 
ous specific details and features are set forth in order to 
provide a thorough understanding of the various aspects of 
different embodiments of the present invention . It will be 
evident , however , to one skilled in the art , that the present 
invention may be practiced with varying combinations of the 
many details and features described herein . 
[ 0019 ] In order for a maintenance specialist , inspector , 
equipment technician or any other service professional to 
take full advantage of the capabilities of a hands - free com 
puting device in the performance of a particular task , useful 
content specific to the particular task must be generated for 
presentation via the display of the hands - free computing 
device . Generating original content in a format compatible 
for presentation via a head - mounted display that is specific 
to a particular task whether it be a task related to equip 
ment maintenance or repair , a home inspection , or any other 
task can be very time consuming and expensive . This is 
particularly the case when the original content to be gener 
ated is also to be presented in an interactive manner , for 
example , enabling the user to input information , navigate to 
view additional information , and so forth . Generating highly 
interactive content typically involves some level of com 
puter programming and / or software development skills . 
Furthermore , when an organization has already expended 
significant resources to establish an existing library of 
documentation ( e.g. , maintenance , service and repair manu 
als , inspection checklists , etc. ) , generating new content for a 
hands - free computing device will tend to require duplicating 
efforts and ultimately result in content that is different from 
any existing content , and thus unfamiliar to the well - trained 
service professional . 
[ 0020 ] Embodiments of the present invention , 
described herein , offer a far more efficient , cost effective and 
flexible approach and technique . Consistent with various 
embodiments of the present invention , an organization hav 
ing an existing library of original electronic documents can 
continue to use the original electronic documents by enhanc 
ing the original documents to include interactive workflows . 
Consistent with some embodiments , these workflows are 
implemented by generating a series of data objects that are 
stored within a separate file , which is then embedded within 
the original electronic document to create what is referred to 
herein as an enhanced electronic document . When the 
enhanced electronic document is presented using an appro 
priate document viewing application via a hands - free com 
puting device , the content of the original document is 
displayed along with interactive GUI elements that are 
rendered based on the information included in the various 

data objects notated in the file that has been embedded 
within the electronic document . 
[ 0021 ] Consistent with some embodiments , the interactive 
workflows that are embedded within the original electronic 
document are , at least initially , automatically generated by 
processing an original electronic document with a document 
processing engine . The processing of the electronic docu 
ment involves analyzing the content ( e.g. , the text , figures 
and white space ) of the electronic document to recognize 
patterns that correspond with structural elements of the 
document , thereby identifying individual content items 
within the original electronic document that correspond with 
the text and figures of individual steps or instructions for 
performing some task to which the electronic document 
pertains . For each individual content item representing an 
individual step or instruction that is identified within the 
original electronic document , a data object ( e.g. , a JSON or 
JavaScript Object Notation object ) is generated to corre 
spond with the individual content item , and then the data 
object is added to a separate file . Accordingly , the result of 
processing the original electronic document is a separate 
file , distinct from the original electronic document , which is 
then embedded within the original electronic document to 
create an enhanced electronic document . The data objects 
that correspond with each of the identified individual content 
items ( e.g. , an instruction or step for performing a portion of 
some task ) include information about a particular type of 
GUI element or elements that are to be rendered , along with 
their respective position ( or positions ) within the document , 
when the document is presented via a document viewing 
application of a hands - free computing device . When an 
appropriate document viewing application is used to display 
the enhanced electronic document , the document viewing 
application will read and process the various data objects to 
generate appropriate GUI elements ( e.g. , individual , inter 
active checklist items ) that correspond with the specific 
content items of the original electronic document , such as 
the individual instructions or steps for performing a portion 
of some task . 
[ 0022 ] This approach has a variety of advantages over 
conventional approaches , which tend to involve generating 
original , custom content . First , by leveraging an organiza 
tion's existing library of electronic documents , little to no 
training or re - training of service professionals is necessary 
as the organization's service professionals are already famil 
iar with the content of the library of original electronic 
documents . Second , because an individual workflow for an 
electronic document is generated separately , for example , as 
a stand - alone file that is ultimately embedded within the 
original electronic document , the original electronic docu 
ment is not modified and can be used with or without the 
interactive workflows . Moreover , an organization can have 
separate workflows for the exact same original electronic 
document , including separate workflows for separate por 
tions of the original electronic document . For example , a 
lengthy electronic document having multiple chapters or 
sections may have a separate workflow for each chapter or 
section . Additionally , separate workflows for the same elec 
tronic document may be created in different languages or 
reference different resources and have different GUI ele 
ments based on the skill and experience level of various 
service professionals . If an original electronic document is 
updated , for example , as a result of a change to some 
instructions or procedures described in the electronic docu 

as 

a 
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ment , a workflow associated with the electronic document 
can simply be copied , edited to coincide with whatever 
changes have been made to the original electronic docu 
ment , and then embedded within the updated electronic 
document . Finally , as described in more detail below , an 
initial workflow for a particular original electronic document 
can be generated either manually , using a document author 
ing tool , or , automatically via an automated document 
processing engine . Using the automated document process 
ing engine , an entire library of electronic documents can be 
very rapidly enhanced with interactive workflows , avoiding 
the inevitable cost and time delays that would result from 
manually generating original , custom content . Other aspects 
of the present inventive subject matter are described below 
in connection with the description of the various figures . 
[ 0023 ] FIGS . 1A and 1B illustrate two examples of head 
worn computing devices having head - mounted displays for 
presenting enhanced electronic documents and receiving 
hands - free input from an end - user to navigate such docu 
ments , consistent with embodiments of the present inven 
tion . The head - worn computing device 100 of FIG . 1A 
includes a computer housing 102 that is part of a head 
support arm 104. When wearing the device 100 , the head 
support arm 104 wraps around the back portion of a person's 
head at or just above the ears . At one end of the head support 
arm 104 is an image sensor 106 capable of capturing still 
photographs as well as video . A display 110 and sound 
sensor ( e.g. , a microphone ) 114 are mounted on a display 
boom 108 that extends from the head support arm 104. In 
this example , the display 110 is mounted forward from 
where a person's right eye would be when wearing the 
device 100. The head - worn computing device 100 addition 
ally includes a speaker 112. Although not shown in FIG . 1A , 
the head - worn computing device 100 includes a recharge 
able battery to provide for mobility . In addition , the head 
worn computing device of FIG . 1A may include one or more 
end - user controls ( e.g. , buttons , switches , dials , touch pads , 
and / or joysticks ) providing the wearer with control over 
various features and functions . For example , such controls 
may enable powering the device on / off , manipulating 
aspects of the user interface presented via the display , 
adjusting volume levels , adjusting the brightness of the 
display , and so forth . 
[ 0024 ] The head - worn computing device 100 of FIG . 1A 
is just one example of a particular form factor of a device via 
which an enhanced electronic document may be presented , 
consistent with embodiments of the invention . However , the 
present invention is by no means limited to any one par 
ticular form factor . FIG . 1B illustrates a head - worn com 
puting device 120 having a form factor similar to conven 
tional eyeglasses , sometimes referred to as smart glasses . 
Although not shown , with some embodiments , a head 
mounted display may be combined with a head - worn com 
puting device having a form factor consistent with a pro 
tective helmet . Of course , other form factors are possible 
and entirely consistent with embodiments of the invention as 
described herein . In various embodiments , the head 
mounted display may have varying positions relative to the 
wearer's eye or eyes . For example , with some embodiments , 
the display may be mounted forward of the right eye , while 
in other embodiments , the display may be mounted forward 
of the left eye . Similarly , with some embodiments , the 
display may be mounted slightly underneath , above , or to 
one side of a particular eye . Consistent with some embodi 

ments , the computing device may not be a body - worn 
computing device , but a mobile computing device such as a 
mobile phone or tablet computing device . With such 
devices , user input may be received via a combination of 
spoken commands and / or interactions with a touch screen 
display . Although such devices may generally be operated 
with touch - based input from an end - user , in certain appli 
cations such as those described herein , such devices may be 
operated in a completely hands - free manner with audible 
( e.g. , spoken ) commands , providing all of the advantages of 
the inventive subject matter described herein . 
[ 0025 ] Referring again to the head - worn computing 
device in FIG . 1A , the display 110 presents various user 
interfaces to the service professional wearing the device . To 
navigate the various user interfaces , a service professional 
uses a combination of audible or spoken commands ( re 
ceived via the sounds sensor 114 ) and / or head or eye 
movements . For instance , with some embodiments , the 
device may utilize a technique that is commonly referred to 
as head tracking . Head tracking is a technique that utilizes 
a variety of sensors ( e.g. , accelerometer , gyroscope , and / or 
compass ) for determining , monitoring and tracking the 
position and orientation of an end - user's head . With head 
tracking , the person wearing the device can make subtle 
movements with his or her head to manipulate the user 
interface shown on the head - mounted display 110 , for the 
purpose of selecting objects presented via the user interface . 
Alternatively , with some embodiments , other sensors ( e.g. , 
infrared sensors ) may be utilized to perform eye tracking . 
With eye tracking , an end - user can manipulate the user 
interface to select objects by simply looking at the objects 
that are presented on the display . 
[ 0026 ] In the many examples provided herein , an 
enhanced electronic document is described as advanta 
geously being viewed on a head - worn computing device 
with a head - mounted display . Such a device can be operated 
in an entirely hands - free way . However , many of the advan 
tages resulting from the various innovative features 
described herein are also possible when viewing enhanced 
electronic documents on other computing devices , such as 
tablet computing devices . While tablet computing devices 
tend to have touchscreen displays and user interfaces that are 
best manipulated manually with fingers and / or a pencil - like 
stylus , many such devices are also capable of receiving 
audible or spoken commands . Accordingly , navigating an 
interactive workflow of an enhanced electronic document 
presented on a tablet computing device offers many , but 
perhaps not all , of the same advantages that are obtained 
with a head - worn computing device . For purposes of the 
present application , both should be considered hands - free 
computing devices . 
[ 0027 ] FIG . 2 is a diagram illustrating an example of how 
content in an original electronic document may be pre 
sented , prior to the document being enhanced with an 
interactive workflow , consistent with embodiments of the 
present invention . In this example , a single page 200 of a 
multi - page , electronic document is presented , showing indi 
vidual instructions or steps for changing the oil of an engine . 
As is easily observed , the content of the original electronic 
document has an easily identifiable structure . For instance , 
the text of the electronic document clearly indicates that the 
particular page shown represents the beginning of chapter 
two , and the page numbering at the bottom of the page 
indicates that the presented page is page seventeen of 
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the service professional issuing a spoken command to 
invoke an image capturing function of the head - worn com 
puting device while performing the various steps in accor 
dance with the interactive workflow . 
[ 0029 ] In addition to the GUI elements representing the 
various checklist items 304 and the camera icon 306 , the top 
portion 308 of the presentation of the enhanced electronic 
document includes a group of enumerated GUI elements , 
some of which include graphical icons that indicate the 
availability of one or more additional resources that corre 
spond with or relate to individual steps or instructions in the 
workflow . By way of example , in the top left portion of the 
electronic document , an icon in the form of a document 310 
is presented in a GUI element enumerated with the number 
one ( “ 1. " ) . In this instance , the number one ( “ 1. " ) corre 
sponds with the step or instruction that is also enumerated 
with a number one ( “ 1. " ) , and the icon indicates the avail 
ability of a separate document that is associated with or 
related to the specific step or instruction . Accordingly , a 
service professional may issue a spoken command to request 
that the document be presented via the display of the 
hands - free computing device in order to get additional 
information , included within the referenced document , 
about the enumerated step or instruction . As shown in FIG . 
3 , the step enumerated as step number three ( " 3. " ) also 
includes an additional resource ( e.g. , a video file ) , as indi 
cated by the media icon with reference number 312. Simi 
larly , step number six ( “ 6. " ) is associated with a link icon 
314 , indicating the availability of a linked resource , such as a 

a web page . 

four - hundred eighty - nine pages . Furthermore , the individual 
steps or instructions for performing the task are clearly 
numbered ( e.g. , 1. , 2. , 3. , etc. ) and terminated with a period 
( “ . ” ) . As described below , using a document editing appli 
cation , one can quickly and easily generate a workflow , with 
individual steps that are associated with the elements of the 
document . Additionally , the document structure may be leveraged in automatically processing the electronic docu 
ment , via a document processing engine , to identify indi 
vidual content items within the document that correspond 
with the individual instructions or steps for performing the 
relevant task ( e.g. , changing the oil ) . Consistent with 
embodiments of the present invention , an original electronic 
document may be in any of a number of compatible formats , 
including but by no means limited to : portable document 
format ( PDF ) , formats consistent with Microsoft Word® , 
Excel® , or PowerPoint® ( e.g. , .doc , .docx , .xls , .xlsx . , .ppt , 
or .pptx ) , and Rich Text Format ( RTF ) . 
[ 0028 ] FIG . 3 is a diagram illustrating an example display 
300 of an electronic document that has been enhanced to 
include an interactive workflow , consisting of a variety of 
GUI elements , including a series of interactive checklist 
items 304 that correspond with the individual instructions or 
steps set forth in the content of the original electronic 
document , consistent with some embodiments of the present 
invention . As described in greater detail below , an original 
electronic document 200 is enhanced by embedding within 
the original electronic document a separate file that includes 
information used to render the interactive workflow that is 
presented with the original content of the original electronic 
document . An electronic document that includes an embed 
ded file with information used in rendering the GUI ele 
ments of an interactive workflow is referred to herein as an 
enhanced electronic document 300. In FIG . 3 , the symbol 
with reference number 302 in the lower left corner of the 
example display of the enhanced electronic document 300 
indicates that this view of the enhanced electronic document 
is consistent with a view of the document as it would be 
presented via a document viewing application of a hands 
free computing device . For example , the illustration pre 
sented in FIG . 3 represents what a viewer would see when 
viewing the enhanced electronic document on a head 
mounted display of a wearable computing device , using a 
document viewing application executing on that device . As 
shown in this view of the enhanced electronic document , all 
of the original content of the electronic document is pre 
sented , just as it is in the view of the original electronic 
document 200 shown in FIG . 2. Additionally , a series of 
interactive checklist items 304 are presented along the left 
portion of the electronic document , such that , for each 
individual step or instruction presented as part of the original 
electronic document , there is one corresponding checklist 
item shown . The individual checklist items 304 are rendered 
as part of the presentation of the enhanced electronic docu 
ment 300 based on information included within a file that 
has been embedded within the enhanced electronic docu 
ment 300. In addition to the individual checklist items , the 
step enumerated as step number five ( “ 5. ” ) includes a 
separate GUI element in the form of an icon ( e.g. , an icon 
depicting a camera ) 306. In this instance , the camera icon 
306 indicates that , for the specific step enumerated as step 
number five ( “ 5. " ) , the service professional is required to 
capture an image to establish evidence that the step was 
performed properly . This may be achieved , for example , by 

a 

[ 0030 ] Consistent with the example as presented in FIG . 3 , 
the document clearly sets forth a series of enumerated steps 
for performing a task . As such , the workflow includes 
checklist items that allow the end - user , when performing the 
actual task , to mark the individual steps as having been 
completed by interacting with the interface via audible ( e.g. , 
spoken ) commands . In this example , the checklist item for 
the instruction step enumerated as number one ( “ 1. " ) has 
already been marked as completed , whereas the remaining 
checklist items are shown as incomplete . In some instances , 
the individual checklist items that correspond with the 
separate instruction steps enforce the order in which the 
steps must be completed . For example , in some instances , a 
service professional who is performing the task associated 
with the workflow is required to mark the first checklist item 
as completed before navigating to the second checklist item , 
and so forth . When the workflow is originally created , 
metadata that is associated with each data object represent 
ing a GUI element ( e.g. , a checklist item ) of the workflow 
may control the behavior of the individual GUI elements . 
Accordingly , while in some instances , the order by which a 
service professional navigates the checklist items may be 
enforced , in other instances , the checklist items may be 
navigated and completed in any order . 
[ 0031 ] In the specific example of FIG . 3 , the checklist 
items 304 appear on the left portion of the displayed 
electronic document , while the top portion 308 of the user 
interface presents information relating to additional 
resources for each of the individual steps . However , it will 
be readily appreciated that the specific arrangement of the 
GUI elements that make up the interactive workflow — that 
is , there position within any particular electronic docu 

may vary considerably depending upon the content 
of the document . Furthermore , some of the interactive 
ment 
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workflow elements , such as the requirement to capture 
photographic or video evidence showing the completion of 
a particular instruction step , may be required or optional . For 
instance , in the example shown in FIG . 3 , the camera icon 
with reference number 306 indicates that the service pro 
fessional performing the instruction step enumerated as step 
number three ( " 3. " ) is required to capture photographic 
evidence of the completion of the step . Such evidence is 
used when reporting the completion of the task . With some 
embodiments , a service professional may be able to capture 
photographic or video evidence showing the completion of 
any step , regardless of whether it is a required action or step , 
as indicated by the presence of a particular workflow icon 
( e.g. , the camera icon 306 ) . 
[ 0032 ] While FIG . 3 illustrates a few of the specific GUI 
elements that may be added to an electronic document as 
part of an interactive workflow , many other such interactive 
GUI elements may be included in a workflow , consistent 
with various embodiments of the invention . By way of 
example , FIG . 4 illustrates the presentation of another 
electronic document that has been enhanced to include an 
interactive workflow with a variety of interactive GUI 
elements . The example shown in FIG . 4 is provided primar 
ily to convey an understanding of the various types of 
interactive GUI elements that may be included in a work 
flow of an enhanced electronic document . Accordingly , in 
the example of FIG . 4 , the instruction steps 402 are essen 
tially generic in nature , and along with the illustration 404 
labeled as FIG . 4 , are bounded with a dashed line to indicate 
that those portions of the content are from the original 
electronic document . As shown in this example , each of the 
five instruction steps enumerated as steps one ( “ 1. " ) through 
five ( “ 5. " ) have been enhanced to include an interactive GUI 
element in the form of a checklist item . For instance , the 
instruction step enumerated as instruction step number one 
( 1. " ) is associated with a checklist item with reference 
number 406 , which has been marked as completed . 
[ 0033 ] The instruction step enumerated as number two 
( “ 2. ” ) is associated with three distinct GUI elements 
checklist item , a camera icon 408 and a voice memo icon 
410. As described in connection with FIG . 3 , the camera 
icon 408 indicates that the instruction step , in order to be 
marked as completed , requires photographic evidence indi 
cating completion of the step . Accordingly , when a service 
professional has completed performing some specific task as 
described by the instruction step enumerated as step two 
( “ 2. " ) , the service professional must invoke a camera appli 
cation on the head - worn computing device in order to 
capture a photograph that shows the result of performing the 
instruction step , or the condition of some component or part , 
and so forth . The voice memo icon 410 associated with the 
instruction step enumerated as step two ( “ 2. ” ) indicates that 
a service professional is required to record a voice memo as 
part of completing the instruction step . For instance , the 
service professional may be required to annotate the evi 
dence that has been photographically captured with a 
recorded voice memo . Hence , the service professional will 
speak an audible command to invoke a voice memo record 
ing application via the head - worn computing device in order 
to generate a voice memo recording as part of the process of 
completing the checklist item associated with the second 
instruction step . 
[ 0034 ] The instruction step enumerated as instruction step 
number three ( " 3. ” ) includes two separate workflow GUI 

elements a checklist item , and a ruler icon 412. Consistent 
with some embodiments , a ruler icon 412 indicates a 
requirement to make a formal observation or measurement 
of some kind . The measurement or observation may be 
captured by simply capturing a photograph or video clip that 
includes a view of a measurement reading using some type 
of measurement tool , or , a condition , state or measurement 
reading from a machine or some equipment that is being 
serviced and / or maintained . For example , the maintenance 
specialist may use a tool or measuring device ( e.g. , a 
pressure gauge , a caliper , a temperature gauge , etc. ) , and 
then capture a photograph of the particular measurement 
reading from the tool or measurement device . Similarly , the 
machine or equipment being maintained may display some 
type of measurement reading , such that the measurement 
reading can be captured in a photograph or video clip by the 
service professional using the image sensor of the head 
worn computing device . Alternatively , the measurement or 
observation may be made using some variety of digital 
instrument or hand tool that can convey digital information 
representing the measurement or reading to the head - worn 
computing device via a wired or wireless connection . For 
instance , with some embodiments , a digital tool of some 
kind may be used to capture a measurement , such that the 
digital information representing the actual measurement is 
generated by the tool and automatically communicated from 
the tool to the head - worn computing device so that it can be 
recorded in a data field that is associated with the instruction 
step ( e.g. , instruction step number three ( “ 3. " ) ) . Consistent 
with some embodiments , one or more tools or measuring 
devices may be connected via a wired connection , or wire 
lessly ( e.g. , via WiFi® or Bluetooth® ) with the head - worn 
computing device for the purpose of communicating from 
the tool or measuring device to the head - worn computing 
device a measurement reading or value . For example , a 
sensor integrated with the tool or measuring device may 
generate digital information representing some type of mea 
surement , which is then communicated to the head - worn 
computing device and stored in a data field in association 
with a particular checklist item . Examples include but are by 
no means limited to a wrench that includes a sensor for 
measuring torque , a pressure gauge , a laser - enabled mea 
surement tool for measuring distance and / or angles , a digital 
caliper , a voltmeter for measuring voltage , and so forth . With 
some embodiments , the head - worn computing device may 
be connected directly ( e.g. , with a wired or wireless con 
nection ) to the machine or equipment that is being serviced 
or maintained for the purpose of capturing a measurement or 
receiving some other diagnostic information directly . 
[ 0035 ] The instruction step enumerated as number four 
( “ 4 ” ) in FIG . 4 includes both a checklist item as well as a 
video recorder icon 414. Similar to the camera icon 408 , the 
video recorder icon 414 indicates that a video clip or 
recording is required in order to complete the instruction 
step . As such , during or immediately after performing the 
instructions described by instruction step number three 
( " 3. " ) , the service professional is to invoke a video recording 
application via the head - worn computing device to capture 
a video clip or recording , and the clip or recording will 
automatically be stored in association with the checklist item 
corresponding to the instruction step , for reporting purposes . 
[ 0036 ] Consistent with some embodiments , an original 
electronic document may also be enhanced to include inter 
active GUI elements , as part of an interactive workflow , for 
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capturing a signature of a service professional , as well as the 
date on which a particular task was completed . As illustrated 
in FIG . 4 , a signature line 416 and an input box for a date 
418 are shown . Consistent with some embodiments , a ser 
vice professional operating a head - worn computer may use 
one or more audible or spoken commands to select the 
signature line 416 and then automatically annotate the line 
with an image of his or her signature . Similarly , the service 
professional may use one or more audible or spoken com 
mands to populate the input item for the date with the current 
date and / or time . With some embodiments , speech - to - text 
may be used as an input method , to convert spoken words to 
text , for purposes of capturing a signature and / or date . Of 
course , other input methods — such as the head tracking 
technique described above may also be used , consistent 
with embodiments of the invention . 
[ 0037 ] Consistent with some embodiments of the inven 
tion , an interactive GUI element may be added to an 
enhanced electronic document as part of an interactive 
workflow in order to provide a service professional with the 
identity of a contact person ( e.g. , a technical specialist , or a 
supervising manager ) associated with a task , a specific 
instruction step , or some subset of instruction steps , and to 
enable a simple mechanism by which the service profes 
sional can invoke a telepresence session with that contact 
person . By way of example , in the user interface 400 of FIG . 
4 , the name of a technical specialist is indicated in the top 
right portion 420 of the user interface . A service profes 
sional , who may be performing some task while in the field 
at a remote location , may invoke a telepresence application 
via the head - worn computing device to establish a commu 
nication session with the person identified as a technical 
specialist . For example , the service professional may simply 
call out one or more audible commands to invoke the 
telepresence session . Similarly , a supervising manager may 
be identified . With some embodiments , a particular icon ( not 
shown in FIG . 4 ) may be positioned next to or near one or 
more specific instruction steps , such that the placement of 
the particular icon next to a particular instruction step 
indicates the existence of a contact person that is associated 
with the specific instruction step . If there are different people 
that should be consulted for different instruction steps , the 
service professional can navigate the instruction steps , and 
invoke a telepresence session with the correct contact person 
for the particular instruction step for which the service 
professional needs help . 
[ 0038 ] In the enhanced electronic document presented in 
FIG . 4 , the dashed - line bounding box with reference number 
404 identifies original content from the original electronic 
document - specifically , a figure of an engine labeled as 
“ FIG . 3. ” Consistent with some embodiments of the inven 
tion , enhancing the original electronic document with an 
interactive workflow may include adding GUI elements to 
some portion of content ( e.g. , the figure presented in bound 
ing box 404 ) to indicate that additional resources are avail 
able . For instance , as illustrated in FIG . 4 , the numbers ( e.g. , 
1 , 3 and 5 ) that are enclosed in circles , corresponding with 
reference numbers 422 - A , 424 - A and 426 - A , indicate the 
availability of additional resources that , in this specific 
instance , provide further information or context relating to 
specific components or parts of the engine illustrated in FIG . 
3 of the original content of the electronic document . For 
instance , the number one ( “ 1. " ) enclosed by a circle , with 
reference number 422 - A , is a callout indicating that for that 

particular component or part illustrated in the figure , an 
additional document is available . A thumbnail view or icon 
indicating the availability of the document is also presented 
in the top - left portion of the user interface , with reference 
number 422 - B . Accordingly , a service professional can issue 
one or more spoken commands to access and view the 
additional document to obtain additional information about 
something specific that is being illustrated in the figure of the 
engine ( FIG . 3 ) . Similarly , the number three ( " 3. " ) enclosed 
with a circle 424 - A corresponds with the media clip icon 
with reference number 424 - B , indicating the availability of 
an additional resource . The link icon with reference number 
426 - B corresponds with the callout in FIG . 3 that has 
reference number 426 - A . In this case , the link icon 426 - B 
indicates the availability of a linked resource , such as a 
linked , web - based document . 
[ 0039 ] While the enhanced electronic documents shown in 
FIGS . 3 and 4 both generally involve or relate to a task that 
is described in terms of discrete instruction steps , the present 
invention is by no means limited to such content . Specifi 
cally , other types of electronic documents can be integrated 
with an interactive workflow , consistent with embodiments 
of the invention . For example , an original electronic docu 
ment may include a form with a series of questions and fields 
at which a service professional is to provide input ( e.g. , 
answers or observations , etc. ) . Such a document may 
include a table , with rows and columns , such that individual 
fields are intended to capture information about some obser 
vation made by an inspector . Such might be the case with an 
inspection report , where a first column describes a particular 
object or thing to be inspected , and a second column is 
provided for an inspector to record his or her observation of 
the condition of the object or thing described in the first 
column . An inspection report of this type might be enhanced 
by the document processing engine with a workflow that 
adds GUI elements proximate to one or more of the input 
fields , such that the interactive GUI elements allow an 
inspector , using a hands - free computing device such as a 
head - worn computer , to quickly generate input for the 
various fields by recording his or her observation , for 
example , by capturing sound clips and / or using a speech 
to - text function of the hands - free computing device . 
[ 0040 ] FIG . 5 is a diagram illustrating an example of a 
computer networking environment 500 including various 
computer network - based applications and services for use in 
facilitating the development and deployment of enhanced 
electronic documents , consistent with various embodiments 
of the present invention . The document processing tech 
nique described and illustrated herein is one function pro 
vided by a document authoring and management service 506 
of a work management portal executing on one or more 
server computer ( s ) 502. As illustrated in FIG . 5 and 
described below , the work management portal provides a 
variety of related services that , for example , allow an 
enhanced electronic document to be affiliated with a task that 
can ultimately be assigned and communicated to a service 
professional . 
[ 0041 ] As illustrated in FIG . 5 , a network - connected 
server computer 502 is shown to be executing applications 
and services relating to user and group management 504 , 
document authoring and management 506 , task management 
508 , and telepresence 510. The various applications and 
services provided by the server computer 502 are part of an 
enterprise- and role - based , work management portal . 
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Accordingly , using the work management portal , an end 
user associated with a particular enterprise or organization is 
able to upload to the server computer 502 , and manage , one 
or more libraries of electronic documents 518 via a web 
based interface of a web browser application 516 executing 
on a client computing device 514. Once the electronic 
documents have been uploaded , the electronic documents 
are processed to enhance those documents with interactive 
workflows via the document authoring and management 
tools 506 residing and executing at the server computer 502 . 
After the one or more electronic documents have corre 
sponding workflows , one or more workflows can be affili 
ated with a task and assigned to a variety of personnel via the 
task management service 508. Assigning a task to a service 
professional will cause an enhanced electronic document to 
be transferred over the network to a hands - free computing 
device , such that the service professional can view the 
document and interactive workflow , while performing the 
actual work described and detailed in the task . 
[ 0042 ] The various applications and services illustrated in 
FIG . 5 are not meant to be an exhaustive representation of 
all applications and services that may be associated with and 
provided as part of a work management portal , but are 
presented and described herein to convey a general under 
standing of the context in which the present inventive 
subject matter may be deployed . Similarly , although the 
work management portal presented in FIG . 5 is illustrated 
and described as a client - server , web - based deployment , the 
inventive subject matter described herein is not limited to 
such an implementation . Finally , the work management 
portal is illustrated in FIG . 5 as being implemented on a 
single server computer 502. However , it will be readily 
appreciated that a variety of other implementations , includ 
ing those based on a distributed computing environment 
involving multiple server computers and cloud computing 
deployments , are consistent with embodiments of the pres 
ent invention . 
[ 0043 ] Consistent with some embodiments , the work man 
agement portal may be enterprise- and role - based . For 
example , in some instances , the work mana ment portal 
may provide work management services to any number of 
different enterprises or organizations , including enterprises 
and organizations other than the entity that owns , operates 
and provides the work management portal as a service . In 
such a scenario , each enterprise or organization will sepa 
rately establish service with the provider of the work man 
agement portal , and the work management portal will be 
deployed to preserve the confidentiality and privacy of all 
data , including electronic documents , of each individual 
enterprise or organization . For example , only end - users 
having an affiliation with a particular enterprise and / or 
having specific roles associated with the enterprise will be 
able to access the library of electronic documents associated 
with that particular enterprise . With some alternative 
embodiments , the work management portal may be 
deployed in separate instances for each enterprise or orga 
nization , such that each enterprise or organization will have 
the responsibility of operating its own instance of the 
service . 
[ 0044 ] The user and group management service 504 of the 
portal allows an authorized member of a particular enter 
prise or organization to manage members associated with 
the enterprise or organization by adding the members as 
end - users of the portal , and , for example , by defining and 

assigning roles to the various end - users . The role assigned to 
each individual end - user will determine the end - user's avail 
able data access privileges and define the various function 
ality available to the end - user via the portal . Similarly , an 
end - user's role may impact his or her access to data and 
applications via a hands - free computing device such as a 
wearable computer with a head - mounted display . By way of 
example , some end - users may be assigned an administrative 
or managerial role , allowing those end - users to upload 
electronic documents to the work management portal , gen 
erate workflows for the electronic documents , and approve 
and assign tasks to other end - users . Other end - users may be 
assigned roles that limit their access and privileges to 
performing certain workflow - based tasks , or groups of tasks , 
and so forth . 
[ 0045 ] As shown in FIG . 5 , the document authoring and 
management service 506 enables an authorized end - user to 
identify and upload documents over the network 520 via the 
client computer 514 and the web browser application 516 . 
The uploaded electronic documents may then be selected for 
processing and editing ( automatically and / or manually ) with 
various document authoring tools , as described in greater 
detail below in connection with FIG . 6 . 
[ 0046 ] The task management service 508 enables an 
authorized end - user to generate and assign tasks to other 
end - users . By way of example and as illustrated in FIG . 5 , 
when a task is assigned to a particular end - user , the task , 
including any workflows referenced in the task , is commu 
nicated to a hands - free computing device 516 of the end 
user . When a task is initially assigned to a particular end 
user , that end - user will receive a notification of the task 
having been assigned . For example , upon a task being 
assigned to an end - user , the task management service 508 
may generate a notification with various information about 
the task and then communicate that notification to the 
end - user in one or more ) of several ways . For example , the 
notification may be communicated to a registered email 
address of the end - user , or , the notification may be commu 
nicated to a hands - free computing device and presented to 
the end - user via a task manag nent application that is 
executing at the hands - free computing device , such as a 
wearable computing device with a head - mounted display . 
With some embodiments , a separate mobile application 
executing on a mobile computing device , such as a device 
that uses one of the well - known iOS® or Android® oper 
ating systems , may receive and display the notification to the 
end - user , indicating the assignment of the task to the end 
user . 

[ 0047 ] In addition to communicating a notification to the 
end - user with information about the assigned task , the task 
itself , including any workflows as embodied in enhanced 
electronic documents associated with the task , are commu 
nicated over the network to a client - based task management 
application executing on a hands - free computing device of 
the end - user . For example , if the end - user is currently logged 
in to an appropriate hands - free computing device , the com 
munication of the task to the hands - free device may occur 
immediately after the task is assigned . However , if the 
end - user to whom the task has been assigned is not currently 
logged in to an appropriate hands - free computing device , the 
task may be requested by a task management application 
executing at the hands - free computing device , and thus 
communicated to the device at the time the end - users does 
log in . 
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[ 0048 ] The telepresence service 510 of the work manage 
ment portal provides the ability for end - users to communi 
cate with one another via video - based conferencing in real 
time . For instance , the telepresence service 510 allows a 
special type of communication session between and amongst 
on - site service professionals and one or more remote service 
professionals . Specifically , during a telepresence session , a 
remote service professional is able to view live video 
streams generated by an image sensing device of a head 
worn computing device worn by an on - site service profes 
sional and communicate with the on - site service profes 
sional . This allows a remote service professional , for 
example , a supervising manager who may be operating a 
laptop or desktop computer , to have the same viewpoint as 
an on - site service professional . 
[ 0049 ] FIG . 6 is a diagram illustrating an example of the 
various applications and / or services included with a docu 
ment authoring and management service 506 that is part of 
a work management portal , consistent with some embodi 
ments of the present invention . As illustrated in FIG . 6 , the 
document authoring and management service 506 includes a 
document processing engine 602 , a document editor 604 , a 
document processing template editor 606 , and a document 
workflow manager 608. The functionality of these applica 
tions and services are described below in connection with 
the descriptions of FIGS . 7 through 11 that follow . 
[ 0050 ] Referring now to FIG . 7 , the document processing 
engine 602 receives and processes original electronic docu 
ments in order to identify individual content items within the 
original electronic documents that correspond with indi 
vidual steps , instructions , figures and / or input fields , and so 
forth , as included in the original content of the original 
electronic document . An authorized end - user for a particular 
enterprise or organization may upload to the document 
authoring service of the work management portal one elec 
tronic document or an entire library of electronic documents . 
Once an original electronic document has been uploaded , an 
end - user of the document authoring service will identify one 
or more electronic documents to be processed by the docu 
ment processing engine 602. Additionally , with some 
embodiments , the end - user - user may specify a particular 
document processing template 608 that is to be used by the 
document processing engine 602 to process one or more 
original electronic documents . For instance , as illustrated in 
FIG . 7 , several different document processing templates 608 
are shown . With some embodiments , each different docu 
ment processing template includes a different set of rules or 
instructions for use by the document processing engine 602 
to identify content items within the original electronic 
document by searching for and identifying various patterns 
within the content of the original electronic document . In 
other words , each document processing template is created 
with a specific set of rules and / or instructions for identifying 
individual content items within an electronic document 
based on the expected structure and content of the electronic 
document . Accordingly , if the end - user is aware of a par 
ticular structure of the content within an original electronic 
document , the end - user will select the document processing 
template that corresponds with the expected structure of the 
electronic document . By way of example , an electronic 
document including content in the form of an inspection 
report with a table and / or various input fields may be 
automatically processed by the document processing engine 
using a specific document processing template having spe 

cific rules and instructions for processing that type of 
document . Similarly , another electronic document with 
instructions for performing a task may be processed by the 
document processing engine with a different document 
processing template , having specific rules and instructions 
for identifying the separate instances of the instruction steps 
associated with the task . 
[ 0051 ] Consistent with some embodiments , in addition to 
including the specific rules and instructions for identifying 
various content items within the content of an electronic 
document , each document processing template may also 
include rules and instructions for generating the data objects 
associated with the various content items as part of the 
interactive workflow . For instance , each document process 
ing template may specify the number of interactive GUI 
elements , as well as the specific type of interactive GUI 
elements , that are to be generated and associated with each 
individual content item identified in the electronic docu 
ment . Additionally , the document processing template may 
have rules and / or instructions specifying the location or 
position with the electronic document that each interactive 
GUI element is to be presented . The information regarding 
the GUI elements is written to a file as individual data 
objects ( e.g. , JSON objects ) , which is ultimately embedded 
within the electronic document . Accordingly , a document 
processing template for an electronic document that includes 
individual steps for performing a task may have rules or 
instructions for creating a data object that corresponds with 
an interactive checklist item , such that each individual 
instruction step of the task , when presented via an appro 
priate document viewing application executing at a hands 
free computing device , will be presented with an interactive 
checklist item as part of the interactive workflow . Alterna 
tively , a document processing template for processing an 
electronic document that includes an inspection report may 
include rules or instructions for creating data objects that are 
consistent with a different type of GUI element specifi 
cally , a GUI element indicating that an inspector is to use a 
text - to - speech function of a hands - free computing device to 
provide input relating to some observation . In yet other 
instances , the document processing template may include 
rules and instructions for adding different types of GUI 
elements as part of the interactive workflow represented by 
the data objects in the file that is embedded with the 
electronic document . The document processing template 
that is used to generate the data objects that correspond with 
the interactive GUI elements of the workflow may also 
specify default behavior for various GUI elements . By way 
of example , a document processing template used to gen 
erate a set of interactive checklist items that correspond with 
instruction steps may generate the data objects with meta 
data that indicates that the checklist items can only be 
navigated in order , such that , the separate instruction steps 
must be performed in order . 
[ 0052 ] As illustrated in FIG . 6 , with some embodiments , 
a document processing template editor 606 may be provided 
to assist in the creation , management , testing and deploy 
ment of document processing templates . For example , the 
document processing template editor may include a special 
interface that allows an end - user to interact with an elec 
tronic document to identify various aspects of the document 
that define specific content items that are to be identified by 
the document processing engine , such that those aspects 
identified by the end - user are used to generate the relevant 
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rules and instructions . Similarly , the document processing 
template editor may operate in conjunction with the docu 
ment processing engine 602 to iteratively step through an 
example electronic document , allowing one to identify con 
tent items , and immediately see how the document process 
ing engine would generate GUI elements . 
[ 0053 ] Although the document processing engine is 
shown in FIG . 7 as using a document processing template , 
with some alternative embodiments , the document process 
ing engine 602 may not require the use of a document 
processing template . Instead the document processing 
engine 602 may be configured to recognize a variety of 
different document structures , based on a variety of different 
rules and instructions , which are internally accessible to the 
document processing engine 602 , for identifying different 
patterns in the content of various electronic documents . 
Accordingly , at least with some embodiments , it will not be 
necessary for an end - user to explicitly specify a particular 
document processing template , as the document processing 
engine operates independently to identify the structure and 
format of a document . a 

a 

indicated a revision number , the end - user is prompted to 
select the button labeled “ Done ” 906 to invoke the document 
processing engine . 
[ 0056 ] Referring again to FIGS . 6 and 7 , the document 
processing engine 602 will process one or more original 
electronic documents by analyzing the content of the elec 
tronic document in accordance with a set of instructions or 
rules specified in the document processing template that has 
been selected by the end - user . In some instances , it may be 
necessary for the document processing engine to perform an 
optical character recognition ( OCR ) process on the content 
of the document in order to properly recognize the text 
included within the content of the document . For each 
instance of a content item identified by the document 
processing engine in accordance with the instructions and / or 
rules of the selected document processing template , a data 
object is generated and added to a file . The data object , 
which is generated in accordance with the rules and instruc 
tions of the selected document processing template , denotes 
the specific location within the electronic document of the 
content item and includes information about one or more 
GUI elements to be presented with the content item as part 
of the interactive workflow . Once all of the content items 
have been identified by the document processing engine 
602 , a file containing the data objects is embedded within the 
original electronic document , resulting in an enhanced elec 
tronic document . This enhanced electronic document , when 
presented via an appropriate document viewing application 
of a hands - free computing device , will present not only the 
original content of the electronic document , but also an 
interactive workflow consisting of one or more GUI ele 
ments that are rendered based on the data objects notated in 
the file that has been embedded within the electronic docu 
ment . 
[ 0057 ] As shown in FIG . 7 , an electronic document may 
first be automatically processed by the document processing 
engine 602 , and then subsequently edited manually via a 
document editor 604. As such , the document editing appli 
cation 604 , in some instances , takes as input an enhanced 
electronic document — that is , an electronic document that 
already includes an embedded file with data objects that can 
be rendered as GUI elements that are part of an interactive 
workflow . However , with some embodiments , the document 
editing application 604 can also take as input an original 
electronic document — that is , an electronic document that 
has not yet been processed by the document processing 
engine 602 , and therefore does not yet have a file embedded 
within . When the document editor 604 is used to edit an 
original electronic document , the document editor 604 will 
generate and embed a file containing the relevant data 
objects within the electronic document . Furthermore , the 
document editor 604 can be used to manually select ( and 
therefore identify ) individual content items within the elec 
tronic document . For example , using a cursor control device , 
an end - user may simply draw a bounding box around a 
selection of text to identify the text as a separate instance of 
a content item . Doing so would create a data object to 
correspond with the identified content item . 
[ 0058 ] Turning now to FIG . 10 , a user interface is shown 
illustrating an example of an electronic document that has 
been processed to automatically identify individual content 
items within the electronic document that correspond with 
individual instructions for performing a task , according to 
some embodiments of the invention . As illustrated in FIG . 

[ 0054 ] Referring now to FIG . 8 , a diagram showing an 
example of a user interface for a document authoring service 
is illustrated . In this example , an end - user may initially 
upload an electronic document by interacting with the user 
interface via a cursor control device to drag an icon , repre 
senting the electronic document , to the portion of the user 
interface with reference number 802. Alternatively , an end 
user may be presented with a user interface ( e.g. , a file 
picker ) allowing the end - user to browse and select one or 
more electronic documents from a local or remote storage 
location . In any case , once an electronic document has been 
uploaded , the name of the electronic document will appear 
in a list of recently uploaded and / or available documents , 
such as the document with the name , " Maintenance Instruc 
tions , ” 804 in the list with reference number 806. As 
indicated by the drop - down selection list with reference 
number 808 , with some embodiments , the user interface 
provides a mechanism by which the end - user can specify a 
particular document processing template to be used by the 
document processing engine when processing an original 
electronic document . As illustrated in FIG . 8 , to invoke the 
document processing engine and initiate the automatic pro 
cess for generating an interactive workflow for a particular 
electronic document , an end - user may select a button that 
corresponds with a particular electronic document , such as 
the button with label , “ Create Workflow , " and reference 
number 810. With some embodiments , multiple electronic 
documents can be selected , for example , via the selection of 
a check box associated with each electronic document , and 
a batch process can be invoked by selecting a button with 
label , “ Process All , " and reference number 812 . 
[ 0055 ] As illustrated in FIG . 9 , before the document 
processing engine begins processing the original electronic 
document , the end - user is prompted to provide a name 902 
for the interactive workflow that is to be generated as a result 
of the automated document processing step , and ultimately 
associated with the electronic document . Additionally , with 
some embodiments , the document authoring service sup 
ports a version control feature that enables an end - user to 
specify a revision number 904 for a workflow that is being 
generated . Finally , as shown in the example of FIG.9 , when 
the end - user has provided a name for a workflow , and 
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10 , the enhanced electronic document is presented via a user 
interface of a document editing application ( such as the 
document editor illustrated in FIG . 6 with reference number 
604 ) provided as part of the work management portal . Once 
a particular electronic document has been automatically 
processed by the document processing engine 602 , an end 
user can manually edit the enhanced electronic document via 
the document editing application 604. As illustrated in FIG . 
10 , the user interface of the document editing application 
indicates or denotes the individual content items that have 
been identified by the document processing engine by dis 
playing a semi - transparent bounding rectangle around each 
instance of a content item . By way of example , the step that 
is enumerated as step one ( “ 1. " ) is bounded by a semi 
transparent rectangle 1002 to indicate that the text associated 
with that individual step or instruction has been identified by 
the document processing engine as a separate content item . 
In addition , the document editing application reads and 
processes the file that has been embedded within the elec 
tronic document and renders any GUI elements that have 
been associated with individual content items , based on the 
various data objects within the embedded file . In this 
example , the content of the electronic document is a series 
of steps or instructions for performing a task ( changing the 
oil ) , and as such , the GUI elements are individual checklist 
items for each individual step for performing the task . 
[ 0059 ] Referring now to FIG . 11 , by interacting with the 
user interface of the document editing application , an end 
user can select any one of the highlighted content items . For 
example , as shown in FIG . 11 , an end - user has selected the 
content item that is highlighted and bounded by the semi 
transparent rectangle with reference number 1002. When the 
end - user selects a content item , the user interface presents a 
menu 1102 including a variety of options for editing the 
interactive workflow . More precisely , when a particular 
content item is selected , the editing options allow the 
end - user to add or delete various GUI elements to the 
workflow , specify various behaviors for the GUI elements , 
and / or arrange or position the location within the electronic 
document that certain GUI elements will appear . In the 
particular example shown in FIG . 11 , having selected the 
option to add / remove references , as indicated by reference 
number 1102 , the end - user is presented with a dialogue box 
1104 prompting for information about various additional 
resources that might be presented in connection with the 
selected instruction step in this case , the instruction step 
enumerated as step one ( “ 1. " ) . The additional references that 
an end - user might associate with a particular content item 
( e.g. , the content item with reference number 1102 in FIG . 
11 ) , are those references that appear in the top portion of the 
user interface as shown in the example user interface pre 
sented in FIG . 3. Accordingly , by specifying and adding an 
image link , a video link , or a document link , as shown in the 
dialogue box 1104 , the document editing application will 
create or modify a data object within the file that has been 
embedded within the electronic document to include infor 
mation about how and where the specified resource is to 
appear as part of the interactive workflow within the 
enhanced electronic document , when the enhanced elec 
tronic document is being presented and viewed on a hands 
free computing device , such as a head - worn computing 
device . 

[ 0060 ] While the example illustrated in FIG . 11 shows 
how an end - user might add to a workflow a GUI element 

relating to the presentation of additional resources or refer 
ences , the document editing application provides the ability 
to manually add a wide variety of other GUI elements as part 
of an interactive workflow . For example , using a document 
editing application , one might add / delete / modify one or 
more checklist items that correspond with specific instruc 
tion steps set forth in the original content of an electronic 
document . Similarly , any one of the many GUI elements 
illustrated and described in connection with FIG . 4 may be 
added to an enhanced electronic document using the docu 
ment editing application . 
[ 0061 ] Referring again to FIG . 6 , after an electronic docu 
ment has been processed by the document processing engine 
602 , and then edited manually with the document editor 604 , 
the enhanced electronic document is stored in a manner 
accessible to a document - workflow manager 606. With 
some embodiments , each enhanced electronic document 
may be associated with a status that can be modified via the 
document - workflow manager . For example , an original elec 
tronic document that has not yet been processed by the 
document processing engine 602 and has not yet been 
manually edited using the document editing application 604 
may have a status ( e.g. , " unprocessed ” ) indicating such . 
Generally , a status of “ unprocessed ” indicates that the elec 
tronic document does not have an embedded file represent 
ing an interactive workflow . An enhanced electronic docu 
ment — that is , one that includes an embedded file with 
information required to render GUI elements associated with 
an interactive workflow — may be indicated as having a 
status of “ processed . ” Accordingly , with some embodi 
ments , before an enhanced electronic document can be 
affiliated with a task and assigned to a service professional , 
an administrative end - user is required to review and approve 
the enhanced electronic document and change its status 
( e.g. , " approved ” ) . Finally , when an enhanced electronic 
document has been approved , as reflected by its status , the 
enhanced electronic document can be affiliated with a task 
and assigned to a service professional , as described below . 
[ 0062 ] FIG . 12 is a diagram illustrating an example of the 
relationship between electronic documents , workflows , and 
tasks , consistent with some embodiments of the present 
invention . As shown in FIG . 12 , consistent with some 
embodiments of the present invention , each electronic docu 
ment may be associated with one or more workflows . 
Accordingly , a very lengthy PDF document that has separate 
chapters or sections may have a separate workflow for each 
chapter or section . Each independent workflow may be 
represented by its own instance of the electronic document 
with an embedded file . Furthermore , a task- as a formally 
defined concept within the realm of the work management 
portal — may be affiliated with one or more workflows . 
Therefore , when a task is assigned to a service professional , 
the task may reference more than one workflow , and there 
fore more than one enhanced electronic document . 
[ 0063 ] Furthermore , a workflow may reference one or 
more additional workflows , such that , when a service pro 
fessional is interacting with one workflow , the service pro 
fessional may be able to invoke a second workflow . For 
example , the completion of a task may involve performing 
some portion of one workflow ( e.g. , some subset of instruc 
tion steps ) and then switching to and completing a second 
workflow , before returning to and completing the instruction 
steps of the original workflow . Similarly , in the context of a 
workflow involving an inspection report , where a service 
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professional navigates the inspection report while recording 
his or her observations , one or more sub - reports embodied 
in one or more separate workflows may be accessible via the 
top - level workflow . Accordingly , with some embodiments , 
one or more workflows may be nested within another 
workflow , providing a service professional with significant 
flexibility in navigating the enhanced electronic documents . 
[ 0064 ] With some embodiments , using the document edit 
ing application , one may add a GUI element to an enhanced 
document to indicate the availability of a nested workflow . 
For example , an icon positioned next to an individual 
instruction step associated with a checklist item may indi 
cate the availability of a separate workflow that may need to 
be completed in order to complete a particular instruction 
step . The underlying data object for the checklist item and / or 
the icon indicting availability of a nested workflow may 
include metadata that controls the order in which operations 
must occur , such that in some instances , a nested workflow 
can be made mandatory . This would ensure that a service 
professional completes each nested workflow in a certain 
order , as the individual instruction steps of a top - level 
workflow are completed . 
[ 0065 ] FIGS . 13 and 14 are diagrams illustrating examples 
of user interfaces for a task management service that is part 
of a work management portal , such that the task manage 
ment service allows one to create , assign and communicate 
tasks to service professionals , according to some embodi 
ments of the present invention . As illustrated in FIG . 13 , the 
work management portal includes a user interface relating to 
the assignment of tasks 1302. Generally , only those tasks 
that have been approved , and thus have been designated with 
a particular status , will appear in the list of tasks available 
to assign to a service professional . After selecting one or 
more individual tasks , and then selecting the button with 
label , “ + Assign Task , " the end - user is presented with a 
dialog box 1304 prompting the end - user to provide a variety 
of information relating the task to be assigned . The infor 
mation includes a task name , a service professional or 
technician to whom the task is to be assigned , a start date , 
a due date , and a priority designation ( e.g. , low , medium , 
high ) . Additionally , the end - user specifies one or more 
workflows that are to be referenced and completed as part of 
the task . 
[ 0066 ] As illustrated in FIG . 14 , once a task has been 
formally defined by providing all of the relevant informa 
tion , the task can be officially assigned to the designated 
service professional by selecting an icon 1402 associated 
with the task and confirming that the task is to be commu 
nicated ( e.g. , “ pushed " ) to the assigned service professional . 
Once a task has been formally assigned to a service profes 
sional , the task management application will generate a 
notification with some or all information about the task and 
communicate the notification to the assigned service pro 
fessional . The notification may be communicated to the 
service professional via email , via a mobile application 
executing on a mobile computing device ( e.g. , a mobile 
phone or tablet computing device ) , and / or an application 
executing on a hands - free mobile computing device , such as 
a wearable computing device with a head - mounted display . 
In addition to communicating a notification to a device of the 
service professional , the task - specifically , any enhanced 
electronic document ( e.g. , as may be associated with any 
workflow referenced in the task ) —will also be communi 
cated to a task management application executing on a 

hands - free device of the service professional , allowing the 
end - user to recall the various workflows referenced within 
the task and then view and interact with the interactive 
workflows , and so forth . 
[ 0067 ] Certain embodiments are described herein as 
including a number of components , modules , or mecha 
nisms . Modules may constitute either of software modules 
( e.g. , code embodied on a machine - readable medium or 
machine - readable storage device ) or hardware modules . A 
“ hardware module ” is a tangible unit capable of performing 
certain operations and may be configured or arranged in a 
certain physical manner . In various example embodiments , 
one or more computer systems or devices ( e.g. , a standalone 
computer system , a client computer system , or a server 
computer system ) or one or more hardware modules of a 
computer system or device ( e.g. , a processor or a group of 
processors ) may be configured by software ( e.g. , an appli 
cation or application portion ) as a hardware module that 
operates to perform certain operations as described herein . 
[ 0068 ] In some embodiments , a hardware module may be 
implemented mechanically , electronically , or any suitable 
combination thereof . For example , a hardware module may 
include dedicated circuitry or logic that is permanently 
configured to perform certain operations . For example , a 
hardware module may be a special - purpose processor , such 
as a FPGA or an ASIC . A hardware module may also include 
programmable logic or circuitry that is temporarily config 
ured by software to perform certain operations . For example , 
a hardware module may include software executed by a 
general - purpose processor or other programmable proces 
sor . Once configured by such software , hardware modules 
become specific machines ( or specific components of a 
machine ) uniquely tailored to perform the configured func 
tions and are no longer general - purpose processors . It will be 
appreciated that the decision to implement a hardware 
module mechanically , in dedicated and permanently config 
ured circuitry , or in temporarily configured circuitry ( e.g. , 
configured by software ) may be driven by cost and time 
considerations . 
[ 0069 ] Accordingly , the phrase " hardware module ” should 
be understood to encompass a tangible entity , be that an 
entity that is physically constructed , permanently configured 
( e.g. , hardwired ) , or temporarily configured ( e.g. , pro 
grammed ) to operate in a certain manner or to perform 
certain operations described herein . As used herein , " hard 
ware - implemented module ” refers to a hardware module . 
Considering embodiments in which hardware modules are 
temporarily configured ( e.g. , programmed ) , each of the 
hardware modules need not be configured or instantiated at 
any one instance in time . For example , where a hardware 
module comprises a general - purpose processor configured 
by software to become a special - purpose processor , the 
general - purpose processor may be configured as respec 
tively different special - purpose processors ( e.g. , comprising 
different hardware modules ) at different times . Software 
accordingly configures a particular processor or processors , 
for example , to constitute a particular hardware module at 
one instance of time and to constitute a different hardware 
module at a different instance of time . 
[ 0070 ] Hardware modules can provide information to , and 
receive information from other hardware modules . Accord 
ingly , the described hardware modules may be regarded as 
being communicatively coupled . Where multiple hardware 
modules exist contemporaneously , communications may be 
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achieved through signal transmission ( e.g. , over appropriate 
circuits and buses ) between or among two or more of the 
hardware modules . In embodiments in which multiple hard 
ware modules are configured or instantiated at different 
times , communications between such hardware modules 
may be achieved , for example , through the storage and 
retrieval of information in memory structures to which the 
multiple hardware modules have access . For example , one 
hardware module may perform an operation and store the 
output of that operation in a memory device to which it is 
communicatively coupled . A further hardware module may 
then , at a later time , access the memory device to retrieve 
and process the stored output . Hardware modules may also 
initiate communications with input or output devices , and 
can operate on a resource ( e.g. , a collection of information ) . 
[ 0071 ] The various operations of example methods 
described herein may be performed , at least partially , by one 
or more processors that are temporarily configured ( e.g. , by 
software ) or permanently configured to perform the relevant 
operations . Whether temporarily or permanently configured , 
such processors may constitute processor - implemented 
modules that operate to perform one or more operations or 
functions described herein . As used herein , “ processor 
implemented module ” refers to a hardware module imple 
mented using one or more processors . 
[ 0072 ] Similarly , the methods described herein may be at 
least partially processor - implemented , with a particular pro 
cessor or processors being an example of hardware . For 
example , at least some of the operations of a method may be 
performed by one or more processors or processor - imple 
mented modules . Moreover , the one or more processors may 
also operate to support performance of the relevant opera 
tions in a “ cloud computing ” environment or as a “ software 
as a service ” ( SaaS ) . For example , at least some of the 
operations may be performed by a group of computers ( as a 
examples of machines including processors ) , with these 
operations being accessible via a network ( e.g. , the Internet ) 
and via one or more appropriate interfaces ( e.g. , an API ) . 
[ 0073 ] The performance of certain of the operations may 
be distributed among the processors , not only residing 
within a single machine , but deployed across a number of 
machines . In some example embodiments , the processors or 
processor - implemented modules may be located in a single 
geographic location ( e.g. , within a home environment , an 
office environment , or a server farm ) . In other example 
embodiments , the processors or processor - implemented 
modules may be distributed across a number of geographic 
locations . 

machine 1500 to execute the any one of the algorithms or 
methodologies described herein , particular those associated 
with the automated document processing engine and docu 
ment editor . Additionally , or alternatively , the instructions 
1516 may implement one or more of the devices or systems 
illustrated in one of FIG . 5 or 6 . 
[ 0075 ] The instructions 1516 transform the general , non 
programmed machine 1500 into a particular machine 1500 
programmed to carry out the described and illustrated func 
tions in the manner described . In alternative embodiments , 
the machine 1500 operates as a standalone device or may be 
coupled ( e.g. , networked ) to other machines . In a networked 
deployment , the machine 1500 may operate in the capacity 
of a server machine or a client machine in a server - client 
network environment , or as a peer machine in a peer - to - peer 
( or distributed ) network environment . The machine 1500 
may comprise , but not be limited to , a server computer , a 
client computer , a personal computer ( PC ) , a tablet com 
puter , a laptop computer , a netbook , a PDA , or any machine 
capable of executing the instructions 1516 , sequentially or 
otherwise , that specify actions to be taken by machine 1500 . 
Further , while only a single machine 1500 is illustrated , the 
term " machine ” shall also be taken to include a collection of 
machines 1500 that individually or jointly execute the 
instructions 1516 to perform any one or more of the meth 
odologies discussed herein . 
[ 0076 ] The machine 1500 may include processors 1510 , 
memory / storage 1530 , and 1/0 components 1550 , which 
may be configured to communicate with each other such as 
via a bus 1502. In an example embodiment , the processors 
1510 ( e.g. , a Central Processing Unit ( CPU ) , a Reduced 
Instruction Set Computing ( RISC ) processor , a Complex 
Instruction Set Computing ( CISC ) processor , a Graphics 
Processing Unit ( GPU ) , a Digital Signal Processor ( DSP ) , an 
ASIC , a Radio Frequency Integrated Circuit ( RFIC ) , 
another processor , or any suitable combination thereof ) may 
include , for example , processor 1512 and processor 1514 
that may execute the instructions 1516. The term “ proces 
sor ” is intended to include multi - core processor that may 
comprise two or more independent processors ( sometimes 
referred to as “ cores ” ) that may execute instructions 1516 
contemporaneously . Although FIG . 10 shows multiple pro 
cessors 1510 , the machine 1500 may include a single 
processor with a single core , a single processor with multiple 
cores ( e.g. , a multi - core processor ) , multiple processors with 
a single core , multiple processors with multiples cores , or 
any combination thereof . 
[ 0077 ] The memory / storage 1530 may include a memory 
1532 , such as a main memory , or other memory storage , and 
a storage unit 1536 , both accessible to the processors 1510 
such as via the bus 1502. The storage unit 1536 and memory 
1532 store the instructions 1516 embodying any one or more 
of the methodologies or functions described herein . The 
instructions 1516 may also reside , completely or partially , 
within the memory 1532 , within the storage unit 1536 , 
within at least one of the processors 1510 ( e.g. , within the 
processor's cache memory ) , or any suitable combination 
thereof , during execution thereof by the machine 1500 . 
Accordingly , the memory 1532 , the storage unit 1536 , and 
the memory of processors 1510 are examples of machine 
readable media . 
[ 0078 ] As used herein , " machine - readable medium ” 
includes a machine - readable storage device able to store 
instructions 1516 and data temporarily or permanently and 

Example Machine Architecture and Machine - Readable 
Medium 

a [ 0074 ] FIG . 15 is a block diagram illustrating components 
of a machine 1500 , according to some example embodi 
ments , able to read instructions from a machine - readable 
medium ( e.g. , a machine - readable storage medium or 
machine - readable storage device ) and perform any one or 
more of the methodologies discussed herein . Specifically , 
FIG . 15 shows a diagrammatic representation of the 
machine 1500 in the example form of a computer system or 
device , within which instructions 1516 ( e.g. , software , a 
program , an application , an applet , an app , or other execut 
able code ) for causing the machine 1500 to perform any one 
or more of the methodologies discussed herein may be 
executed . For example , the instructions 1516 may cause the 
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may include , but is not limited to , random - access memory 
( RAM ) , read - only memory ( ROM ) , buffer memory , flash 
memory , optical media , magnetic media , cache memory , 
other types of storage ( e.g. , Erasable Programmable Read 
Only Memory ( EEPROM ) ) and / or any suitable combination 
thereof . The term " machine - readable medium ” should be 
taken to include a single medium or multiple media ( e.g. , a 
centralized or distributed database , or associated caches and 
servers ) able to store instructions 1516. The term “ machine 
readable medium ” shall also be taken to include any 
medium , or combination of multiple media , that is capable 
of storing instructions ( e.g. , instructions 1516 ) for execution 
by a machine ( e.g. , machine 1500 ) , such that the instruc 
tions , when executed by one or more processors of the 
machine 1500 ( e.g. , processors 1510 ) , cause the machine 
1500 to perform any one or more of the methodologies 
described herein . Accordingly , " machine - readable 
medium ” refers to a single storage apparatus or device , as 
well as “ cloud - based ” storage systems or storage networks 
that include multiple storage apparatus or devices . The term 
“ machine - readable medium ” excludes signals per se . 
[ 0079 ] The input / output ( 1/0 ) components 1550 may 
include a wide variety of components to receive input , 
provide output , produce output , transmit information , 
exchange information , capture measurements , and so on . 
The specific I / O components 1550 that are included in a 
particular machine will depend on the type of machine . For 
example , portable machines such as mobile phones will 
likely include a touch input device or other such input 
mechanisms , while a headless server machine will likely not 
include such a touch input device . It will be appreciated that 
the I / O components 1550 may include many other compo 
nents that are not shown in FIG . 10. The I / O components 
1550 are grouped according to functionality merely for 
simplifying the following discussion and the grouping is in 
no way limiting . In various example embodiments , the I / O 
components 1550 may include output components 1552 and 
input components 1554. The output components 1552 may 
include visual components ( e.g. , a display such as a plasma 
display panel ( PDP ) , a light emitting diode ( LED ) display , a 
liquid crystal display ( LCD ) , a projector , or a cathode ray 
tube ( CRT ) ) , acoustic components ( e.g. , speakers ) , haptic 
components ( e.g. , a vibratory motor , resistance mecha 
nisms ) , other signal generators , and so forth . The input 
components 1554 may include alphanumeric input compo 
nents ( e.g. , a keyboard , a touch screen configured to receive 
alphanumeric input , a photo - optical keyboard , or other 
alphanumeric input components ) , point based input compo 
nents ( e.g. , a mouse , a touchpad , a trackball , a joystick , a 
motion sensor , or other pointing instrument ) , tactile input 
components ( e.g. , a physical button , a touch screen that 
provides location and / or force of touches or touch gestures , 
or other tactile input components ) , audio input components 
( e.g. , a microphone ) , and the like . 
[ 0080 ] In further example embodiments , the I / O compo 
nents 1550 may include biometric components 1556 , motion 
components 1558 , environmental components 1560 , or posi 
tion components 1562 among a wide array of other com 
ponents . For example , the biometric components 1556 may 
include components to detect expressions ( e.g. , hand expres 
sions , facial expressions , vocal expressions , body gestures , 
or eye tracking ) , measure biosignals ( e.g. , blood pressure , 
heart rate , body temperature , perspiration , or brain waves ) , 
identify a person ( e.g. , voice identification , retinal identifi 

cation , facial identification , fingerprint identification , or 
electroencephalogram based identification ) , and the like . 
The motion components 1558 may include acceleration 
sensor components ( e.g. , accelerometer ) , gravitation sensor 
components , rotation sensor components ( e.g. , gyroscope ) , 
and so forth . The environmental components 1560 may 
include , for example , illumination sensor components ( e.g. , 
photometer ) , temperature sensor components ( e.g. , one or 
more thermometer that detect ambient temperature ) , humid 
ity sensor components , pressure sensor components ( e.g. , 
barometer ) , acoustic sensor components ( e.g. , one or more 
microphones that detect background noise ) , proximity sen 
sor components ( e.g. , infrared sensors that detect nearby 
objects ) , gas sensors ( e.g. , gas detection sensors to detection 
concentrations of hazardous gases for safety or to measure 
pollutants in the atmosphere ) , or other components that may 
provide indications , measurements , or signals corresponding 
to a surrounding physical environment . The position com 
ponents 1562 may include location sensor components ( e.g. , 
a GPS receiver component ) , altitude sensor components 
( e.g. , altimeters or barometers that detect air pressure from 
which altitude may be derived ) , orientation sensor compo 
nents ( e.g. , magnetometers ) , and the like . 
[ 0081 ] Communication may be implemented using a wide 
variety of technologies . The I / O components 1550 may 
include communication components 1564 operable to 
couple the machine 1500 to a network 1580 or devices 1570 
via coupling 1582 and coupling 1572 , respectively . For 
example , the communication components 1564 may include 
a network interface component or other suitable device to 
interface with the network 1580. In further examples , com 
munication components 1564 may include wired commu 
nication components , wireless communication components , 
cellular communication components , Near Field Communi 
cation ( NFC ) components , Bluetooth® components ( e.g. , 
Bluetooth® Low Energy ) , Wi - Fi® components , and other 
communication components to provide communication via 
other modalities . The devices 1570 may be another machine 
or any of a wide variety of peripheral devices ( e.g. , a 
peripheral device coupled via a USB ) . 
[ 0082 ] Moreover , the communication components 1564 
may detect identifiers or include components operable to 
detect identifiers . For example , the communication compo 
nents 1564 may include Radio Frequency Identification 
( RFID ) tag reader components , NFC smart tag detection 
components , optical reader components ( e.g. , an optical 
sensor to detect one - dimensional bar codes such as Univer 
sal Product Code ( UPC ) bar code , multi - dimensional bar 
codes such as Quick Response ( QR ) code , Aztec code , Data 
Matrix , Dataglyph , MaxiCode , PDF416 , Ultra Code , UCC 
RSS - 2D bar code , and other optical codes ) , or acoustic 
detection components ( e.g. , microphones to identify tagged 
audio signals ) . In addition , a variety of information may be 
derived via the communication components 1564 , such as 
location via Internet Protocol ( LP ) geo - location , location via 
Wi - Fi® signal triangulation , location via detecting a NFC 
beacon signal that may indicate a particular location , and so 
forth . 

[ 0083 ] In various example embodiments , one or more 
portions of the network 1580 may be an ad hoc network , an 
intranet , an extranet , a VPN , a LAN , a WLAN , a WAN , a 
WWAN , a MAN , the Internet , a portion of the Internet , a 
portion of the PSTN , a plain old telephone service ( POTS ) 
network , a cellular telephone network , a wireless network , a 
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Wi - Fi® network , another type of network , or a combination 
of two or more such networks . For example , the network 
1580 or a portion of the network 1580 may include a 
wireless or cellular network and the coupling 1582 may be 
a Code Division Multiple Access ( CDMA ) connection , a 
Global System for Mobile communications ( GSM ) connec 
tion , or other type of cellular or wireless coupling . In this 
example , the coupling 1582 may implement any of a variety 
of types of data transfer technology , such as Single Carrier 
Radio Transmission Technology ( 1xRTT ) , Evolution - Data 
Optimized ( EVDO ) technology , General Packet Radio Ser 
vice ( GPRS ) technology , Enhanced Data rates for GSM 
Evolution ( EDGE ) technology , third Generation Partnership 
Project ( 3GPP ) including 3G , fourth generation wireless 
( 4G ) networks , Universal Mobile Telecommunications Sys 
tem ( UMTS ) , High Speed Packet Access ( HSPA ) , World 
wide Interoperability for Microwave Access ( WiMAX ) , 
Long Term Evolution ( LTE ) standard , others defined by 
various standard setting organizations , other long range 
protocols , or other data transfer technology . 
[ 0084 ] The instructions 1516 may be transmitted or 
received over the network 1580 using a transmission 
medium via a network interface device ( e.g. , a network 
interface component included in the communication com 
ponents 1564 ) and utilizing any one of a number of well 
known transfer protocols ( e.g. , hypertext transfer protocol 
( HTTP ) ) . Similarly , the instructions 1516 may be transmit 
ted or received using a transmission medium via the cou 
pling 1572 ( e.g. , a peer - to - peer coupling ) to devices 1570 . 
The term " transmission medium ” shall be taken to include 
any intangible medium that is capable of storing , encoding , 
or carrying instructions 1516 for execution by the machine 
1500 , and includes digital or analog communications signals 
or other intangible medium to facilitate communication of 
such software . 
[ 0085 ] Throughout this specification , plural instances may 
implement components , operations , or structures described 
as a single instance . Although individual operations of one 
or more methods are illustrated and described as separate 
operations , one or more of the individual operations may be 
performed concurrently , and nothing requires that the opera 
tions be performed in the order illustrated . Structures and 
functionality presented as separate components in example 
configurations may be implemented as a combined structure 
or component . Similarly , structures and functionality pre 
sented as a single component may be implemented as 
separate components . These and other variations , modifica 
tions , additions , and improvements fall within the scope of 
the subject matter herein . 
[ 0086 ] Although an overview of the inventive subject 
matter has been described with reference to specific example 
embodiments , various modifications and changes may be 
made to these embodiments without departing from the 
broader scope of embodiments of the present disclosure . 
Such embodiments of the inventive subject matter may be 
referred to herein , individually or collectively , by the term 
“ invention ” merely for convenience and without intending 
to voluntarily limit the scope of this application to any single 
disclosure , embodiment , or inventive concept if more than 
one is , in fact , disclosed . 
[ 0087 ] The embodiments illustrated herein are described 
in sufficient detail to enable those skilled in the art to 
practice the teachings disclosed . Other embodiments may be 
used and derived therefrom , such that structural and logical 

substitutions and changes may be made without departing 
from the scope of this disclosure . The Detailed Description , 
therefore , is not to be taken in a limiting sense , and the scope 
of various embodiments is defined only by the appended 
claims , along with the full range of equivalents to which 
such claims are entitled . 
We claim : 
1. A computer - implemented method comprising : 
receiving at a document management service of a server 

computer an electronic document to be enhanced with 
an interactive workflow comprising , in part , individual 
graphical user interface elements representing checklist 
items that correspond with individual instruction steps 
set forth within the content of the electronic document ; 

with a document processing engine executing at the server 
computer , processing content of the electronic docu 
ment in accordance with a set of rules specified in one 
document processing template of a plurality of docu 
ment processing templates to identify a plurality of 
individual content items within the electronic docu 
ment , each document processing template having rules 
for use by the document processing engine for recog 
nizing one or more patterns in content of an electronic 
document in order to identify individual content items 
representing individual instruction steps set forth 
within the content of the electronic document ; 

generating a file to include a plurality of data objects 
formatted in JavaScript Object Notation ( JSON ) for 
each of the individual content items identified in the 
electronic document , wherein each data object includes 
information indicating a position within the electronic 
document at which an interactive checklist item is to be 
presented when the content of the electronic document 
is presented by a document viewing application execut 
ing at a wearable computing device with a head 
mounted display , the interactive checklist item capable 
of being marked as completed via an audible command 
detected by a sound sensor of the wearable computing 
device ; 

embedding the file within the electronic document to 
create an enhanced electronic document ; and 

storing the enhanced electronic document in a document 
library accessible to the server computer . 

2. The computer - implemented method of claim 1 , 
wherein the one document processing template is selected 
for use in processing the electronic document based on 
end - user input from an end - user of the document processing 
service . 

3. The computer - implemented method of claim 1 , further 
comprising : 

subsequent to storing the enhanced electronic document 
in a document library accessible to the server computer , 
receiving a request to edit the enhanced electronic 
document in a document editing application executing 
at a server computer associated with the document 
management service ; and 

presenting the content of the electronic document in a user 
interface of the document editing application with each 
individual content item that was previously identified 
by the document processing engine denoted by a semi 
transparent bounding rectangle enclosing the individual 
content item . 

4. The computer - implemented method of claim 3 , 
wherein , upon detecting selection of an individual content 
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item that was previously identified by the document pro 
cessing engine via the user interface of the document editing 
application , presenting a dialog box that allows the end - user 
to edit the data object associated with the selected individual 
content item by adding information to the data object that , 
when processed by the document viewing application , will 
cause the document viewing application to render one or 
more interactive GUI elements when the enhanced elec 
tronic document is presented by the document viewing 
application . 

5. The computer - implemented method of claim 3 , 
wherein , upon detecting selection of an individual content 
item that was previously identified by the document pro 
cessing engine via the user interface of the document editing 
application , presenting a dialog box that allows the end - user 
to edit the data object associated with the selected individual 
content item by adding information to the data object which , 
when processed by the document viewing application , will 
cause the document viewing application to present a GUI 
element indicating a requirement to capture a photograph or 
video clip via the wearable computing device with the 
head - mounted display in order to complete an instruction 
step described by the selected content item . 

6. The computer - implemented method of claim 3 , 
wherein , upon detecting selection of an individual content 
item that was previously identified by the document pro 
cessing engine via the user interface of the document editing 
application , presenting a dialog box that allows the end - user 
to edit the data object associated with the selected individual 
content item by adding information to the data object which , 
when processed by the document viewing application , will 
cause the document viewing application to present a GUI 
element indicating an option to capture an audio clip via a 
sound sensor of the wearable computing device with the 
head - mounted display in order to record an observation 
associated with performance of the instruction step 
described by the selected content item . 

7. The computer - implemented method of claim 3 , 
wherein , upon detecting selection of an individual content 
item that was previously identified by the document pro 
cessing engine via the user interface of the document editing 
application , presenting a dialog box that allows the end - user 
to edit the data object associated with the selected individual 
content item by adding information to the data object which , 
when processed by the document viewing application , will 
cause the document viewing application to present a GUI 
element indicating availability of an additional resource 
providing information about the instruction step described 
by the selected content item , the additional resource being 
one of : a figure , a photograph , a video clip , or a document . 

8. A system comprising : 
at least one processor for executing instructions , and a 
memory device storing instructions thereon which , 
when executed by the processor , cause the system to : 

receivie at a document management service an electronic 
document to be enhanced with an interactive workflow 
comprising , in part , individual graphical user interface 
elements representing checklist items that correspond 
with individual instruction steps set forth within the 
content of the electronic document ; 

process content of the electronic document in accordance 
with a set of rules specified in a document processing 
template of a plurality of document processing tem 
plates to identify a plurality of individual content items 

within the electronic document , each document pro 
cessing template having rules for use by the document 
processing engine for recognizing one or more patterns 
in content of an electronic document in order to identify 
individual content items representing individual 
instruction steps set forth within the content of the 
electronic document ; 

generate a file to include a plurality of data objects 
formatted in JavaScript Object Notation ( JSON ) for 
each of the individual content items identified in the 
electronic document , wherein each data object includes 
information indicating a position within the electronic 
document at which an interactive checklist item is to be 
presented when the content of the electronic document 
is presented by a document viewing application execut 
ing at a wearable computing device with a head 
mounted display , the interactive checklist item capable 
of being marked as completed via an audible command 
detected by a sound sensor of the wearable computing 
device ; 

embed the file within the electronic document to create an 
enhanced electronic document ; and 

store the enhanced electronic document in a document 
library . 

9. The system of claim 8 , wherein the document process 
ing template is selected for use in processing the electronic 
document based on end - user input from an end - user of the 
document processing service . 

10. The system of claim 8 , comprising additional instruc 
tions which , when executed by the at least one processor , 
cause the system to : 

receive a request to edit the enhanced electronic document 
in a document editing application associated with the 
document management service ; and 

present the content of the electronic document in a user 
interface of the document editing application with each 
individual content item that was previously identified 
by the document processing engine denoted by a semi 
transparent bounding rectangle enclosing the individual 
content item . 

11. The system of claim 10 , comprising additional instruc 
tions which , when executed by the at least one processor , 
cause the system to : 

detect selection of an individual content item that was 
previously identified by the document processing 
engine via the user interface of the document editing 
application ; and 

present a dialog box that allows the end - user to edit the 
data object associated with the selected individual 
content item by adding information to the data object 
that , when processed by the document viewing appli 
cation , will cause the document viewing application to 
render one or more interactive GUI elements when the 
enhanced electronic document is presented by the 
document viewing application . 

12. The system of claim 10 , comprising additional 
instructions which , when executed by the at least one 
processor , cause the system to : 

detect selection of an individual content item that was 
previously identified by the document processing 
engine via the user interface of the document editing 
application , and 

present a dialog box that allows the end - user to edit the 
data object associated with the selected individual 
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content item by adding information to the data object 
which , when processed by the document viewing appli 
cation , will cause the document viewing application to 
present a GUI element indicating a requirement to 
capture a photograph or video clip via the wearable 
computing device with the head - mounted display in 
order to complete an instruction step described by the 
selected content item . 

13. The system of claim 10 , comprising additional 
instructions which , when executed by the at least one 
processor , cause the system to : 

detect selection of an individual content item that was 
previously identified by the document processing 
engine via the user interface of the document editing 
application ; and 

present a dialog box that allows the end - user to edit the 
data object associated with the selected individual 
content item by adding information to the data object 
which , when processed by the document viewing appli 
cation , will cause the document viewing application to 
present a GUI element indicating an option to capture 
an audio clip via a sound sensor of the wearable 
computing device with the head - mounted display in 
order to record an observation associated with perfor 
mance of the instruction step described by the selected 
content item . 

14. The system of claim 10 , comprising additional 
instructions which , when executed by the at least one 
processor , cause the system to : 

detect selection of an individual content item that was 
previously identified by the document processing 
engine via the user interface of the document editing 
application ; and 

present a dialog box that allows the end - user to edit the 
data object associated with the selected individual 
content item by adding information to the data object 
which , when processed by the document viewing appli 
cation , will cause the document viewing application to 
present a GUI element indicating availability of an 
additional resource providing information about the 
instruction step described by the selected content item , 
the additional resource being one of : a figure , a pho 
tograph , a video clip , or a document . 

15. A computer - implemented method comprising : 
receiving at a document management service of a server 

computer an electronic document to be enhanced with 
an interactive workflow comprising , in part , individual 
graphical user interface elements that correspond with 
a plurality of individual content items included within 
the content of the electronic document ; 

with a document processing engine executing at the server 
computer , processing the content of the electronic 
document to identify the plurality of individual content 
items within the electronic document ; 

generating a file to include a plurality of data objects 
formatted in JavaScript Object Notation ( JSON ) for 
each of the individual content items identified in the 
electronic document , wherein each data object includes 
information indicating a position within the electronic 
document at which a GUI element is to be presented 
when the content of the electronic document is dis 
played by a document viewing application executing on 
a wearable computing device with a head - mounted 
display ; 

embedding the file within the electronic document to 
create an enhanced electronic document ; and 

storing the enhanced electronic document in a document 
library accessible to the server computer . 

16. The computer - implemented method of claim 15 , 
wherein the electronic document represents an inspection 
report with a plurality of input fields at which an inspector 
is to record an observation ; 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each input field of the plurality of input fields ; and 

each data object includes information indicating the posi 
tion , proximate an individual input field of the plurality 
of input fields , at which a GUI element is to be 
presented , the GUI element indicating a data entry 
option for the input field enabling capture of an audio 
clip by an inspector via a sound sensor of the wearable 
computing device in order to capture and record infor 
mation for the input field . 

17. The computer - implemented method of claim 15 , 
wherein the electronic document represents an inspection 
report with a plurality of input fields at which an inspector 
is to record an observation ; 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each input field of the plurality of input fields ; and 

each data object includes information indicating the posi 
tion , proximate an individual input field of the plurality 
of input fields , at which a GUI element is to be 
presented , the GUI element indicating a data entry 
option for the input field enabling capture of text via a 
speech - to - text function via the wearable computing 
device in order to capture and record information for 
the input field . 

18. The computer - implemented method of claim 15 , 
wherein the electronic document includes content describing 
a series of individual instruction steps for performing a task ; 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each individual instruction step for performing the task ; 
and 

each data object includes information indicating the posi 
tion , proximate an individual instruction step , at which 
a GUI element is to be presented , the GUI element 
being an interactive checklist item capable of being 
marked as completed via an audible command detected 
by a sound sensor of the wearable computing device . 

19. A system comprising : 
at least one processor for executing instructions ; and 
a memory device storing instructions thereon which , 
when executed by the processor , cause the system to : 

receive at a document management service an electronic 
document to be enhanced with an interactive workflow 
comprising , in part , individual graphical user interface 
elements that correspond with a plurality of individual 
content items included within the content of the elec 
tronic document ; 

process the content of the electronic document to identify 
the plurality of individual content items within the 
electronic document ; 
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generate a file to include a plurality of data objects 
formatted in JavaScript Object Notation ( JSON ) for 
each of the individual content items identified in the 
electronic document , wherein each data object includes 
information indicating a position within the electronic 
document at which a GUI element is to be presented 
when the content of the electronic document is dis 
played by a document viewing application executing on 
a wearable computing device with a head - mounted 
display ; 

embed the file within the electronic document to create an 
enhanced electronic document ; and 

store the enhanced electronic document in a document 
library . 

20. The system of claim 19 , wherein the electronic 
document represents an inspection report with a plurality of 
input fields at which an inspector is to record an observation ; 
and 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each input field of the plurality of input fields ; and 

each data object includes information indicating the posi 
tion , proximate an individual input field of the plurality 
of input fields , at which a GUI element is to be 
presented , the GUI element indicating a data entry 
option for the input field enabling capture of an audio 
clip by an inspector via a sound sensor of the wearable 
computing device in order to capture and record infor 
mation for the input field . 

21. The system of claim 19 , wherein the electronic 
document represents an inspection report with a plurality of 
input fields at which an inspector is to record an observation ; 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each input field of the plurality of input fields ; and 

each data object includes information indicating the posi 
tion , proximate an individual input field of the plurality 
of input fields , at which a GUI element is to be 
presented , the GUI element indicating a data entry 
option for the input field enabling capture of text via a 
speech - to - text function via the wearable computing 
device in order to capture and record information for 
the input field . 

22. The system of claim 19 , wherein the electronic 
document includes content describing a series of individual 
instruction steps for performing a task ; 

processing the content of the electronic document to 
identify the plurality of individual content items 
includes processing the electronic document to identify 
each individual instruction step for performing the task ; 
and 

each data object includes information indicating the posi 
tion , proximate an individual instruction step , at which 
a GUI element is to be presented , the GUI element 
being an interactive checklist item capable of being 
marked as completed via an audible command detected 
by a sound sensor of the wearable computing device . 

* * 


