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AUTONOMOUS REASONING AND 
EXPERIMENTATION AGENT FOR 

MOLECULAR DISCOVERY 

CROSS REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] The present application claims priority from the 
following U.S. Provisional Patent Application , which is 
hereby incorporated by reference herein in its entirety for all 
purposes : U.S. Provisional Patent Application Ser . No. 
62 / 791,176 , filed Jan. 11 , 2019 and entitled “ AN AUTONO 
MOUS REASONING AND EXPERIMENTATION 
AGENT FOR MOLECULAR DISCOVERY ” ( Attorney 
Docket No. 502625 ( G30.310P ) ) . 

BACKGROUND 

[ 0002 ] A chemist may apply traditional combinatorial / 
high - throughput approaches to molecular discovery , which 
may require an exhaustive sampling of chemical space for 
success . There may be two main obstacles to discovering 
electrolytes , and small molecules in general : 1. high - dimen 
sional search in structure - property mappings ( i.e. , chemical 
space ) and 2. a testing bottleneck . 
[ 0003 ] It would be desirable to provide systems and meth 
ods to improve the molecular discovery process . 

SUMMARY 
[ 0004 ] According to some embodiments , a system 
includes a Hypothesis Generation Engine ( HGE ) to receive 
one or more property target values for a material ; a memory 
for storing program instructions ; an HGE processor , coupled 
to the memory , and in communication with the HGE , and 
operative to execute program instructions to : receive the one 
or more property target values for the material ; analyze the 
one or more property target values as compared to one or 
more known values in a knowledge base ; generate , based on 
the analysis , an initial set of hypothetical structures , wherein 
each hypothetical structure includes at least one property 
target value ; execute a likelihood model for ach candidate 
material to generate a likelihood probability for each hypo 
thetical structure , wherein the likelihood probability is a 
measure of the likelihood that the hypothetical structure will 
have the target property value ; convert each hypothetical 
structure into a natural language representation , execute an 
abduction kernel on the natural language representation with 
the at least one likelihood probability , to output at least one 
proposed structure that satisfies a likelihood threshold for 
having the property target value ; and receive the output of 
the executed abduction kernel at a testing module to deter 
mine whether the output satisfies the property target values . 
[ 0005 ] According to some embodiments a computer 
implemented method includes receiving one or more prop 
erty target values for a material ; analyzing the one or more 
property target values as compared to one or more known 
values in a knowledge base ; generating , based on the analy 
sis , an initial set of hypothetical structures , wherein each 
hypothetical structure includes at least one property target 
value ; executing a likelihood model for each candidate 
material to generate a likelihood probability for each hypo 
thetical structure , wherein the likelihood probability is a 
measure of the likelihood that the hypothetical structure will 
have the target property value ; convert each hypothetical 
structure into a natural language representation , executing 

an abduction kernel on the natural language representation 
with the at least one likelihood probability , to output at least 
proposed structure that satisfies a likelihood threshold for 
having the property target value ; and receiving the output of 
the executed abduction kernel at a testing module to deter 
mine whether the output satisfies the property target values . 
[ 0006 ] According to some embodiments a non - transient , 
computer - readable medium stores instructions to be 
executed by a processor to perform a method including : 
receiving one or more property target values for a material ; 
analyzing the one or more property target values as com 
pared to one or more known values in a knowledge base ; 
generating , based on the analysis , an initial set of hypotheti 
cal structures , wherein each hypothetical structure includes 
at least one property target value ; executing a likelihood 
model for each candidate material to generate a likelihood 
probability for each hypothetical structure , wherein the 
likelihood probability is a measure of the likelihood that the 
hypothetical structure will have the target property value ; 
convert each hypothetical structure into a natural language 
representation , executing an abduction kernel on the natural 
language representation with the at least one likelihood 
probability , to output at least proposed structure that satisfies 
a likelihood threshold for having the property target value ; 
and receiving the output of the executed abduction kernel at 
a testing module to determine whether the output satisfies 
the property target values . 
[ 0007 ] Some technical effects of some embodiments dis 
closed herein are improved computerized systems and com 
puterized methods to automatically discover electrolytes and 
small molecules . One or more embodiments provide a 
hypothesis generation engine ( HGE ) that will yield a suit 
able amount ( e.g. , one gram ) of novel and unknown small 
molecules that meet the property requirements for a given 
application by iteratively reasoning over chemical structures 
to generate and test novel molecular hypothesis . The HGE 
may yield molecules with desired physical properties with 
up to , as a non - exhaustive example , 10 % fewer calculations 
and synthetic targets than possible with conventional meth 
ods . One or more embodiments provide for overcoming the 
high dimensional search obstacle through an abductive 
reasoning approach . Structural hypothesis testing may be 
debottlenecked by deploying , in one or more embodiments , 
three automated testing capabilities in parallel : a literature 
search and extraction method based on semi - supervised 
natural language processing techniques , a computational 
search method that includes the development and then 
routine calculation of actionable descriptors , and a physical 
molecular synthesis and characterization platform to obtain 
structure - property observations where necessary . As a result , 
the HGE may , in a directed fashion , rapidly hone in on the 
regions of chemical space that provide the highest likelihood 
of success ( e.g. , molecules that meet the property require 
ments for a given application ) in one or more embodiments . 
[ 0008 ] One or more embodiments provide for combining 
a reasoning engine with a likelihood model to result in a 
given chemical structure that has a desired property . 
Embodiments may or may not necessarily predicting the 
property itself . It is noted that the goal of one or more 
embodiments is to select a testable hypothesis , and not 
necessarily find the molecules . One or more embodiments 
may try to find a collection of structures that are testable 
having the likelihood of having the asserted properties . 
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[ 0009 ] One or more embodiments provide for using rein 
forcement learning for generating structures along physical 
property vectors . One or more embodiments may create a 
vector in which the property is most likely to range and then 
use re - enforcement learning , or other suitable processes , to 
follow that vector and generate a structure that is likely to 
increase or decrease the property along that vector . The 
reinforcement learning may modify a given structure to get 
it closer to having the target properties . 
[ 0010 ] With this and other advantages and features that 
will become hereinafter apparent , a more complete under 
standing of the nature of the invention can be obtained by 
referring to the following detailed description and to the 
drawings appended hereto . 
[ 0011 ] Other embodiments are associated with systems 
and / or computer - readable medium storing instructions to 
perform any of the methods described herein . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0012 ] FIG . 1 is a block a diagram of a process according 
to some embodiments . 
[ 0013 ] FIGS . 2A - C are block diagrams of a process 
according to some embodiments . 
[ 0014 ] FIG . 3 is a method according to some embodi 
ments . 
[ 0015 ] FIG . 4 is a block diagram of a process according to 
some embodiments 
[ 0016 ] FIG . 5 is a block diagram of a process according to 
some embodiments . 
[ 0017 ] FIG . 6 is a non - exhaustive likelihood example 
according to some embodiments . 
[ 0018 ] FIG . 7 is a non - exhaustive example including an 
action selection model according to some embodiments . 
[ 0019 ] FIG . 8 is block diagram of several processes 
according to some embodiments . 
[ 0020 ] FIG.9 is a block diagram of a system according to 
some embodiments 
[ 0021 ] FIG . 10 is a block diagram of a development 
platform according to some embodiments . 

fabrication , and manufacture for those of ordinary skill 
having the benefit of this disclosure . 
[ 0024 ] Research in automated molecular discovery has 
focused on ever increasing capabilities to compute and 
synthesize compounds at large scales with millions of com 
pounds calculated and thousands of compounds synthesized . 
However , this is computationally expensive and time con 
suming as it simply generates many compounds in a large 
response surface , without searching for a particular com 
pound . Then a user has to sift through the generated com 
pounds to find the compound ( s ) that best meets the needs of 
the user . As used herein , the terms “ user ” and “ chemist " may 
be used interchangeably . Another conventional approach is 
for a chemist to determine , prior to the computation of 
compounds , a particular response space that is constrained 
in order to make the space tractable such that enough 
compounds can be made to understand how the physical 
property maps to structure ( e.g. , property - structure mapping , 
quantitative - structure - property - mapping ) ; and then for the 
chemist to manually synthesize compounds by experimen 
tation and optimize the resulting result surface , using a 
qualitative structural mapping . It is noted that a chemist has 
never simultaneously considered thousands of structures for 
compounds ( " structures " ) in solving a molecular discovery 
problem . Additionally , the chemist approach is very resource 
( time , finances , etc. ) intensive and does not use anything 
other than brute force statistical mapping . It is further noted 
that generally suggesting novel structures may not be too 
difficult given some atoms , a maximum character length a 
SMILES string generator and no constraints on plausibility , 
as in conventional processes . A conventional generator , 
however , requires constraints such as stability or plausibility 
to prevent the generation of useless noise . However , even 
with some constraints , the number of proposed structures 
that require computation can still approach 10 ' entities . 
[ 0025 ] To resolve these problems , one or more embodi 
ments provide for the emulation of a chemist's approach to 
molecular discovery but in an automated , dynamic , compu 
tational manner , so that the process can be scaled to consider 
more possible compound structures than is typically possible 
for the chemist . One or more embodiments provide for a 
HGE that iteratively reasons over chemical structures guided 
by chemo - physical properties that translate to performance . 
Conventionally , structural reasoning is how a chemist cre 
ates maximum structural diversity relevant to a desired 
outcome and reduces the high - dimensional problem of 
chemical space to a manageable size along a performance 
target vector . Using probabilistic abductive reasoning 
coupled to generalized likelihood models for chemical prop 
erties , one or more embodiments combine the generative 
aspects of abductive reasoning with the high - dimensional 
learning aspects of deep learning models to emulate a 
structure - property reasoning process of a chemist in an 
automated computational manner . One or more embodi 
ments may use an action space selection process inspired by 
reinforcement learning systems that will constrain structure 
modifications to those that move a structure in a desired 
direction ( e.g. , towards a structure that has the desired 
physical property ) along a coarse estimate of a property 
gradient . This may be conceptually similar to a user manu 
ally reasoning through structure modifications using linear 
free energy relationships , and unlike conventional compu 
tational methods , which do not progress in a directed way 
( e.g. , the conventional computational methods simply scan 

DETAILED DESCRIPTION 

[ 0022 ] In the following detailed description , numerous 
specific details are set forth in order to provide a thorough 
understanding of embodiments . However , it will be under 
stood by those of ordinary skill in the art that the embodi 
ments may be practiced without these specific details . In 
other instances , well - known methods , procedures , compo 
nents and circuits have not been described in detail so as not 
to obscure the embodiments . 
[ 0023 ] One or more specific embodiments of the present 
invention will be described below . In an effort to provide a 
concise description of these embodiments , all features of an 
actual implementation may not be described in the specifi 
cation . It should be appreciated that in the development of 
any such actual implementation , as in any engineering or 
design project , numerous implementation - specific decisions 
may be made to achieve the developers ' specific goals , such 
as compliance with system - related and business - related con 
straints , which may vary from one implementation to 
another . Moreover , it should be appreciated that such a 
development effort might be complex and time consuming , 
but would nevertheless be a routine undertaking of design , 
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as much chemical space as possible using super computers 
to create a massive calculation space including random 
structures ) . One or more embodiments provide for a directed 
action space that just includes those structures having a high 
likelihood of success at meeting the physical property target 
values of the chemist / user . 
[ 0026 ] It is noted that one or more embodiments may 
provide for the acceleration of materials discovery and 
automation of self - motivated learning agents acting over 
high throughput chemical modeling , synthesis and charac 
terization systems . 
[ 0027 ] An HGE ( e.g. , an abductive reasoning engine + cu 
riosity function ) may be an efficiently , self - motivated learn 
ing agent for chemical structure information . The HGE may 
optimally direct computational exploration via high 
throughput modeling . The HGE may optimally direct auto 
mated synthesis and characterization systems to create new 
materials . Modeling , synthesis and characterization may 
automated for solid state crystalline materials , or other 
suitable materials . 
[ 0028 ] In one or more embodiments , the HGE may be an 
autonomous assistant for the user that will reason over 
chemical structure to yield desired physical properties with 
out explicit programming of a reasoning engine . For 
example , if the HGE spoke , it may say “ Given what you 
have asserted and what I know about the application you 
have asserted , I can deduce a certain set of molecules that are 
already known from a knowledge base . ” If one of the 
molecules satisfies all of the properties , that may be con 
sidered a “ search ” ( e.g. , the HGE successfully searched the 
knowledge base and found something that exists . ” However , 
if the known set of molecules from the knowledge base does 
not cover all of the properties ( e.g. , maybe 3 or 4 molecules 
are needed to cover all the properties , ) then this is a partial 
set coverage of the property set . Then this subset of mol 
ecules form the inputs for the reinforcement learning aspect 
of the HGE to vary the structure and understand how close 
you can get to the target property values with the least 
amount of molecules . 
[ 0029 ] In one or more embodiments , the HGE may receive 
one or more target property values for a target structure , and 
compare these target properties to one or more knowledge 
sources storing structures and properties associated there 
with . The HGE may then receive at least one structure from 
the knowledge source that has one of the target property 
values . For example , if the structure needs a boiling point of 
110 degrees Celsius , a molar solubility greater than 10 
mol / dm3 and a UV absorbance 400 nanometers , the HGE 
may analyze the structures and associated properties in the 
knowledge source and retrieve , for each target property 
value all of the structures with property values near the given 
target property value . Continuing with the example , the 
HGE retrieves all structures with a boiling point near 110 
degrees Celsius , retrieves all structures with a molar solu 
bility greater than 10 mol / dm3 and retrieves all structures 
with a UV absorbance near 400 nanometers . Then the HGE 
may determine , for each of these structures , how likely it is 
that the given structure also has any of the other target 
property values associated therewith . In one or more 
embodiments , the HGE may then optimize the structures by 
taking the fewest structures with the highest likelihood of 
representing all of the target property values . Continuing 
with the example , the initial results had ten structures with 
boiling points near 110 degrees Celsius , eight structures with 

a molar solubility greater than 10 mol / dm3 and seven struc 
tures with UV absorbance near 400 nanometers . Of these 25 
results , three structures have the highest likelihood prob 
ability of having the target boiling point and molar solubility 
and two structures have the highest likelihood probability of 
having the target boiling point and UV absorbance . As such , 
the optimized structure set includes five structures . The HGE 
may then generates novel structures ( e.g. , structures other 
than the five structures provided here ) , to further reduce the 
optimized structure set , as described further below . It is 
noted that , in one or more embodiments , regarding the 
generation of novel structures , abductive reasoning tech 
niques can be applied to chemical structures expressed as a 
natural language . The final set of optimized structures may 
then be tested by a testing module to determine whether they 
satisfy the target property values . When the set of optimized 
structures satisfies the target property values , the set of 
optimized structures is output from the testing module and 
may be returned to the user , otherwise the process may 
return to the HGE for the generation of more structures to 
test . It is further noted that the testing and generation of 
structures may be an iterative process whereby the final set 
of optimized structures is tested to provide feedback to the 
system so that a new set of structures may be generated for 
evaluation , to ultimately result in structures with the highest 
likelihood of having the desired properties . The iterative 
aspect may a continuous learning system whereby novel 
structures may be extrapolations outside of the initial set of 
data . 
[ 0030 ] The system may include automated tools to resolve 
the target property values ( “ hypothetical assertions ” ) in 
three forms : an agent to test assertions against literature 
reported properties , an automated computational platform to 
test assertions against computed properties , and an auto 
mated synthesis and characterization platform to test asser 
tions against measured properties . The system may itera 
tively cycle through the reasoning workflow to generate 
hypothetical structures , test the property outcomes , and 
update the underlying models for generating new structures . 
In this way , the system will be an actively learning system 
that yields relevant information at scale . 
[ 0031 ] It is noted that in the classical sense , abductive 
reasoning is the process a medical doctor uses to arrive at a 
diagnosis given a collection of symptoms . The best diagno 
sis is the hypothesis that most likely explains all of the 
symptoms in the set . One or more embodiments provide for 
complementing high - throughput screening methods with 
abductive reasoning methods to enable extrapolation in 
chemical space . One or more embodiments provide for the 
formulation of the molecular structure as the “ diagnosis , ” 
the properties as the “ symptoms ” and then a Simplified 
Molecular Input Line Entry System ( SMILES ) may be used 
as the natural language in an abductive reasoning solver , 
including but not limited to LISP . The abduction may allow 
the system to extrapolate to likely molecular structures that 
explain most of the symptoms more quickly than optimally 
applying computational screening techniques . 
[ 0032 ] Turning to FIGS . 1-9 , a system 900 ( FIG . 9 ) and 
diagrams of examples of operation according to some 
embodiments are provided . In particular , FIG . 3 provides a 
flow diagram of a process 300 , according to some embodi 
ments . Process 300 , and any other process described herein , 
may be performed using any suitable combination of hard 
ware ( e.g. , circuit ( s ) ) , software or manual means . For 
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example , a computer - readable storage medium may store 
thereon instructions that when executed by a machine result 
in performance according to any of the embodiments 
described herein . In one or more embodiments , the system 
900 is conditioned to perform the process 300 such that the 
system is a special - purpose element configured to perform 
operations not performable by a general - purpose computer 
or device . Software embodying these processes may be 
stored by any non - transitory tangible medium including a 
fixed disk , a floppy disk , a CD , a DVD , a Flash drive , or a 
magnetic tape . Examples of these processes will be 
described below with respect to embodiments of the system , 
but embodiments are not limited thereto . The flow charts 
described herein do not imply a fixed order to the steps , and 
embodiments of the present invention may be practiced in 
any order that is practicable . 
[ 0033 ] A block diagram of an overview of a process 100 
according to some embodiments is provided in FIG . 1. FIG . 
1 shows how a user ( not shown ) ( e.g. , chemist ) may use the 
HGE 212 to aid in discovering , as a non - exhaustive 
example , a new electrolyte for next generation lithium ion 
batteries . With the HGE 212 as an assistant , the user may 
focus on analyzing the lithium ion battery system and 
identifying the key areas where a chemical solution may 
have an impact , in this case the electrolyte . Once the user has 
reduced the problem to a set of target physical properties 
( observation set 106 ) for an application of the battery , the 
user may execute the HGE 212 to discover at least one 
molecule that meets the requirement . In one or more 
embodiments , the molecule may have an atomic mass in the 
range of 1 to 500 amu ; in the range of 1 to 5000 amu ; and 
in the range of 1 to 5000 amu . The HGE 212 may propose 
molecular structures as hypotheses ( hypothesis set 108 ) that 
satisfy the properties asserted by the user ( e.g. , observation 
set 106 ) . As described below , these proposed molecular 
structures may include known molecules with some of the 
asserted properties , such that each of the asserted properties 
is represented by at least one hypothesis . The hypothesis set 
108 may be received by a structure generation model that 
may reduce the number of proposed molecules by at least 
one of : 1. determining whether any of the proposed molecu 
lar structures account for more than one of the asserted 
properties , and 2. generating new molecular structures . The 
output of the structure generation model may be a new 
molecular structure hypothesis set 112. Then , tests 114 ( e.g. , 
via chemist , literature , world models , robot chemists ) may 
be executed with the new molecular structure hypothesis set 
112 , where the tests return actual observed properties . By 
iterating through a hypothesis / test loop ( e.g. , process 100 ) , 
the HGE 212 scans chemical space and returns synthesized 
compounds and lists of potential target compounds that 
satisfy the asserted properties . As used herein , the terms 
" asserted property values ” and “ property target values ” may 
be used interchangeably . 
[ 0034 ] FIGS . 2A - 2C provide an epistemology of the 
molecular discovery reasoning workflow 200 according to 
one or more embodiments . The workflow 200 maps from a 
given property value assertion 402 ( FIG . 4 ) through a set of 
conditional hypotheses and hypothesis tests that lead to the 
conclusion : a performant ( “ target ” ) molecule 201. In one or 
more embodiments , there are at least four conditional 
hypotheses that arise in the targeted molecular discovery 
process . The first is the general hypothesis that the perfor 
mance of a given molecule ( “ system ” ) is governed by the 

chemo - physical properties of a system element . This may be 
referred to as the molecular performance hypothesis 202 . 
Note in FIG . 2A that the molecular performance hypothesis 
is not tested ; rather it is the property value assertion 402 
asserted by the user . The second conditional hypothesis is 
that a particular subset of properties out of all possible 
chemo - physical properties of the system element are the 
governing properties . This may be referred to as the perfor 
mance property hypothesis 204. The third conditional 
hypothesis is that a set of target values , or value ranges , for 
the governing properties will yield desirable performance . 
This may be referred to as the property value hypothesis 
206. The fourth conditional hypothesis is that a particular 
structure has the governing properties and the target prop 
erty values . This may be referred to as the structure property 
hypothesis parts I and II 208 . 
[ 0035 ] Each of these hypotheses are conditioned on the 
prior conditional hypothesis and ALL must hold true for a 
molecular discovery to have successfully hit the intended 
target of the performant molecule . 
[ 0036 ] In one or more embodiments , the HGE 212 may be 
an autonomous agent that performs the actions from FIG . 2A 
items “ d ” to “ f ” in a continuous loop amounting to reasoning 
over a quantitative structure property relationship ( QSPR ) . 
The HGE 212 may achieve an optimal resolution of the 
QSPR process given a user's property value assertion 402 . 
In one or more embodiments , the HGE 212 may also 
perform the actions from “ b ” to “ h ” in a continuous loop via 
an artificial intelligence approach . 
[ 0037 ] FIG . 2B shows a general process for the HGE 212 
with reference to key system components . It is noted that , in 
one or more embodiments , the components may be exten 
sible so that they may be reused . In one or more embodi 
ments , the HGE 212 may include a QSPR resolution engine 
210. The QSPR resolution engine 210 may receive from the 
user an assertion that a collection of properties P map to 
system performance R and that a collection of observable 
values are the target values 402 for any given structure ? , 
in a set of proposed structures ( ÂU ) . The system 100 may then 
make use of three system components to resolve the QSPR 
problem : ( e.g. , problem received by the QSPR resolution 
engine 210 , and in particular , given a property , provide a 
structure ) the Hypothesis Generation Engine 212 , the Struc 
ture Testing Engine / Module 214 , and the Knowledge Man 
agement Engine / Module 216. The HGE 212 may be tasked , 
in one or more embodiments , with learning the relationships 
of the observable property values to molecular structure as 
a continuous learning agent . The HGE output 902 ( FIG . 9 ) 
may be a set of tested structures ( î ) that includes both a set 
of molecular targets and a set of synthesized compounds , 
where the setoff tested structures all have the properties and 
property values asserted in 0 , an updated generalized like 
lihood model , and an updated knowledge base . 
[ 0038 ] It is noted that the HGE 212 may iteratively 
explore a chemical space and find the most diverse set of 
structures that satisfy the asserted property values , and the 
HGE 212 will continuously learn . 
( 0039 ] Turning to FIG . 3 , a process 300 for generating 
structural hypotheses for testing is provided . Initially , at 310 , 
one or more property target values 402 ( FIG . 4 ) for a 
material are received as input 902 at the HGE 404 . 
[ 0040 ] In one or more embodiments , the HGE 404 may 
include an abduction kernel 416. As described further below , 
the abduction kernel 416 may find structures that have the 
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most coverage of the property set or may generate structures 
more likely to cover the full property set . In particular , the 
hypothesis generation engine ( “ HGE " ) 404 may generate a 
set of hypothetical structures ( H ) with the highest likelihood 
of having all of the properties in O. 
[ 0041 ] Next , in S312 , the HGE 404 executes an analysis 
by comparing the one or more received property target 
values to known values 908 in a knowledge base 906. A 
knowledge base engine 910 may search one or more pub 
licly available databases and its internal knowledge base 906 
for structural candidates that partially match the received 
property target values 902 . 
[ 0042 ] It is noted that knowledge extraction from jargon 
rich technical writings may require extracting information of 
similar accuracy across multiple , niche vocabularies . Dif 
ferent journals , corresponding to different chemical areas , 
may use their own domain - specific language , which may 
cause confusion in the generated output . Each extracted 
relationship may therefore be verified by linking it back to 
existing knowledge bases . One or more embodiments may 
apply semi - supervised methods for extracting information 
from social media sources combined with methods for claim 
verification that do not require human labeled data to make 
these links . 
[ 0043 ] In one or more embodiments , the knowledge base 
engine 910 may execute a single value search in the knowl 
edge base 906 based on all of the received property target 
value input 902. With the single value search , each structure 
identified by the knowledge base engine 910 matches one of 
the property target value input . Other suitable value searches 
may be executed . As in the non - exhaustive single value 
search example described above , the three received property 
target values are a boiling point of 110 degrees Celsius , a 
molar solubility greater than 10 mol / dm3 and a UV absor 
bance 400 nanometers . The knowledge base engine 910 may 
retrieve from the knowledge base 906 ( or other source ) : 1 . 
all of the structures with a boiling point near 110 degrees 
Celsius ; 2. all of the structures with a molar solubility near 
greater than 10 mol / dmº ; and 3. all of the structures with a 
UV absorbance near 400 nm . It is noted that , in one or more 
embodiments , the knowledge base engine 910 may pull 
exact matches in addition to non - exact matches . It is further 
noted that , in one or more embodiments , a threshold may be 
set to define which values constitute being “ near ” the 
property target value inputs . 
[ 0044 ] Then , in S314 , an initial set of hypothetical struc 
tures ( H ) 406 is generated by pooling together the structures 
retrieved by the knowledge base engine 910. The initial set 
of hypothetical structures ( H ) 406 may include , in one or 
more embodiments , one or more candidate structures / mate 
rials , where each candidate includes at least one property 
target value . It is noted that there may be a scenario where 
the knowledge base does not include any structures that 
match / substantially match one of the property target values . 
In these scenarios , the knowledge base engine 910 may 
return to the scientific literature to search , in an automated 
way , the limits of available knowledge . In one or more 
embodiments , the initial set of hypothetical structures ( H ) 
406 may have a maximum likelihood of having only a subset 
of the property values in O , ( L ( 0 ; lh ; ) . 
[ 0045 ] The initial set of hypothetical structures 406 is then 
received by a generalized likelihood kernel 408 in 5316. The 
generalized likelihood kernel 408 may generate a probability 
each structure has of having a particular property . The 

generalized likelihood kernel 408 is then executed in 5318 
to generate a likelihood probability 410 for each candidate 
structure . In one or more embodiments , the likelihood 
probability may be stored in a likelihood matrix 412. The 
likelihood probability 410 is a measure of the likelihood that 
the candidate structure will have just one of the respective 
properties ( e.g. , the individual likelihood for each structure 
having a respective property . It is noted that the probability 
of each candidate structure having a second target property 
value may be a separate and independent property that may 
be calculated by the HGE 404 as a joint probability from 
each column of a probability matrix . The HGE 404 may use 
a generalized likelihood model ( GLM ) 414 to estimate the 
likelihood that a given structure has the asserted property . 
The GLM 414 may be trained to yield property likelihoods 
with any structure - property dataset . The GLM 414 may be 
a custom designed Deep Learning network using a Long 
Term - Short Term Memory ( LSTM ) model that converts 
SMILES strings to a common embedding of molecular 
features . The common embedding then provides input for 
neural network models that will predict the likelihood of a 
property given a structure and generate a property likelihood 
matrix ( L ) 412 . 
[ 0046 ] In one or more embodiments , to effectively learn 
and execute the generalized likelihood probabilities at scale , 
a Deep Learning ( DL ) model 500 , shown in FIG . 5 may be 
used to capture the conditional distributions from training 
data used to train the GLM 414. The DL model 500 in FIG . 
5 may provide the architecture to predict property value 
likelihoods given a structure 502 and a property target values 
504 ( “ expected property value ” ) . The DL model 500 may 
ingest SMILES strings 506 and generate an intermediate 
embedding 508 and from that embedding 508 learns the 
parameters of a parameterized distribution layer 510. The 
DL model may then be evaluated to determine how likely a 
given compound is to satisfy each of the desired properties 
via the likelihood matrix 412 . 
[ 0047 ] Turning to FIG . 6 , initial results of generated 
property likelihoods is provided . Based on the property 
likelihoods it received from the GLM , the HGE 404 
executes a natural language abduction process over the 
SMILES representation of high likelihood candidates in the 
abduction kernel 416. The abduction kernel 416 evaluates 
how well a structure or set of structures explains the target 
property set . Alternatively , the SMILES representation can 
be treated like a natural language and parsed allowing the 
abduction kernel to suggest molecular fragments that best 
explain the target property set . As shown herein , the abduc 
tion kernel 416 has output 904 three structures 602 that meet 
all teen property target values . In this non - exhaustive 
example , the GLM has been trained on 50,000 samples . 
These three structures may be taken as is , or further modified 
towards the target properties in the HGE . 
[ 0048 ] The SMILES representation may be helpful to the 
abduction kernel as it is a Turing complete natural language 
representation of molecular structure . It is noted that other 
natural language representations of molecular structure may 
also be valid inputs for the abduction kernel 416. It is also 
noted that if more information is needed to create an 
adequate generalized structure - property embedding then 
that provided by the SMILES representation 506 , network 
architectures that may accommodate three - dimensional ( 3D ) 
molecular representations in the form of computationally 
derived point clouds for electron density , charge density , 
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HOMO / LUMO densities , etc. may be used . It is further 
noted that the embedding space may exaggerate important 
differences in the structural input space , particularly when 
the 3D information is included . 

??? ? 

[ 0049 ] Turning back to the process 300 , in S319 each 
hypothetical structure is converted by the HGE 404 into a 
natural language representation . Then in S320 an abduction 
kernel 416 of the HGE 404 is executed on the natural 
language representation using the at least one generated 
probability to output at least one proposed structure that 
satisfies a likelihood threshold for having the property target 
value . The abduction kernel 416 may consolidate structural 
similarities and elaborate structural cores along physical 
property vectors . The abduction kernel 416 may generate a 
set of proposed structures ( ÂU ) with the maximum likelihood 
of having all of the desired property values given the 
structures in the initial set ( L ( OIÀ ) ) . In one or more 
embodiments , an output 418 of the abduction kernel 416 an 
abduced hypothesis . The abduced hypothesis may be at least 
one of : at least one proposed molecular structure that 
satisfies all of the asserted property values 402 ; and a 
minimal set of two or more proposed molecular structures 
that satisfies all of the asserted values 402. The abduction 
kernel 416 may allow the system 900 to reach likely target 
structures more quickly than conventional methods without 
requiring an exhaustive search of chemical space . 
[ 0050 ] In one or more embodiments , the abduction kernel 
416 may use an Etcetera abduction formalism and LISP to 
solve the abduction problem of what structure is causing the 
desired properties ( e.g. , ? has desired properties , but don't 
know why it has these properties and don't know what 
structure ( x ) is causing these properties ) . It is noted that 
abduction is an open - ended ( not closed ) logical formalism 
that relies on an assertion . As the abduction is open ended , 
the system may extrapolate structures , leading to novel 
solutions . Transforming chemical structures into a natural 
language then provides for the use of abductive logic 
formalisms ( e.g. , Etcetera ) and a solver ( e.g. , LISP ) to solve 
the abduction problem . The abduction kernel 416 may use 
the output of the generalized likelihood kernel 408 described 
above , and an output of a structure generation kernel 420 
( e.g. , a molecular structure modification model ) , described 
below , in order to yield , using the knowledge base 906 , 
novel structures for testing . 
[ 0051 ] With respect to structure generation kernel 420 , in 
one or more embodiments , the structure generation kernel 
420 may predict structural modifications that are most likely 
to perturb the properties in the direction of the structure 
having the asserted property values ( " target ” ) . In one or 
more embodiments , the structure generation kernel 420 may 
accept the common embedding from the GLM . The structure 
generation kernel 420 may be trained to generate structural 
modifications expected to modify the observed properties 
towards the target . In one or more embodiments , the gen 
erated one or more structural modifications may be analyzed 
as compared to the knowledge base . The components of the 
HGE 404 may continue to cycle until a set of structures are 
found that have a sufficient likelihood of covering the 
property set . For example , as shown in FIG . 4 , after the 
structure generation kernel 420 generates one or more novel 
structures 422 , these novel structures 422 may be received 
by the generalized likelihood kernel 408 , and the process 
300 may be repeated as from S316 . 

[ 0052 ] The generation of novel structures is optimally 
done along a physical property trajectory , rather than a 
massive grid of all possible structures . In one or more 
embodiments , this problem is formulated as a Markov 
Decision Process where structural modification actions ( A ) 
are taken to create new structures ( ? ) in order to maximize 
a reward ( L dômin ) . Examples of structural modifica 
tion actions include adding or removing pendant functional 
groups , carbocyclic ring expansion or contraction , hetero 
cyclic ring expansion or contraction , ring opening or clos 
ing , or single atom substitutions . The reward in this embodi 
ment is the joint property likelihood calculated from the 
output provided by the GLM . Given this formulation , a 
policy 700 , or action - space classification model 912 , is 
learned for taking actions that maximize the joint probability 
of having all target values for a structural class given by the 
abduction kernel . 

[ 0053 ] One or more embodiments provide for the structure 
generation kernel 420 to include an action space classifica 
tion model 912 that uses the common structure - property 
embedding from the generalized likelihood model ( GLM ) 
414 to select appropriate structure modifications given direc 
tional change in properties . The common embedding from 
the GLM 414 may provide the molecular representation and 
a unit vector ( I ) will set the direction in property space . The 
action space classification model 912 may use a heuristic 
kernel to adhere to constraints for a given structure such as 
synthetically plausible locations for structural modification , 
constraints for synthetic accessibility on an autonomous 
testing platform , or constraints provided by the abduction 
kernel for structural motifs that must be conserved . Ulti 
mately , the action space classifier model 912 may output the 
probability that a modification to the structure will move the 
chemical property in the desired unit direction ( I ) , which 
may be akin to a chemist / user reasoning through structure 
modifications using basic linear free energy relationships . 
The top structural modifications above a threshold likeli 
hood of having the asserted properties are then selected to 
output a set of testable molecular structures . It is noted that 
the goal of the HGE is to select a testable molecular 
hypothesis , and not a validated molecular solution . 
[ 0054 ] Turning back to the process 300 , in S322 , the 
output of the executed abduction kernel 416 is received at a 
testing module 214. In one or more embodiments , when a 
probability that the abduced hypothesis 418 satisfies a 
pre - determined amount of the target property values is 
above a threshold value , the output may be tested at the 
testing module 214. Otherwise , when the probability that the 
abduced hypothesis 418 satisfies the pre - determined amount 
of target property values is below the threshold value , the 
output may be received at the structure generation kernel 
420 , as described above . The testing module 214 may accept 
the set of structural hypotheses from the HGE 404 and 
generate a subset of structures ( H ) that pass a simple T - test 
for having the target property values in O. As shown in FIG . 
8 , the testing module 214 may synthesize a physical molecu 
lar structure based on the output of the HGE . This synthe 
sized structure may then be analyzed to determine whether 
the physical structure meets the digital property assertions . 
The testing module 214 may make use of at least one of the 
following testing processes : automated literature searching 
methods , automated computational methods for property 
estimation , and automated synthetic and characterization 
methods to provide the ground - truth properties and their 
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distributions for evaluation against target . Other suitable 
testing processes may be used by the testing module 214 . 
[ 0055 ] FIG . 9 is a block diagram of system architecture 
900 according to some embodiments . Embodiments are not 
limited to architecture 900 . 
[ 0056 ] Architecture 900 includes a platform 950 , a HGE 
404 , a user platform 952 , a data store 954 ( e.g. , database ) . In 
one or more embodiments , the HGE 404 may reside on the 
platform 950. Platform 950 provides any suitable interfaces 
through which users / other systems 956 may communicate 
with the HGE 404 . 
[ 0057 ] In one or more embodiments , the output of the 
HGE 404 may be output to a user platform 952 ( a control 
system , a desktop computer , a laptop computer , a personal 
digital assistant , a tablet , a smartphone , etc. ) to view infor 
mation about the proposed structures . In one or more 
embodiments , the output from the HGE 404 may be trans 
mitted to various user platforms or to other system ( 956 ) , as 
appropriate ( e.g. , for display to , and manipulation by , a user , 
further analysis and manipulation ) . 
[ 0058 ] In one or more embodiments , the system 900 may 
include one or more processing elements 958 and a memory ! 
computer data store 954. The processor 958 may , for 
example , be a microprocessor , and may operate to control 
the overall functioning of the HGE 404. In one or more 
embodiments , the HGE 404 may include a communication 
controller for allowing the processor 958 and hence the HGE 
404 , to engage in communication over data networks with 
other devices ( e.g. , user interface 952 and other system 956 ) . 
[ 0059 ] In one or more embodiments , the system 900 may 
include one or more memory and / or data storage devices 
954 that store data that may be used by the module . The data 
stored in the data store 954 may be received from disparate 
hardware and software systems , some of which are not 
inter - operational with one another . The systems may com 
prise a back - end data environment employed by a business , 
industrial or personal context . 
[ 0060 ] In one or more embodiments , the data store 954 
may comprise any combination of one or more of a hard disk 
drive , RAM ( random access memory ) , ROM ( read only 
memory ) , flash memory , etc. The memory / data storage 
devices 954 may store software that programs the processor 
958 and the HGE 404 to perform functionality as described 
herein . 
[ 0061 ] As used herein , devices , including those associated 
with the system 900 and any other devices described herein , 
may exchange information and transfer input and output 
( “ communication ” ) via any number of different systems . For 
example , wide area networks ( WANs ) and / or local area 
networks ( LANs ) may enable devices in the system to 
communicate with each other . In some embodiments , com 
munication may be via the Internet , including a global 
internetwork formed by logical and physical connections 
between multiple WANs and / or LANs . Alternately , or addi 
tionally , communication may be via one or more telephone 
networks , cellular networks , a fiber - optic network , a satellite 
network , an infrared network , a radio frequency network , 
any other type of network that may be used to transmit 
information between devices , and / or one or more wired 
and / or wireless networks such as , but not limited to Blu 
etooth access points , wireless access points , IP - based net 
works , or the like . Communication may also be via servers 
that enable one type of network to interface with another 
type of network . Moreover , communication between any of 

the depicted devices may proceed over any one or more 
currently or hereafter - known transmission protocols , such as 
Asynchronous Transfer Mode ( ATM ) , Internet Protocol ( IP ) , 
Hypertext Transfer Protocol ( HTTP ) and Wireless Applica 
tion Protocol ( WAP ) . 
[ 0062 ] The embodiments described herein may be imple 
mented using any number of different hardware configura 
tions . 
[ 0063 ] Note the embodiments described herein may be 
implemented using any number of different hardware con 
figurations . For example , FIG . 10 illustrates an HGE plat 
form 1000 that may be , for example , associated with the 
system 900 of FIG . 9. The HGE platform 1000 may be 
implemented using any architecture that is or becomes 
known , including but limited to distributed , on - premise , 
cloud - based and hybrid architectures , as well as embedded 
in another system . Embodiments are not limited to HGE 
platform 1000 . 
[ 0064 ] The HGE platform 1000 comprises an HGE pro 
cessor 1010 ( “ processor ” ) , such as one or more commer 
cially available Central Processing Units ( CPUs ) in the form 
of one - chip microprocessors , coupled to a communication 
device 1020 configured to communicate via a communica 
tion network ( not shown in FIG . 10 ) . The communication 
device 1020 may be used to communicate , for example , with 
one or more users . The HGE platform 1000 further includes 
an input device 1040 ( e.g. , a mouse and / or keyboard to enter 
information ) and an output device 1050 ( e.g. , to output the 
outcome of module execution ) . 
[ 0065 ] The processor 1010 also communicates with a 
memory / storage device 1030. The storage device 1030 may 
comprise any appropriate information storage device , 
including combinations of magnetic storage devices ( e.g. , a 
hard disk drive ) , optical storage devices , mobile telephones , 
and / or semiconductor memory devices . The storage device 
1030 may store a program 1012 and / or HGE processing 
logic 1014 for controlling the processor 1010. The processor 
1010 performs instructions of the programs 1012 , 1014 , and 
thereby operates in accordance with any of the embodiments 
described herein . For example , the processor 1010 may 
receive data and then may apply the instructions of the 
programs 1012 , 1014 to determine molecules with desired 
physical properties . 
[ 0066 ] The programs 1012 , 1014 may be stored in a 
compressed , uncompiled and / or encrypted format . The pro 
grams 1012 , 1014 may furthermore include other program 
elements , such as an operating system , a database manage 
ment system , and / or device drivers used by the processor 
1010 to interface with peripheral devices . 
[ 0067 ] As used herein , information may be “ received ” by 
or “ transmitted ” to , for example : ( i ) the platform 1000 from 
another device ; or ( ii ) a software application or module 
within the platform 1000 from another software application , 
module , or any other source . 
[ 0068 ] As will be appreciated by one skilled in the art , 
aspects of the present invention may be embodied as a 
system , method or computer program product . Accordingly , 
aspects of the present invention may take the form of an 
entirely hardware embodiment , an entirely software embodi 
ment ( including firmware , resident software , micro - code , 
etc. ) or an embodiment combining software and hardware 
aspects that may all generally be referred to herein as a 
“ circuit , ” “ module ” or “ system . ” Furthermore , aspects of the 
present invention may take the form of a computer program 
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product embodied in one or more computer readable medi 
um ( s ) having computer readable program code embodied 
thereon . 
[ 0069 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods and computer 
program products according to various embodiments of the 
present invention . In this regard , each block in the flowchart 
or block diagrams may represent a module , segment , or 
portion of code , which comprises one or more executable 
instructions for implementing the specified logical function 
( s ) . It should also be noted that , in some alternative imple 
mentations , the functions noted in the block may occur out 
of the order noted in the figures . For example , two blocks 
shown in succession may , in fact , be executed substantially 
concurrently , or the blocks may sometimes be executed in 
the reverse order , depending upon the functionality 
involved . It will also be noted that each block of the block 
diagrams and / or flowchart illustration , and combinations of 
blocks in the block diagrams and / or flowchart illustration , 
can be implemented by special purpose hardware - based 
systems that perform the specified functions or acts , or 
combinations of special purpose hardware and computer 
instructions . 
[ 0070 ] It should be noted that any of the methods 
described herein can include an additional step of providing 
a system comprising distinct software modules embodied on 
a computer readable storage medium ; the modules can 
include , for example , any or all of the elements depicted in 
the block diagrams and / or described herein . The method 
steps can then be carried out using the distinct software 
modules and / or sub - modules of the system , as described 
above , executing on one or more hardware processors 1010 
( FIG . 10 ) . Further , a computer program product can include 
a computer - readable storage medium with code adapted to 
be implemented to carry out one or more method steps 
described herein , including the provision of the system with 
the distinct software modules . 
[ 0071 ] This written description uses examples to disclose 
the invention , including the preferred embodiments , and also 
to enable any person skilled in the art to practice the 
invention , including making and using any devices or sys 
tems and performing any incorporated methods . The patent 
able scope of the invention is defined by the claims , and may 
include other examples that occur to those skilled in the art . 
Such other examples are intended to be within the scope of 
the claims if they have structural elements that do not differ 
from the literal language of the claims , or if they include 
equivalent structural elements with insubstantial differences 
from the literal languages of the claims . Aspects from the 
various embodiments described , as well as other known 
equivalents for each such aspects , can be mixed and matched 
by one of ordinary skill in the art to construct additional 
embodiments and techniques in accordance with principles 
of this application . 
[ 0072 ] Those in the art will appreciate that various adap 
tations and modifications of the above - described embodi 
ments can be configured without departing from the scope 
and spirit of the claims . Therefore , it is to be understood that 
the claims may be practiced other than as specifically 
described herein . 

1. A system comprising : 
a Hypothesis Generation Engine ( HGE ) to receive one or 
more property target values for a material ; 

a memory for storing program instructions ; 
an HGE processor , coupled to the memory , and in com 
munication with the HGE , and operative to execute 
program instructions to : 
receive the one or more property target values for the 
material ; 

analyze the one or more property target values as 
compared to one or more known values in a knowl 
edge base ; 

generate , based on the analysis , an initial set of hypo 
thetical structures , wherein each hypothetical struc 
ture includes at least one property target value ; 

execute a likelihood model for each candidate material 
to generate a likelihood probability for each hypo 
thetical structure , wherein the likelihood probability 
is a measure of the likelihood that the hypothetical 
structure will have the target property value ; 

convert each hypothetical structure into a natural lan 
guage representation ; 

execute an abduction kernel on the natural language 
representation with the at least one likelihood prob 
ability , to output at least one proposed structure that 
satisfies a likelihood threshold for having the prop 
erty target value ; and 

receive the output of the executed abduction kernel at 
a testing module to determine whether the output 
satisfies the property target values . 

2. The system of claim 1 , further comprising program 
instructions to : 

receive the output of the executed abduction kernel at a 
structure generation kernel prior to receiving the output 
at the testing module ; and 

generate one or more structural modifications of the 
output to maximize a property target value likelihood . 

3. The system of claim 2 , wherein the structure generation 
kernel generates the one or more structural modifications via 
a reinforcement learning process . 

4. The system of claim 1 , wherein the material is a 
molecule . 

5. The system of claim 4 , wherein the molecule has an 
atomic mass in the range 1 to 500 amu . 
6. The system of claim 4 , wherein the molecule has an 

atomic mass in the range 1 to 5000 amu . 
7. The system of claim 4 , wherein the molecule has an 

atomic mass in the range 1 to 50000 amu . 
8. The system of claim 1 , wherein when the likelihood 

probability is above the likelihood threshold , the proposed 
material associated with the output is tested at the testing 
module . 

9. The system of claim 2 , wherein when the likelihood 
probability is below the likelihood threshold , the output is 
received at the structure generation kernel . 

10. The system of claim 9 , wherein the generated one or 
more structural modifications of the proposed material are 
analyzed as compared to the knowledge base . 

11. The system of claim 10 , wherein the generation of one 
or more structural modifications is iterative until an endpoint 
is reached . 

12. A computer - implemented method comprising : 
receiving one or more property target values for a mate 

rial ; 
analyzing the one or more property target values as 

compared to one or more known values in a knowledge 
base ; 
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generating , based on the analysis , an initial set of hypo 
thetical structures , wherein each hypothetical structure 
includes at least one property target value ; 

executing a likelihood model for each candidate material 
to generate a likelihood probability for each hypotheti 
cal structure , wherein the likelihood probability is a 
measure of the likelihood that the hypothetical structure 
will have the target property value ; 

convert each hypothetical structure into a natural lan 
guage representation ; 

executing an abduction kernel on the natural language 
representation with the at least one likelihood probabil 
ity , to output at least proposed structure that satisfies a 
likelihood threshold for having the property target 
value ; and 

receiving the output of the executed abduction kernel at a 
testing module to determine whether the output satisfies 
the property target values . 

13. The method of claim 12 further comprising : 
receiving the output of the executed abduction kernel at a 

structure generation kernel prior to receiving the output 
at the testing module ; and 

generating one or more structural modifications of the 
output to maximize a property target value likelihood . 

14. The method of claim 13 , wherein the structure gen 
eration kernel generates the one or more structural modifi 
cations via a reinforcement learning process . 

15. The method of claim 12 , wherein the material is a 
molecule . 

16. The method of claim 13 , wherein when the likelihood 
probability is below the likelihood threshold , the output is 
received at the structure generation kernel . 

17. The method of claim 16 , wherein the generation of 
one or more structural modifications is iterative until an 
endpoint is reached . 

18. A non - transient , computer - readable medium storing 
instructions to be executed by a processor to perform a 
method comprising : 

receiving one or more property target values for a mate 
rial ; 

analyzing the one or more property target values as 
compared to one or more known values in a knowledge 
base ; 

generating , based on the analysis , an initial set of hypo 
thetical structures , wherein each hypothetical structure 
includes at least one property target value ; 

executing a likelihood model for each candidate material 
to generate a likelihood probability for each hypotheti 
cal structure , wherein the likelihood probability is a 
measure of the likelihood that the hypothetical structure 
will have the target property value ; 

convert each hypothetical structure into a natural lan guage representation ; 
executing an abduction kernel on the natural language 

representation with the at least one likelihood probabil 
ity , to output at least proposed structure that satisfies a 
likelihood threshold for having the property target 
value ; and 

receiving the output of the executed abduction kernel at a 
testing module to determine whether the output satisfies 
the property target values . 

19. The medium of claim 18 further comprising : 
receiving the output of the executed abduction kernel at a 

structure generation kernel prior to receiving the output 
at the testing module ; and 

generating one or more structural modifications of the 
output to maximize a property target value likelihood . 

20. The medium of claim 19 , wherein the structure 
generation kernel generates the one or more structural 
modifications via a reinforcement learning process . 


