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CONTROLLER WITH DISTRIBUTED 
SEQUENCER COMPONENTS 

TECHNICAL FIELD 

[ 0001 ] Embodiments of the disclosure relate generally to 
memory sub - systems , and more specifically , relate to a 
memory sub - system that includes a controller with distrib 
uted sequencer components . 

BACKGROUND 
[ 0002 ] A memory sub - system can be a storage system , 
such as a solid - state drive ( SSD ) , and can include one or 
more memory components that store data . The memory 
components can be , for example , non - volatile memory com 
ponents and volatile memory components . In general , a host 
system can utilize a memory sub - system to store data at the 
memory components and to retrieve data from the memory 
components . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0003 ] The present disclosure will be understood more 
fully from the detailed description given below and from the 
accompanying drawings of various embodiments of the 
disclosure . 
[ 0004 ] FIG . 1 illustrates an example computing environ 
ment that includes a memory sub - system in accordance with 
some embodiments of the present disclosure . 
[ 0005 ] FIG . 2 illustrates an example controller with dis 
tributed components in accordance with some embodiments 
of the present disclosure . 
[ 0006 ] FIG . 3 is a flow diagram of an example method to 
transmit sub - commands to distributed media sequencer 
components of a controller in accordance with some 
embodiments . 
[ 0007 ] FIG . 4 illustrates an example controller with dis 
tributed components being used with different types of 
media in accordance with some embodiments of the present 
disclosure . 
[ 0008 ] FIG . 5A illustrates an error correction scheme by a 
controller with distributed components in accordance with 
some embodiments . 
[ 0009 ] FIG . 5B illustrates another error correction scheme 
by a controller with distributed components in accordance 
with some embodiments . 
[ 0010 ] FIG . 6 is a block diagram of an example computer 
system in which implementations of the present disclosure 
can operate . 

ponents of the memory sub - system . For example , the con 
troller can perform a read operation , write operation , or an 
erase operation at one or more of the memory components . 
The controller can include multiple channels that are used to 
control different groups of memory components . Each chan 
nel can correspond to a portion of the controller and inter 
face components that are used to communicate with and 
perform operations at a respective group of memory com 
ponents . For example , a first channel can be used to perform 
operations at a first group of memory components and a 
second channel can be used to perform operations at a 
second group of memory components . As such , different 
channels of the controller can access different groups of 
memory components of the memory sub - system . 
[ 0013 ] In a conventional memory sub - system , a controller 
can include a centralized scheduler and sequencer compo 
nent that is used to facilitate the performance of operations 
at the different groups of memory components through the 
different channels . The centralized scheduler and sequencer 
component can receive an operation that is to be performed 
at the memory sub - system and can further receive data 
corresponding to the operation when the operation corre 
sponds to a write operation . For example , the centralized 
scheduler and sequencer component can separate the opera 
tion into sub - operations that are to be performed at different 
groups of memory components through different channels . 
As such , the centralized scheduler and sequencer component 
can determine the sub - operations for various memory com 
ponents at the channels of the controller when an operation 
is received by the memory sub - system . 
[ 0014 ] The centralized scheduler and sequencer compo 
nent of a conventional memory sub - system can determine 
the sub - operations for a single type of operation at a par 
ticular time . For example , a single operation to be performed 
by the memory sub - system can be received and correspond 
ing sub - operations can be determined for each respective 
memory component that data is to be read or erased from or 
that data is to be written to . After the sub - operations have 
been determined , the centralized scheduler and sequencer 
component can determine page operations for particular 
memory components . The respective memory components 
can be organized as a rank where a particular memory 
component from the controller can be included in a single 
rank . The controller can use the centralized scheduler and 
sequencer component to operate on memory components in 
the same rank in a synchronous manner . For example , the 
controller can use the resulting page operations of the 
sub - operations from the centralized scheduler and sequencer 
component to perform a particular type of operation ( e.g. , a 
read operation , write operation , or erase operation ) at 
memory components in a rank at a particular time and 
cannot perform another type of operation at other memory 
components in another rank at the same time . 
[ 0015 ] Aspects of the present disclosure address the above 
and other deficiencies by utilizing a controller with distrib 
uted sequencer components . For example , the controller can 
include a command manager component to generate the 
sub - operations and distributed media sequencer components 
to determine page operations for different channels of the 
controller as opposed to a single centralized scheduler and 
sequencer component that generates the sub - operations and 
page operations for all of the channels of the controller . For 
example , the distributed media sequencer components can 
determine specific page operations that are to be performed 

DETAILED DESCRIPTION 
[ 0011 ] Aspects of the present disclosure are directed to a 
memory sub - system that includes a controller with distrib 
uted sequencer components . A memory sub - system is also 
hereinafter referred to as a “ memory component . ” An 
example of a memory sub - system is a storage system , such 
as a solid - state drive ( SSD ) . In some embodiments , the 
memory sub - system is a hybrid memory / storage sub - system . 
In general , a host system can utilize a memory sub - system 
that includes one or more memory components . The host 
system can provide data to be stored at the memory sub 
system and can request data to be retrieved from the memory 
sub - system . 
[ 0012 ] The memory sub - system can include a controller 
that performs various operations at particular memory com 
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at the respective memory components at each channel based 
on the sub - operations that are provided to the distributed 
media sequencer component . In some embodiments , the 
command manager can receive an operation to be performed 
at the memory sub - system and can derive multiple sub 
operations for different memory components . As an 
example , the received operation can be to write 6 kilobytes 
( kb ) of data to memory components and the sub - operations 
can correspond to three write operations of 2 kb of data at 
different memory components . 
[ 0016 ] Each of the sub - operations can then be forwarded 
to a corresponding media sequencer component of a channel 
that includes the respective memory component correspond 
ing to the sub - operation . The media sequencer component 
can then determine page operations based on the received 
sub - operation . The media component operations can specify 
page operations or locations of physical blocks of a memory 
component or can determine additional commands to be 
performed at the memory component to store , retrieve , or 
erase the data of the sub - operation . 
[ 0017 ] Advantages of the present disclosure include , but 
are not limited to , an operation of the memory components 
in different channels in an asynchronous manner . For 
example , a first type of operation ( e.g. , a read operation ) can 
be performed at the memory components of a first channel 
while a second type of operation ( e.g. , a write operation ) can 
be performed at the memory components of a second 
channel at the same time . As a result , the performance of the 
memory sub - system can be improved as write operations 
can be performed at particular memory components while 
read operations are being performed at other memory com 
ponents . Thus , the write operations are not halted or sus 
pended until the read operations have completed , resulting 
in the performance of more operations by the memory 
sub - system in a particular period of time . 
[ 0018 ] Additional advantages include increased through 
put of the memory sub - system . For example , since each 
channel can include a separate media sequencer component , 
then data at a smaller granularity can be supported by 
different media sequencer components to store or retrieve 
data in parallel at the memory components of the memory 
sub - system . Additionally , since each media sequencer com 
ponent receives a separate queue of sub - operations , each 
media sequencer component can optimize the execution of 
the sub - operations based on workload of the respective 
media sequencer component . Thus , each media sequencer 
component can achieve an improved execution of sub 
operations , resulting in the improvement of performance of 
the memory sub - system . 
[ 0019 ] FIG . 1 illustrates an example computing environ 
ment 100 that includes a memory sub - system 110 in accor 
dance with some embodiments of the present disclosure . The 
memory sub - system 110 can include media , such as memory 
components 112 to 112N . The memory components 112A 
to 112N can be volatile memory components , non - volatile 
memory components , or a combination of such . In some 
embodiments , the memory sub - system is a storage system . 
An example of a storage system is a SSD . In some embodi 
ments , the memory sub - system 110 is a hybrid memory / 
storage sub - system . In general , the computing environment 
100 can include a host system 120 that uses the memory 
sub - system 110. For example , the host system 120 can write 
data to the memory sub - system 110 and read data from the 
memory sub - system 110 . 

[ 0020 ] The host system 120 can be a computing device 
such as a desktop computer , laptop computer , network 
server , mobile device , or such computing device that 
includes a memory and a processing device . The host system 
120 can include or be coupled to the memory sub - system 
110 so that the host system 120 can read data from or write 
data to the memory sub - system 110. The host system 120 
can be coupled to the memory sub - system 110 via a physical 
host interface . As used herein , “ coupled to " generally refers 
to a connection between components , which can be an 
indirect communicative connection or direct communicative 
connection ( e.g. , without intervening components ) , whether 
wired or wireless , including connections such as electrical , 
optical , magnetic , etc. Examples of a physical host interface 
include , but are not limited to , a serial advanced technology 
attachment ( SATA ) interface , a peripheral component inter 
connect express ( PCIe ) interface , universal serial bus ( USB ) 
interface , Fibre Channel , Serial Attached SCSI ( SAS ) , etc. 
The physical host interface can be used to transmit data 
between the host system 120 and the memory sub - system 
110. The host system 120 can further utilize an NVM 
Express ( NVMe ) interface to access the memory compo 
nents 112A to 112N when the memory sub - system 110 is 
coupled with the host system 120 by the PCIe interface . The 
physical host interface can provide an interface for passing 
control , address , data , and other signals between the 
memory sub - system 110 and the host system 120 . 
[ 0021 ] The memory components 112A to 112N can 
include any combination of the different types of non 
volatile memory components and / or volatile memory com 
ponents . An example of non - volatile memory components 
includes a negative - and ( NAND ) type flash memory . Each 
of the memory components 112A to 112N can include one 
or more arrays of memory cells such as single level cells 
( SLCs ) or multi - level cells ( MLCs ) ( e.g. , triple level cells 
( TLCs ) or quad - level cells ( QLCs ) ) . In some embodiments , 
a particular memory component can include both an SLC 
portion and a MLC portion of memory cells . Each of the 
memory cells can store one or more bits of data ( e.g. , data 
blocks ) used by the host system 120. Although non - volatile 
memory components such as NAND type flash memory are 
described , the memory components 112A to 112N can be 
based on any other type of memory such as a volatile 
memory . In some embodiments , the memory components 
112A to 112N can be , but are not limited to , random access 
memory ( RAM ) , read - only memory ( ROM ) , dynamic ran 
dom access memory ( DRAM ) , synchronous dynamic ran 
dom access memory ( SDRAM ) , phase change memory 
( PCM ) , magneto random access memory ( MRAM ) , nega 
tive - or ( NOR ) flash memory , electrically erasable program 
mable read - only memory ( EEPROM ) , and a cross - point 
array of non - volatile memory cells . A cross - point array of 
non - volatile memory can perform bit storage based on a 
change of bulk resistance , in conjunction with a stackable 
cross - gridded data access array . Additionally , in contrast to 
many flash - based memories , cross - point non - volatile 
memory can perform a write in - place operation , where a 
non - volatile memory cell can be programmed without the 
non - volatile memory cell being previously erased . Further 
more , the memory cells of the memory components 112A to 
112N can be grouped as memory pages or data blocks that 
can refer to a unit of the memory component used to store 
data . 
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[ 0022 ] The memory sub - system controller 115 ( hereinaf 
ter referred to as “ controller ” ) can communicate with the 
memory components 112A to 112N to perform operations 
such as reading data , writing data , or erasing data at the 
memory components 112A to 112N and other such opera 
tions . The controller 115 can include hardware such as one 
or more integrated circuits and / or discrete components , a 
buffer memory , or a combination thereof . The controller 115 
can be a microcontroller , special purpose logic circuitry 
( e.g. , a field programmable gate array ( FPGA ) , an applica 
tion specific integrated circuit ( ASIC ) , etc. ) , or other suitable 
processor . The controller 115 can include a processor ( pro 
cessing device ) 117 configured to execute instructions stored 
in local memory 119. In the illustrated example , the local 
memory 119 of the controller 115 includes an embedded 
memory configured to store instructions for performing 
various processes , operations , logic flows , and routines that 
control operation of the memory sub - system 110 , including 
handling communications between the memory sub - system 
110 and the host system 120. In some embodiments , the 
local memory 119 can include memory registers storing 
memory pointers , fetched data , etc. The local memory 119 
can also include read - only memory ( ROM ) for storing 
micro - code . While the example memory sub - system 110 in 
FIG . 1 has been illustrated as including the controller 115 , in 
another embodiment of the present disclosure , a memory 
sub - system 110 may not include a controller 115 , and may 
instead rely upon external control ( e.g. , provided by an 
external host , or by a processor or controller separate from 
the memory sub - system ) . 
[ 0023 ] In general , the controller 115 can receive com 
mands or operations from the host system 120 and can 
convert the commands or operations into instructions or 
appropriate commands to achieve the desired access to the 
memory components 112A to 112N . The controller 115 can 
be responsible for other operations such as wear leveling 
operations , garbage collection operations , error detection 
and error - correcting code ( ECC ) operations , encryption 
operations , caching operations , and address translations 
between a logical block address and a physical block address 
that are associated with the memory components 112A to 
112N . The controller 115 can further include host interface 
circuitry to communicate with the host system 120 via the 
physical host interface . The host interface circuitry can 
convert the commands received from the host system into 
command instructions to access the memory components 
112A to 112N as well as convert responses associated with 
the memory components 112A to 112N into information for 
the host system 120 . 
[ 0024 ] The memory sub - system 110 can also include 
additional circuitry or components that are not illustrated . In 
some embodiments , the memory sub - system 110 can include 
a cache or buffer ( e.g. , DRAM ) and address circuitry ( e.g. , 
a row decoder and a column decoder ) that can receive an 
address from the controller 115 and decode the address to 
access the memory components 112A to 112N . 
[ 0025 ] The memory sub - system 110 includes distributed 
components 113 that can be used to receive an operation and 
to generate sub - operations associated with the memory 
components 112A to 112N . In some embodiments , the 
controller 115 includes at least a portion of the distributed 
components 113. For example , the controller 115 can 
include a processor 117 ( processing device ) configured to 
execute instructions stored in local memory 119 for per 

forming the operations described herein . In some embodi 
ments , the functionality of some or all of the distributed 
components 113 are part of the host system 110 , an appli 
cation , or an operating system . For example , any combina 
tion of the command manager and the media sequencers can 
be performed by the host system 110 , an application , or an 
operating system . 
[ 0026 ] The distributed components 113 can receive an 
operation that is to be performed at the memory sub - system 
110. The distributed components 113 can determine sub 
operations and page operations for different channels that 
correspond to the received operation . For example , the 
distributed components 113 can include a media sequencer 
and an error correction component for each channel of the 
controller 115. Further details with regards to the operations 
of the distributed components 113 are described below . 
[ 0027 ] FIG . 2 illustrates an example controller 200 with 
distributed components in accordance with some embodi 
ments of the present disclosure . The controller 200 corre 
sponds to the controller 115 of FIG . 1 . 
[ 0028 ] As shown in FIG . 2 , the controller 200 can include 
the distributed components 113 and various memory com 
ponents . The distributed components 113 can receive an 
indication of an operation 201 that is to be performed . In 
some embodiments , the distributed components 113 can 
receive data 202 when the operation 201 is a write operation . 
The data 202 can be stored at a buffer 211. In some 
embodiments , the buffer 211 can be a volatile memory of the 
controller 200. The command manager 210 can receive the 
operation 201 and can determine sub - operations that can be 
performed at various memory components to accomplish the 
operation 201. For example , the operation 201 can corre 
spond to a write operation to program six kilobytes of data 
at the memory sub - system that includes the controller 200 . 
The command manager 210 can then determine a first 
sub - operation to program two of the six kilobytes at a first 
memory component , a second sub - operation to program two 
of the kilobytes at a second memory component , and a third 
sub - operation to program the last two of the six kilobytes at 
a third memory component . The first , second , and third 
sub - operations can then be transmitted from the command 
manager 210 to a media sequencer in a channel that includes 
the corresponding first , second , or third memory component . 
Thus , a sub - operation can identify a particular memory 
component that an operation ( e.g. , a read operation or a write 
operation ) is to be performed on . 
[ 0029 ] Each channel of the controller 200 can include a 
media sequencer ( or media sequencer component ) and an 
error correction component that are used for the memory 
components of the channel . For example , as shown , a first 
channel can include the media sequencer 220A and error 
correction component 225A to be used with the memory 
components 230A and 231A . A second channel can include 
the media sequencer 220B and error correction component 
225B to be used with the memory components 230B and 
231B and a third channel can include the media sequencer 
220C and error correction component 225C to be used with 
the memory components 230C and 231C . The media 
sequencer for a channel can receive a sub - operation that 
specifies a memory component that is used with or con 
trolled by the channel . The media sequencer can determine 
page operations that can be used to perform the sub 
operation . The page operations can specify physical loca 
tions of the specified memory component that are to be used 
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to accomplish the sub - operation . In some embodiments , the 
page operation can specify a page of a corresponding 
memory component where a page can be a smallest unit of 
a memory component that can be addressed ( e.g. , read from 
or written to ) . As such , the command manager 210 can 
divide an operation 201 into sub - operations for memory 
components between multiple channels and the media 
sequencers of the channels can then further divide the 
sub - operations into page operations for each of the memory 
components . Thus , the operation 201 can specify data of a 
first size , the sub - operations can each specify data of a 
second size ( e.g. , a portion of the data of the first size ) that 
is smaller than the first size , and the page operations can 
specify data of a third size that is smaller than the second 
size . Thus , the operation 201 , sub - operations , and page 
operations can specify different amounts or granularity of 
data . 
[ 0030 ] As shown , each channel can further include an 
error correction component ( e.g. , error correction compo 
nent 225A , 225B , or 225C ) that is used with data that is 
written to or read from the memory components of the 
respective channel . The error correction component can 
perform an error - correcting code ( ECC ) operation or any 
other type of error detection and correction operation for 
data stored at a memory component . In some embodiments , 
the error - correcting code operation can result in data being 
stored at a memory component being encoded by adding 
additional information ( e.g. , an ECC payload ) to the data . 
The error correction component can apply any error detec 
tion and correction operation to data that is stored at a 
memory component and data that is retrieved from a 
memory component . As such , the data stored at memory 
components of different channels can be used in an error 
correction operation by different error correction compo 
nents . 
[ 0031 ] The distributed components 113 can further 
include a redundancy sub - component 212 that can perform 
a redundancy operation such as a redundant array of inde 
pendent disks ( RAID ) operation that can be applied to 
different memory components at different channels . Further 
details with respect to the error control operation and the 
redundancy operation are described in conjunction with 
FIGS . 5A and 5B . 
[ 0032 ] FIG . 3 is a flow diagram of an example method 300 
to transmit sub - commands to distributed sequencer compo 
nents of a controller in accordance with some embodiments . 
The method 300 can be performed by processing logic that 
can include hardware ( e.g. , processing device , circuitry , 
dedicated logic , programmable logic , microcode , hardware 
of a device , integrated circuit , etc. ) , software ( e.g. , instruc 
tions run or executed on a processing device ) , or a combi 
nation thereof . In some embodiments , the method 300 is 
performed by the distributed components 113 of FIG . 1 . 
Although shown in a particular sequence or order , unless 
otherwise specified , the order of the processes can be 
modified . Thus , the illustrated embodiments should be 
understood only as examples , and the illustrated processes 
can be performed in a different order , and some processes 
can be performed in parallel . Additionally , one or more 
processes can be omitted in various embodiments . Thus , not 
all processes are required in every embodiment . Other 
process flows are possible . 
[ 0033 ] At block 310 , the processing logic receives an 
operation to be performed at a memory sub - system . The 

operation can correspond to a write operation , a read opera 
tion , or an erase operation associated with data at the 
memory sub - system . The operation that is received can be 
referred to as a host operation . In some embodiments , a host 
operation is a command or an instruction that is received 
from a host system that utilizes the memory sub - system . At 
block 320 , the processing logic determines sub - operations 
for the received operation . The sub - operations can be based 
on memory components of the memory sub - system . The 
sub - operations can be determined for each memory compo 
nent of the memory sub - system that is associated with the 
data of the operation . For example , a command manager can 
divide the operation between multiple memory components 
and each sub - operation can be determined for each memory 
component . For example , the operation can be to read 15 
kilobytes of data and the command manager can determine 
that five kilobytes of the data are stored at a first memory 
component , another five kilobytes of the data are stored at a 
second memory component , and the last five kilobytes of the 
data are stored at a third memory component . Each of the 
memory components can be part of a different channel of a 
controller of the memory sub - system . In another example , 
the operation can be to write 15 kilobytes of data and the 
command manager can determine to divide the 15 kilobytes 
of data into 5 kilobyte groups that are each to be pro 
grammed or written to a different memory component of a 
different channel of the controller . At block 330 , the pro 
cessing logic identifies a particular memory component of 
the memory sub - system for each sub - operation . For 
example , each channel of the controller can include a 
separate media sequencer component . A first sub - operation 
for the first memory component can be identified to be 
provided to a first media sequencer component of first 
channel , a second sub - operation for the second memory 
component can then be identified to be provided to a second 
media sequencer component of a second channel , and a third 
sub - operation for the third memory component can be 
identified to be provided to a third media sequencer com 
ponent . At block 340 , the processing logic transmits each 
sub - operation to a particular media sequencer component 
that is associated with each respective memory component 
to determine page operations for the memory component . 
For example , the media sequencer components of the dif 
ferent channels that received sub - operations can determine 
page operations for the received sub - operation . The page 
operation can specify particular physical locations of the 
memory component that data of the operation is to be 
retrieved from , written to , or erased from . The page opera 
tions can be for the memory components that are used by or 
controlled by the channel that includes a particular media 
sequencer component . Thus , different media sequencer com 
ponents can be used to generate page operations for different 
groups of memory components in different channels and for 
the same received operation . The sub - operations can specify 
a portion of the data of the received operation and the page 
operations can specify portions of different sub - operations . 
[ 0034 ] In some embodiments , each media sequencer com 
ponent can apply a scheduling process to determine an order 
for determining page operations for a queue of received 
sub - operations . In some embodiments , the scheduling pro 
cess can determine the order of sub - operations based on a 
media type or media status of the memory component that 
is coupled with the media sequencer component and the 
workload of the media sequencer component ( e.g. , the 
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sub - operations in the queue ) . For example , a media 
sequencer component can schedule a particular type of 
sub - operation for determining the corresponding page 
operations earlier than another type of sub - operation based 
on one or more characteristics of the memory component 
coupled with the media sequencer component and / or other 
sub - operations that have not been processed by the media 
sequencer component . 
[ 0035 ] FIG . 4 illustrates an example controller with dis 
tributed components being used with different types of 
media in accordance with some embodiments of the present 
disclosure . As shown in FIG . 4 , the controller 400 can 
include different channels 440A , 440B , and 440N that are 
used to perform operations at memory components with 
different types of media . The memory components in the 
channel 440A can be a cross - point non - volatile memory , the 
memory components in the channel 440B can be a NAND 
non - volatile memory , and the memory components in the 
channel 440N can be a DRAM memory . As such , different 
channels of the controller 400 and different media sequencer 
components and different error correction components can 
be used to perform operations at different types of memory 
components . Although three channels are shown , any num 
ber of channels and memory components can be used . 
( 0036 ] In operation , the command manager 210 can 
receive an operation and can transmit the sub - operations to 
the media sequencers 220A , 220B , and 220N . The command 
manager 210 can transmit the sub - operations to a particular 
media sequencer 220A , 220B , or 220N based on the media 
type of the memory component in the channel 440A , B , 
or 440N . For example , a certain media type can have 
different characteristics than another media type . For 
example , a first media type can have a better reliability or a 
shorter latency ( e.g. , less time to retrieve stored data ) than 
another media type . The command manager 210 can trans 
mit sub - operations to media sequencers based on the char 
acteristic or type of media of the memory components that 
are in the channel that includes a respective media 
sequencer . In some embodiments , the sub - operations can be 
transmitted to the media sequencers based on the character 
istic of the media type of the memory components satisfying 
a requirement of data to be stored at the memory compo 
nents . For example , the operation received by the command 
manager 210 can be a write operation to write 10 kilobytes 
of data to the memory sub - system . The command manager 
210 can determine that 2 kilobytes of the data to be written 
is metadata or system data associated with the other 8 
kilobytes that is user data . The user data can be accessed or 
retrieved more often than the metadata or the system data . In 
response , the command manager can generate sub - opera 
tions to store the 8 kilobytes of user data to a media 
sequencer that is used with memory components with a 
media type that has a smaller latency than other media types 
while the other two kilobytes can be stored at another 
memory component with another media type that has a 
larger latency . Subsequently , the different media sequencers 
can generate page operations to store the respective meta 
data or system data and the user data at the respective 
memory components . In some embodiments , since the 
memory components can be different types of media , then 
the size and address of a page in a memory component can 
be different . As such , the page operations generated by a first 
media sequencer that is used with memory components of a 
first media type can specify different sizes of data to be 

stored at pages of the memory components than the page 
operations that are generated by a second media sequencer 
that is used with other memory components of a second 
media type that is different than the first media type . 
[ 0037 ] FIG . 5A illustrates an error correction scheme by a 
controller with distributed components in accordance with 
some embodiments . The error correction scheme can be 
implemented by an error correction component 225A , 225B , 
and / or 225N of FIG . 2 . 
[ 0038 ] As shown in FIG . 5A , each of the memory com 
ponents 510A , 510B , and 510N can be associated with 
different channels as previously described . Each of the 
different channels can include a separate error correction 
component where each of the error correction components is 
used to store a code word ( e.g. , an ECC code word ) across 
the memory components 510A , 510B , and 510N . For 
example , portions of an ECC payload ( e.g. , data ) and 
corresponding ECC parity can be stored at each of the 
memory components at different channels . Thus , each error 
correction component in the different channels can be used 
to generate an ECC code word that is stored across the 
memory components 510A , 510B , and 510N . 
[ 0039 ] FIG . 5B illustrates another error correction scheme 
by a controller with distributed components in accordance 
with some embodiments . The error correction scheme can be 
implemented by an error correction component 225A , 225B , 
and / or 225N of FIG . 2 . 
[ 0040 ] As shown in FIG . 5B , the error correction compo 
nents of different channels can each store a separate code 
word ( e.g. , ECC code word ) at each respective memory 
component 510A , 510B , and 510C . For example , a first error 
correction component of a first channel can be used to 
generate and store a code word ( e.g. , the payload 1 and the 
ECC parity 1 ) at the memory component 510A and a 
separate second error correction component of a second 
channel can be used to generate and store another code word 
( e.g. , the payload 2 and the ECC parity 2 ) at the memory 
component 510B . Furthermore , a third error correction 
component of a third channel can be used to generate and 
store a third code word at the memory component 510N . 
Thus , each error correction component of a channel can be 
used to generate and store separate code words at separate 
memory components . 
[ 0041 ] In some embodiments , a redundancy sub - compo 
nent ( e.g. , the redundancy sub - component 212 ) can further 
be used to generate parity data for different memory com 
ponents . For example , different parity data can be used based 
on data stored at a respective memory component . 
[ 0042 ] FIG . 6 illustrates an example machine of a com 
puter system 600 within which a set of instructions , for 
causing the machine to perform any one or more of the 
methodologies discussed herein , can be executed . In some 
implementations , the computer system 600 can correspond 
to a host system ( e.g. , the host system 120 of FIG . 1 ) that 
includes or utilizes a memory sub - system ( e.g. , the memory 
sub - system 110 of FIG . 1 ) or can be used to perform the 
operations of a controller ( e.g. , to execute an operating 
system to perform operations corresponding to the command 
manager 210 or media sequencer 220A - N of the distributed 
components 113 of FIG . 1 ) . In alternative implementations , 
the machine can be connected ( e.g. , networked ) to other 
machines in a LAN , an intranet , an extranet , and / or the 
Internet . The machine can operate in the capacity of a server 
or a client machine in client - server network environment , as 
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a peer machine in a peer - to - peer ( or distributed ) network 
environment , or as a server or a client machine in a cloud 
computing infrastructure or environment . 
[ 0043 ] The machine can be a personal computer ( PC ) , a 
tablet PC , a set - top box ( STB ) , a Personal Digital Assistant 
( PDA ) , a cellular telephone , a web appliance , a server , a 
network router , a switch or bridge , or any machine capable 
of executing a set of instructions ( sequential or otherwise ) 
that specify actions to be taken by that machine . Further , 
while a single machine is illustrated , the term “ machine ” 
shall also be taken to include any collection of machines that 
individually or jointly execute a set ( or multiple sets ) of 
instructions to perform any one or more of the methodolo 
gies discussed herein . 
[ 0044 ] The example computer system 600 includes a 
processing device 602 , a main memory 604 ( e.g. , read - only 
memory ( ROM ) , flash memory , dynamic random access 
memory ( DRAM ) such as synchronous DRAM ( SDRAM ) 
or Rambus DRAM ( RDRAM ) , etc. ) , a static memory 606 
( e.g. , flash memory , static random access memory ( SRAM ) , 
etc. ) , and a data storage system 618 , which communicate 
with each other via a bus 630 . 
[ 0045 ] Processing device 602 represents one or more 
general - purpose processing devices such as a microproces 
sor , a central processing unit , or the like . More particularly , 
the processing device can be a complex instruction set 
computing ( CISC ) microprocessor , reduced instruction set 
computing ( RISC ) microprocessor , very long instruction 
word ( VLIW ) microprocessor , or a processor implementing 
other instruction sets , or processors implementing a combi 
nation of instruction sets . Processing device 602 can also be 
one or more special - purpose processing devices such as an 
application specific integrated circuit ( ASIC ) , a field pro 
grammable gate array ( FPGA ) , a digital signal processor 
( DSP ) , network processor , or the like . The processing device 
602 is configured to execute instructions 626 for performing 
the operations and steps discussed herein . The computer 
system 600 can further include a network interface device 
608 to communicate over the network 620 . 
[ 0046 ] The data storage system 618 can include a 
machine - readable storage medium 624 ( also known as a 
computer - readable medium ) on which is stored one or more 
sets of instructions or software 626 embodying any one or 
more of the methodologies or functions described herein . 
The instructions 626 can also reside , completely or at least 
partially , within the main memory 604 and / or within the 
processing device 602 during execution thereof by the 
computer system 600 , the main memory 604 and the pro 
cessing device 602 also constituting machine - readable stor 
age media . The machine - readable storage medium 624 , data 
storage system 618 , and / or main memory 604 can corre 
spond to the memory sub - system 110 of FIG . 1 . 
[ 0047 ] In one implementation , the instructions 626 include 
instructions to implement functionality corresponding to any 
or all of the components of the distributed components ( e.g. , 
the distributed components 113 of FIG . 1 ) . While the 
machine - readable storage medium 624 is shown in an 
example implementation to be a single medium , the term 
“ machine - readable storage medium ” should be taken to 
include a single medium or multiple media that store the one 
or more sets of instructions . The term “ machine - readable 
storage medium ” shall also be taken to include any medium 
that is capable of storing or encoding a set of instructions for 
execution by the machine and that cause the machine to 

perform any one or more of the methodologies of the present 
disclosure . The term “ machine - readable storage medium ” 
shall accordingly be taken to include , but not be limited to , 
solid - state memories , optical media , and magnetic media . 
[ 0048 ] Some portions of the preceding detailed descrip 
tions have been presented in terms of algorithms and sym 
bolic representations of operations on data bits within a 
computer memory . These algorithmic descriptions and rep 
resentations are the ways used by those skilled in the data 
processing arts to most effectively convey the substance of 
their work to others skilled in the art . An algorithm is here , 
and generally , conceived to be a self - consistent sequence of 
operations leading to a desired result . 
[ 0049 ] The operations are those requiring physical 
manipulations of physical quantities . Usually , though not 
necessarily , these quantities take the form of electrical or 
magnetic signals capable of being stored , combined , com 
pared , and otherwise manipulated . It has proven convenient 
at times , principally for reasons of common usage , to refer 
to these signals as bits , values , elements , symbols , charac 
ters , terms , numbers , or the like . 
[ 0050 ] It should be borne in mind , however , that all of 
these and similar terms are to be associated with the appro 
priate physical quantities and are merely convenient labels 
applied to these quantities . The present disclosure can refer 
to the action and processes of a computer system , or similar 
electronic computing device , that manipulates and trans 
forms data represented as physical ( electronic ) quantities 
within the computer system's registers and memories into 
other data similarly represented as physical quantities within 
the computer system memories or registers or other such 
information storage systems . 
[ 0051 ] The present disclosure also relates to an apparatus 
for performing the operations herein . This apparatus can be 
specially constructed for the intended purposes , or it can 
include a general purpose computer selectively activated or 
reconfigured by a computer program stored in the computer . 
Such a computer program can be stored in a computer 
readable storage medium , such as , but not limited to , any 
pe of disk including floppy disks , optical disks , CD 

ROMs , and magnetic - optical disks , read - only memories 
( ROMs ) , random access memories ( RAMs ) , EPROMs , 
EEPROMs , magnetic or optical cards , or any type of media 
suitable for storing electronic instructions , each coupled to 
a computer system bus . 
[ 0052 ] The algorithms and displays presented herein are 
not inherently related to any particular computer or other 
apparatus . Various general purpose systems can be used with 
programs in accordance with the teachings herein , or it can 
prove convenient to construct a more specialized apparatus 
to perform the method . The structure for a variety of these 
systems will appear as set forth in the description below . In 
addition , the present disclosure is not described with refer 
ence to any particular programming language . It will be 
appreciated that a variety of programming languages can be 
used to implement the teachings of the disclosure as 
described herein . 
[ 0053 ] The present disclosure can be provided as a com 
puter program product , or software , that can include a 
machine - readable medium having stored thereon instruc 
tions , which can be used to program a computer system ( or 
other electronic devices ) to perform a process according to 
the present disclosure . A machine - readable medium includes 
any mechanism for storing information in a form readable 
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by a machine ( e.g. , a computer ) . In some implementations , 
a machine - readable ( e.g. , computer - readable ) medium 
includes a machine ( e.g. , a computer ) readable storage 
medium such as a read only memory ( “ ROM ” ) , random 
access memory ( “ RAM ” ) , magnetic disk storage media , 
optical storage media , flash memory components , etc. 
[ 0054 ] In the foregoing specification , implementations of 
the disclosure have been described with reference to specific 
example implementations thereof . It will be evident that 
various modifications can be made thereto without departing 
from the broader spirit and scope of implementations of the 
disclosure as set forth in the following claims . The specifi 
cation and drawings are , accordingly , to be regarded in an 
illustrative sense rather than a restrictive sense . 
What is claimed is : 
1. A system comprising : 
a plurality of memory components ; and 
a command manager component , operatively coupled 

with the plurality of memory components , to : 
receive a host operation to be performed at the system ; 
determine a plurality of sub - operations associated with 

the received host operation ; 
identify a memory component of the plurality of 
memory components for each sub - operation of the 
plurality of sub - operations ; and 

transmit each sub - operation of the plurality of sub 
operations to a media sequencer component that is 
associated with a respective memory component of 
the plurality of memory components . 

2. The system of claim 1 , wherein the media sequencer 
component determines page operations for the respective 
memory component that is associated with the media 
sequencer component . 

3. The system of claim 2 , wherein each of the page 
operations corresponds to a portion of data specified by the 
host operation . 

4. The system of claim 1 , further comprising : 
a plurality of media sequencer components , wherein each 
media sequencer component of the plurality of media 
sequencer components is associated with a different 
channel of a controller of the system . 

5. The system of claim 4 , further comprising : 
a plurality of error correction components , wherein each 

error correction component is included in a different 
channel of the controller . 

6. The system of claim 5 , wherein each error correction 
component of the plurality of error correction components 
generates a particular code word at each memory component 
of the plurality of memory components that is controlled by 
a particular channel . 

7. The system of claim 1 , wherein the command manager 
component is to further identify the memory component of 
the plurality of memory components for each sub - operation 
based on a type of the memory component , wherein the 
plurality of memory components correspond to a plurality of 
types of memory components , and wherein media sequencer 
component that is associated with the respective memory 
component of the plurality of memory components sched 
ules the transmitted sub - operation based on the type of the 
memory component . 

8. A system comprising : 
a plurality of memory components ; 
a command manager component to receive a host opera 

tion associated with data at the plurality of memory 

components and to determine a plurality of sub - opera 
tions of the received host operation ; and 

a plurality of media sequencer components to receive the 
plurality of sub - operations , wherein each media 
sequencer component of the plurality of media 
sequencer components generates one or more page 
operations for a particular memory component of the 
plurality of memory components based on a received 
sub - operation of the plurality of sub - operations . 

9. The system of claim 8 , wherein each of the one or more 
page operations corresponds to a portion of the data . 

10. The system of claim 8 , wherein each of the plurality 
of media sequencer components is associated with a differ 
ent channel of a controller . 

11. The system of claim 8 , further comprising : 
a plurality of error correction components , wherein each 

error correction component is associated with a differ 
ent media sequencer component . 

12. The system of claim 11 , wherein each error correction 
component of the plurality of error correction components 
generates a particular code word at each memory component 
of the plurality of memory components that is controlled by 
a particular channel of a controller . 

13. The system of claim 8 , wherein the plurality of 
sub - operations are based on different types of memory 
components of the plurality of memory components . 

14. The system of claim 8 , wherein the data is a first size , 
wherein second data for a particular sub - operation is at a 
second size that is smaller than the first size , and wherein 
third data for a particular page operation is at a third size that 
is smaller than the second size . 

15. A method comprising : 
receiving a host operation to be performed ; 
determining a plurality of sub - operations associated with 

the received host operation ; 
identifying a memory component of a plurality of 
memory components for each sub - operation of the 
plurality of sub - operations ; and 

transmitting , by a processing device , each sub - operation 
of the plurality of sub - operations to a particular media 
sequencer component that is associated with a respec 
tive memory component of the plurality of memory 
components . 

16. The method of claim 15 , further comprising : 
determining , by the particular media sequencer compo 

nent , page operations for the respective particular 
memory component that is associated with the particu 
lar media sequencer component . 

17. The method of claim 16 , wherein each of the page 
operations corresponds to a portion of data specified by the 
host operation . 

18. The method of claim 16 , wherein each of the page 
operations is associated with a page that corresponds to a 
smallest unit of a particular memory component that is to be 
addressed . 

19. The method of claim 15 , wherein the identifying of the 
memory component is based on a type of memory of the 
memory component . 

20. The method of claim 15 , wherein the particular media 
sequencer component is associated with an error correction 
operation . 


