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MULTI-SCREEN INTERACTION METHOD
AND APPARATUS, TERMINAL DEVICE, AND
VEHICLE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of International
Application No. PCT/CN2021/090009, filed on Apr. 26,
2021, the disclosure of which is hereby incorporated by
reference in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of intelligent
vehicles, and in particular, to a multi-screen interaction
method and apparatus, a terminal device, and a vehicle.

BACKGROUND

[0003] With the development of intelligence, vehicle intel-
ligence is increasingly high, and functions of an intelligent
cabin are increasingly concerned by consumers. To improve
driver experience, there are a plurality of displays in a
vehicle: one display for displaying information such as a
speed, fuel consumption, and mileage of the vehicle, one
display for displaying a navigation route, one display for
displaying entertainment videos such as music and a radio
broadcast, and a display with other functions. Generally,
each display displays fixed content, and cannot display
content to be displayed on another display. With the devel-
opment of technologies such as projection and screen shar-
ing, a technology in which a display pushes content dis-
played on the display to another display for display to share
the displayed content becomes an important requirement of
a user and a research hotspot of a manufacturer.

[0004] For a vehicle model configured with a plurality of
displays, in the conventional technology, if a driver wants to
push content displayed on one display to another display, the
driver needs to tap a specific button on the display or drag
target content on the display to perform a sliding operation.
In this manner, the driver needs to perform an operation on
the display, which disperses attention of the driver and
causes a safety problem in vehicle traveling.

SUMMARY

[0005] To resolve the foregoing problem, embodiments of
this application provide a multi-screen interaction method
and apparatus, a terminal device, and a vehicle.

[0006] According to a first aspect, this application pro-
vides a multi-screen interaction method, including: obtain-
ing sensing information, where the sensing information
includes gesture information; and triggering, based on the
gesture information, a first display to display a first interface
image, where the first interface image includes a sub-image,
and a movement trend of the sub-image is associated with
the gesture information; and triggering the sub-image to be
displayed on a second display.

[0007] In this implementation, sensing information is
obtained to obtain gesture information, and then a display is
triggered to display an interface image based on the gesture
information, and a sub-image is displayed on the display.
The sub-image is associated with the gesture information, so
that the sub-image moves as a gesture moves. A specific
condition is triggered, for example, a movement distance of
the gesture is greater than a specified threshold, to trigger the
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sub-image to move to another display. Therefore, a multi-
screen interaction function is implemented.

[0008] In an implementation, when the gesture informa-
tion includes a five-finger capture gesture, content displayed
in the sub-image is all content of the first interface image.
[0009] In an implementation, when the gesture informa-
tion includes a two-finger capture gesture, content displayed
in the sub-image is an interface presented by a first appli-
cation in the first interface image, and the first application is
an application selected by a user or an application that is
running.

[0010] In an implementation, the first interface image
further includes position information, and the position infor-
mation is an identifier of at least one other display capable
of displaying the sub-image, and orientation information of
the at least one display relative to the first display.

[0011] In this implementation, an identifier of another
display capable of displaying a sub-image and orientation
information relative to the first display are displayed on a
display, so that the user can intuitively see a movement
direction of a subsequent gesture. This facilitates a subse-
quent multi-screen interaction operation.

[0012] In an implementation, before the triggering the
sub-image to be displayed on a second display, the method
further includes: determining the second display, where the
second display is determined based on first position infor-
mation, second position information, and stored orientation
information of at least one display relative to the first
display, the first position information is position information
of'a gesture used when the first display is triggered to display
the first interface image, the second position information is
position information of a gesture at a current moment, and
the at least one display includes the second display.

[0013] In this implementation, a target display for inter-
action is determined in advance, so that when a sub-image
is subsequently triggered to move to the target display, the
sub-image quickly moves to the target display. This reduces
a processing time and improves user experience.

[0014] In an implementation, the determining the second
display includes: determining, based on the first position
information and the second position information, first ori-
entation information of the second position information
relative to the first position information; comparing the first
orientation information with the stored orientation informa-
tion of the at least one display relative to the first display;
and when the first orientation information is the same as
orientation information of the second display relative to the
first display, determining the second display.

[0015] In this implementation, orientation information of
the gesture is associated with orientation information
between the displays, so that the user can implement multi-
screen interaction only by simply moving in space and
generating an orientation change, so that an operation for
implementing the function is simple and easy to implement.
[0016] In an implementation, the triggering the sub-image
to be displayed on a second display includes: when it is
detected that a distance between the first position informa-
tion and the second position information is greater than a
specified threshold, triggering the sub-image to be displayed
on the second display.

[0017] Inthis implementation, a movement distance of the
gesture is associated with multi-screen interaction, so that
the user can implement multi-screen interaction only by
simply moving in space and generating a relatively large
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distance difference, so that an operation for implementing
the function is simple and easy to implement.

[0018] In an implementation, when the sub-image is an
application icon, the triggering the sub-image to be dis-
played on a second display includes: triggering an image
indicated by the sub-image to be displayed on the second
display.

[0019] In this implementation, when the sub-image is an
image of an application, after the sub-image moves to the
target display, for more convenience of the user, the appli-
cation is directly run without an operation performed by the
user, and the user does not need to actively perform an
operation on the display to run the application.

[0020] In an implementation, a size of the sub-image is
less than a size of the first display, to avoid that the
sub-image covers an original interface image and that view-
ing of content of the original interface image by the user is
affected.

[0021] In an implementation, the position information is
displayed on an edge position of the first display, so that the
user can see a relative position of another display more
intuitively.

[0022] Inan implementation, when a resolution of the first
display is different from a resolution of the second display,
the method further includes: setting a resolution of the
sub-image to the resolution of the second display, to avoid
that the sub-image cannot be displayed on the target display
due to a pixel problem.

[0023] In an implementation, when the size of the first
display is different from a size of the second display, the
method further includes: setting the size of the sub-image to
the size of the second display, to avoid that the sub-image
cannot be displayed on the target display due to a size
problem.

[0024] Inan implementation, when a size of a long side or
a size of a short side of the second display is less than a size
of'a long side or a size of a short side of the first display, the
method further includes: scaling down the sub-image to
make a size of a long side of the sub-image be the same as
the size of the long side of the second display; or scaling
down the sub-image to make a size of a short side of the
sub-image be the same as the size of the short side of the
second display.

[0025] In this implementation, when a length-width ratio
of the sub-image is different from a length-width ratio of the
target display, a long side of the sub-image may be aligned
with the target display, or a short side of the sub-image may
be aligned with the target display, so that the sub-image can
be displayed on the display.

[0026] According to a second aspect, an embodiment of
this application provides a multi-screen interaction appara-
tus, including: a transceiver unit, configured to obtain sens-
ing information, where the sensing information includes
gesture information; and a processing unit, configured to:
trigger, based on the gesture information, a first display to
display a first interface image, where the first interface
image includes a sub-image, and a movement trend of the
sub-image is associated with the gesture information; and
trigger the sub-image to be displayed on a second display.
[0027] In an implementation, when the gesture informa-
tion includes a five-finger capture gesture, content displayed
in the sub-image is all content of the first interface image.
[0028] In an implementation, when the gesture informa-
tion includes a two-finger capture gesture, content displayed
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in the sub-image is an interface presented by a first appli-
cation in the first interface image, and the first application is
an application selected by a user or an application that is
running.

[0029] In an implementation, the first interface image
further includes position information, and the position infor-
mation is an identifier of at least one other display capable
of displaying the sub-image, and orientation information of
the at least one display relative to the first display.

[0030] Inan implementation, the processing unit is further
configured to determine the second display, where the sec-
ond display is determined based on first position informa-
tion, second position information, and stored orientation
information of at least one display relative to the first
display, the first position information is position information
of'a gesture used when the first display is triggered to display
the first interface image, the second position information is
position information of a gesture at a current moment, and
the at least one display includes the second display.

[0031] In an implementation, the processing unit is spe-
cifically configured to: determine, based on the first position
information and the second position information, first ori-
entation information of the second position information
relative to the first position information; compare the first
orientation information with the stored orientation informa-
tion of the at least one display relative to the first display;
and when the first orientation information is the same as
orientation information of the second display relative to the
first display, determine the second display.

[0032] In an implementation, the processing unit is spe-
cifically configured to: when it is detected that a distance
between the first position information and the second posi-
tion information is greater than a specified threshold, trigger
the sub-image to be displayed on the second display.
[0033] In an implementation, when the sub-image is an
application icon, the processing unit is specifically config-
ured to trigger an image indicated by the sub-image to be
displayed on the second display.

[0034] In an implementation, a size of the sub-image is
less than a size of the first display.

[0035] In an implementation, the position information is
displayed on an edge position of the first display.

[0036] Inan implementation, when a resolution of the first
display is different from a resolution of the second display,
the processing unit is further configured to set a resolution
of the sub-image to the resolution of the second display.
[0037] In an implementation, when the size of the first
display is different from a size of the second display, the
processing unit is further configured to set the size of the
sub-image to the size of the second display.

[0038] Inan implementation, when a size of a long side or
a size of a short side of the second display is less than a size
of'a long side or a size of a short side of the first display, the
processing unit is further configured to: scale down the
sub-image to make a size of a long side of the sub-image be
the same as the size of the long side of the second display;
or scale down the sub-image to make a size of a short side
of the sub-image be the same as the size of the short side of
the second display.

[0039] According to a third aspect, an embodiment of this
application provides a multi-screen interaction system,
including a processor and at least two displays, configured
to perform the embodiments of the first aspect that may be
implemented.
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[0040] According to a fourth aspect, an embodiment of
this application provides a vehicle, including at least one
camera, at least two displays, at least one memory, and at
least one processor, configured to perform the embodiments
of the first aspect that may be implemented.

[0041] According to a fifth aspect, an embodiment of this
application provides a computer-readable storage medium.
The computer-readable storage medium stores a computer
program, and when the computer program is executed in a
computer, the computer is enabled to perform the embodi-
ments of the first aspect that may be implemented.

[0042] According to a sixth aspect, an embodiment of this
application provides a computing device, including a
memory and a processor, where the memory stores execut-
able code, and when the processor executes the executable
code, the embodiments of the first aspect that may be
implemented are implemented.

[0043] According to a seventh aspect, a computing device
is provided, where the computing device includes a proces-
sor and an interface circuit, the processor is coupled to a
memory by using the interface circuit, and the processor is
configured to execute program code in the memory, to
implement the technical solution provided in any one of the
second aspect to the fourth aspect or the possible imple-
mentations of the second aspect to the fourth aspect.
[0044] In this embodiment of this application, when a
driver wants to push content displayed on a display to
another display for display, to avoid a potential safety hazard
caused by an operation manner of the driver such as tapping
a specific button on the display or dragging target content on
the display to slide. In this application, the driver only needs
to place a hand next to the source display very naturally to
perform a palm spreading operation. After an activation
gesture is recognized, and when fingers are gradually
pinched, the source display enters a fly screen activation
state. An entire process is equivalent to capturing the current
screen by the hand. Then, the source display only needs to
move to a corresponding direction based on an interface
prompt. In a movement process, a direction in which the
source display is flying may be seen in the interface in real
time. After a movement distance reaches a threshold, a
finger is spread, and a fly screen operation is performed. An
entire process is equivalent to capturing the source display
and throwing the source display to the target display. The
operation is simple, and a multi-screen interaction function
can be implemented without requiring much effort of the
driver. Therefore, safety in a traveling process of the vehicle
can be ensured.

BRIEF DESCRIPTION OF DRAWINGS

[0045] The following briefly describes accompanying
drawings used in describing embodiments.

[0046] FIG. 1 is a schematic diagram of a structure of a
vehicle according to an embodiment of this application;
[0047] FIG. 2(a) is a schematic diagram of positions
where a display and a camera of a front seat of a vehicle are
disposed according to an embodiment of this application;
[0048] FIG. 2(b) is a schematic diagram of positions
where a display and a camera of a back seat of a vehicle are
disposed according to an embodiment of this application;
[0049] FIG. 3 is a schematic flowchart of implementing a
multi-screen interaction method according to an embodi-
ment of this application;
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[0050] FIG. 4(a) is a schematic diagram of a gesture
change for implementing five-finger capture to implement a
casting function of a display according to an embodiment of
this application;

[0051] FIG. 4(b) is a schematic diagram of a gesture
change for implementing two-finger capture to implement
an application sharing function according to an embodiment
of this application;

[0052] FIG. 5 is a schematic diagram of recognizing a
gesture in an image according to an embodiment of this
application;

[0053] FIG. 6 is a schematic diagram of an image dis-
played on a source display and a corresponding gesture
when a sub-image is obtained in a process of implementing
five-finger capture to implement a casting function of a
display according to an embodiment of this application;
[0054] FIG. 7 is a schematic diagram of an image dis-
played on a source display and a corresponding gesture
when a sub-image is obtained in a process of implementing
two-finger capture to implement an application sharing
function according to an embodiment of this application;
[0055] FIG. 8 is a schematic diagram of a display effect
after some sub-images on a source display move out accord-
ing to an embodiment of this application;

[0056] FIG. 9 is a schematic diagram of a display effect
after some sub-images move to a target display according to
an embodiment of this application;

[0057] FIG. 10 is a schematic diagram 1 of a display effect
of displaying a sub-image on a target display according to an
embodiment of this application;

[0058] FIG. 11 is a schematic diagram 2 of a display effect
of displaying a sub-image on a target display according to an
embodiment of this application;

[0059] FIG. 12 is a schematic diagram 3 of a display effect
of displaying a sub-image on a target display according to an
embodiment of this application;

[0060] FIG. 13 is a schematic diagram of a movement
effect of two sub-images when a source display simultane-
ously performs multi-screen sharing to two target displays
according to an embodiment of this application;

[0061] FIG. 14 is a schematic diagram of a gesture in
which five-finger capture is used to implement a casting
function of a display and a movement process of a sub-
image according to an embodiment of this application;
[0062] FIG. 15 is a schematic diagram of a structure of a
multi-screen interaction apparatus according to an embodi-
ment of this application; and

[0063] FIG. 16 is a schematic diagram of a structure of
another multi-screen interaction apparatus according to an
embodiment of this application.

DESCRIPTION OF EMBODIMENTS

[0064] The following describes technical solutions in
embodiments of this application with reference to accom-
panying drawings in embodiments of this application.

[0065] FIG. 1 is a schematic diagram of a structure of a
vehicle according to an embodiment of this application. As
shown in FIG. 1, a vehicle 100 includes at least two displays
101 (for example, a display 101-1 to a display 101-N shown
in FIG. 1), at least one camera 102 (for example, a camera
102-1 to a camera 102-M shown in FIG. 1), a processor 103,
a memory 104, and a bus 105. The display 101, the camera
102, the processor 103, and the memory 104 may establish
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a communication connection by using the bus 105. N is an
integer greater than 1, and M is a positive integer.

[0066] A type of the display 101 may include one or more
of atouch-sensitive display or a non-touch-sensitive display.
For example, the display 101 may be all touch-sensitive
displays, or all non-touch-sensitive displays. Alternatively,
the display 101 may include two types of displays: a
touch-sensitive display and a non-touch-sensitive display.
The display 101 may be configured to display meter data
such as a fuel level, a vehicle speed, and a mileage, and data
such as a navigation route, music, a video, and an image
(such as an image of an environment around a vehicle). To
reduce costs, the non-touch-sensitive display may be con-
figured to display meter data such as a fuel level, a vehicle
speed, and a mileage, and the touch-sensitive display may
display data such as a navigation route, music, a video, and
an image. It should be understood that the touch-sensitive
display may also be configured to display meter data such as
a fuel level, a vehicle speed, and a mileage. The foregoing
display content is merely an example. Content displayed on
the display is not limited in this application.

[0067] For example, for a position arrangement of the
display 101, refer to FIG. 2(a) or FIG. 2(5). In a front seat
of the vehicle 100 shown in FIG. 2(a), a display 101-1 may
be disposed in the middle of a steering wheel, and is
configured to display a volume button for playing music, a
play/pause button, an accept/decline button, and the like, so
that a driver performs a more convenient operation during
driving, thereby reducing switching between a line of sight
and a body angle that are of the driver, and improving
driving safety. A display 101-2 is disposed on a vehicle body
below a windshield and above the steering wheel that are of
the vehicle 100, to display data such as a fuel level, a vehicle
speed, and a mileage. A display 101-3 is disposed between
a driving seat and a front passenger seat, to display data such
as music, a video and a navigation route. For the front
passenger seat, a display 101-4 may be disposed on the
vehicle body located in front of the front passenger position,
and may be configured to display any content that a pas-
senger in the front passenger seat wants to watch. For a back
seat of the vehicle 100 shown in FIG. 2(), a display 101-5
and a display 101-6 may be disposed at an upper position at
the back of each front seat. The two displays may display
any content that a passenger in the back seat wants to watch,
for example, a movie, navigation information, or weather.

[0068] In this embodiment of this application, a quantity
of displays 101 and positions of the displays 101 are not
limited to quantity and position relationships shown in FIG.
2(a) and FIG. 2(b). This application is merely described by
using examples, to facilitate understanding of the solution
by a reader. A specific quantity of the displays 101 and
specific positions of the displays 101 disposed on the vehicle
100 are determined based on an actual situation.

[0069] The camera 102 may be configured to capture a
static image or a video. For example, an optical image of an
object is generated through the lens, and is cast onto a
photosensitive element. The photosensitive element may be
a charge coupled device (charge coupled device, CCD) or a
complementary metal-oxide-semiconductor (complemen-
tary metal-oxide-semiconductor, CMOS) phototransistor.
The photosensitive element converts an optical signal into
an electrical signal, and then transmits the electrical signal
to a processor (for example, an image processor) to convert
the electrical signal into a digital image signal. The digital
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image signal is output to a digital signal processor (digital
signal processor, DSP) for processing. The DSP converts the
digital image signal into an image signal in a standard format
such as red green blue (red green blue, RGB), or luminance
bandwidth chrominance (luminance bandwidth chromi-
nance, YUV) The camera 102 may be disposed at different
positions in the vehicle, and the camera 102 in the vehicle
may be configured to collect body information (for example,
palm information) of a user in the vehicle 100. A working
manner of the camera 102 may be periodic photographing,
or may be continuous shooting to obtain a video stream. In
this application, the technical solutions of this application
are subsequently described by using periodic photographing
as an example.

[0070] In this application, positions of the cameras 102 in
the vehicle 100 are shown in FIG. 2(a) and FIG. 2(4). For
a front seat position, a camera 102-1 may be disposed on a
rearview mirror, and a shooting range of the camera 102-1
covers the driving seat and the front passenger seat. The
camera 102-1 is configured to collect palm information of a
user in the driving seat and palm information of a user in the
front passenger seat. For a back seat position, a camera
102-3 and a camera 102-4 may be separately disposed at an
upper part of the display 101-5 and the display 101-6, and
a camera 102-2 and a camera 102-5 are separately disposed
at the two rear door frames that are close to the front seats,
to collect palm information of a user in the back seat.
[0071] Similarly, in this embodiment of this application, a
quantity of cameras 102 and positions of the cameras 102 are
not limited to quantity and position relationships shown in
FIG. 2(a) and FIG. 2(b). This application is merely
described by using examples, to facilitate understanding of
the solution by a reader. A specific quantity of the cameras
102 and specific positions of the cameras 102 disposed on
the vehicle 100 are determined based on an actual situation.
[0072] The palm information collected by the camera 102
mainly includes a gesture presented by five fingers and
position information of a palm relative to the camera 102. In
this application, when the position information of the palm
is determined by using a binocular ranging principle, two
cameras need to be disposed at each position.

[0073] The processor 103 may be an on-board controller,
a central processing unit (central processing unit, CPU), a
cloud server, or the like. The processor 103 is configured to
process an image captured by the camera 102, recognize a
gesture type corresponding to a palm of a user in the image
and position information of the palm, and then control
content displayed on one display to move to another display.
[0074] The memory 104 may include a volatile memory
(volatile memory), for example, a random-access memory
(random-access memory, RAM). Alternatively, the memory
104 may include a non-volatile memory (non-volatile
memory), for example, a read-only memory (read-only
memory, ROM), a flash memory, a hard disk drive (hard disk
drive, HDD), or a solid state drive (solid state drive, SSD).
Alternatively, the memory 104 may include a combination
of the foregoing types of memories. Data stored in the
memory 104 not only includes an image captured by the
camera 102, a database of a gesture type, and the like, but
also includes various instructions, applications, and the like
that are corresponding to a method for performing multi-
screen interaction.

[0075] FIG. 3 is a schematic flowchart of a multi-screen
interaction method according to an embodiment of this
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application. The multi-screen interaction method may be
performed by a computing device, or may be performed by
a processing apparatus applied to a computing device, or
may be performed by a system shown in FIG. 1. The
computing device may be a terminal, for example, a vehicle
or a vehicle-mounted apparatus (such as an in-vehicle info-
tainment, a vehicle-mounted processor, or a vehicle-
mounted computer), or may be a cloud apparatus such as a
server. The processing apparatus may be a chip, a processing
circuit, a processor, or the like. For ease of description, this
application is described in detail by using an example in
which the processor performs the multi-screen interaction
method. As shown in FIG. 3, the multi-screen interaction
method includes the following steps.

[0076] S301: Obtain Sensing Information.

[0077] The sensing information may include information
obtained by using a sensor. For example, gesture informa-
tion, environment information, and the like that may be
obtained by using one or more of a camera sensor and a radar
sensor; or environmental sound information may be
obtained by using a sound sensor, for example, a user
instruction. The sensing information may be information
collected by the sensor, or may be information processed by
one or more components such as a sensor and a processor.
For example, noise reduction is performed on image infor-
mation by using the sensor.

[0078] In a specific implementation process, when a user
needs to cast a user interface (user interface, Ul) displayed
on a display (the display is subsequently referred to as a
“source display”) or an interface presented by an application
(application, APP) to another display (the display is subse-
quently referred to as a “target display”), the user may
trigger a multi-screen interaction function by using a cabin
camera to detect a specific body action, for example, a
gesture (which may also be understood as a wake-up ges-
ture). Alternatively, the multi-screen interaction function
may be triggered by using voice wake-up, virtual button
wake-up on the display, or the like.

[0079] In a specific implementation process, gestures such
as a wake-up gesture and an operation gesture may be
implemented in a plurality of manners, for example, a
left-swipe gesture, a right-swipe gesture, and a palm hov-
ering gesture, and may be a dynamic gesture (or referred to
as a dynamic trend gesture), or may be a static gesture. A
processor configured to recognize a gesture may obtain
sensing information by using an interface circuit, to deter-
mine a current gesture or action that is gestured by the user.
In this application, gestures are described in detail below by
using two solutions: “five-finger capture to implement dis-
play casting” and “two-finger capture to implement appli-
cation sharing”. It should be understood that this application
is not limited to the two solutions.

[0080] A gesture action is described by using the solution
of “five-finger capture to implement display casting” as an
example. As shown in FIG. 4(a), when starting to capture, a
user spreads five fingers first, and approaches a source
display. During capturing, the five fingers are gradually
pinched. During casting, the pinched five fingers move from
a position of the source display to a position of a target
display, then gradually approach a target display, and the five
fingers are gradually spread.

[0081] A gesture action is described by using the solution
of “two-finger capture to implement application sharing” as
an example. As shown in FIG. 4(5), when starting to capture,
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a user first spreads five fingers (or spreads a thumb and an
index finger and makes other fingers bend towards the center
of the palm), and then approaches a source display. During
capturing, the thumb and the index finger are gradually
pinched, and the other fingers bend towards the center of the
palm. During casting, the pinched two fingers move from a
position of the source display to a position of a target
display, then gradually approach a target display, and the
thumb and the index finger are gradually spread.

[0082] It should be understood that the gesture for
enabling the multi-screen interaction function in this
embodiment of this application may be the foregoing gesture
of “five-finger spread”, or the foregoing gesture of “five-
finger spread and gradually approach the display”, or may be
another gesture. For ease of description, the following uses
the foregoing gesture as an example for description.
[0083] Determining of the gesture information may be
obtained by using an image (or a video stream) shot by a
camera, for example, a finger of a person in the image and
a gesture presented by each finger are recognized by using
a gesture recognition algorithm; or may be obtained by using
radar information, for example, after a 3 dimension point
cloud image is obtained, a finger feature of a person in the
image is extracted by using a neural network, and then a
gesture presented by a finger is determined based on the
finger feature. Alternatively, determining may be performed
by using other information. This is not limited herein in this
application. The following describes the technical solutions
of this application by using an image or a video stream shot
by a camera as an example.

[0084] After the multi-screen interaction function is
enabled, sensing information of a corresponding position is
obtained based on the position of the source display. The
sensing information of the corresponding position may be
information collected or processed by a sensor such as a
camera or a radar with a collection range covering a control
position of the source display. For example, as shown in
FIG. 2(a), after receiving an instruction that is for enabling
an interaction function and that is sent by the display 101-2,
the processor enables the camera to work, to avoid enabling
all cameras in the vehicle to work, reduce power consump-
tion of the vehicle, and protect privacy of a passenger on
another seat in the vehicle 100.

[0085] After receiving the sensing information, the pro-
cessor performs hand target detection and gesture recogni-
tion on the sensing information, to recognize a gesture
presented by a palm of a user. For example, the processor
receives an image that includes a palm and that is captured
by the camera. As shown in FIG. 5, the captured image may
be preprocessed first, where the preprocessing may include
performing noise reduction and information enhancement
on the image. Then, a hand target detection algorithm may
be used to obtain a target gesture in the image, and then key
point estimation is performed on 2 dimension (2 dimension,
2D) coordinates of 21-degrees of freedom (degree of free-
doms, DOFS) or 26 DOFS (or more) of the hand, to obtain
a classification and description of a current gesture. Finally,
the target gesture is recognized by using a gesture recogni-
tion algorithm, to recognize a gesture presented by the palm
in the image.

[0086] In this application, the processor recognizes a spe-
cific gesture such as a wake-up gesture or an operation
gesture from an obtained image or a frame of image in a
video stream. After the interaction function is enabled, the
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camera continuously shoots an image or a video stream, and
the processor continuously obtains the image or the video
stream for processing. Therefore, to display a time sequence
of an image in the obtained image or the video stream, in
description of this application, the processor numbers the
image in the obtained image or the video stream in a time
sequence, and defines the obtained image in this case as a j*
frame of image in the video stream or an i image, where
both i and j are positive integers greater than 0.

[0087] With reference to FIG. 4(a) and FIG. 4(b), the
specific gesture is a dynamic trend gesture. In a process of
determining the specific gesture, the processor may compare
a distance between fingers in an image obtained at a current
moment and in an image obtained at a previous moment. If
the distance between the five fingers gradually decreases, it
indicates a “five-finger pinch” gesture. If the distance
between the five fingers gradually decreases, and the middle
finger, ring finger, and litter finger bend, it indicates a gesture
that “the thumb and index finger are gradually pinched, and
the other fingers bend towards the center of the palm”.
[0088] When detecting the specific gesture, the processor
controls the source display to enter a multi-screen interac-
tion state, so that the source display extracts, based on a
change of the gesture, a displayed interface or an interface
presented by a displayed application. The processor may
further calculate, based on the image captured by the cam-
era, spatial coordinates (x0, y0, z0) of the specific gesture
relative to the camera by using a hand 3 dimension (3
dimension, 3D) positioning algorithm.

[0089] As shown in FIG. 2(a), when the camera is a
camera that can measure depth, such as a time of flight (time
of flight, TOF) camera head or a binocular camera, after
obtaining an image shot by the camera and depth informa-
tion provided by the camera, the processor directly calcu-
lates, by using an intrinsic parameter and an extrinsic
parameter of the camera, spatial coordinates of a specific
gesture relative to an optical center of the camera. The TOF
camera may obtain a distance of the target object based on
a round-trip flight time of the detected optical pulse by
continuously sending optical pulses to a target object, and
receiving, by using a sensor, light returned from the target
object.

[0090] When the camera is a monocular camera that
cannot measure depth, the processor may calculate a depth
or a distance of the gesture by using a depth estimation
method. Herein, several possible depth estimation methods
are provided as examples. This is not limited in this appli-
cation. For example:

[0091] (1) A perspective-n-point (perspective-n-point,
PNP)-based algorithm. A hand model-based prior is
used to detect a key point on a palm, and in combina-
tion with a camera model, a hand position is roughly
estimated based on a PNP algorithm. Since only a
position of a fist-clenching gesture needs to be esti-
mated, the key point detection model can perform
depth optimization on the fist-clenching gesture.
Although absolute precision of a 3D position of a key
point obtained in this way is not high due to individual
differences, position precision used for determining a
direction of the gesture is not strict. Therefore, this
method may be also used to determine a relative
amount of directional movement.

[0092] (2) A monocular depth estimation network
model based on deep learning. After an image shot by
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the camera is obtained, depth estimation may be
directly performed on the monocular camera by using
the monocular depth estimation network model for
deep learning, to generate a virtual 3D camera, to
compensate for a lack of a hardware 3D camera, and
predict depth information of a specific gesture in a next
frame or a plurality of frames of images in the obtained
sensing information.
[0093] Finally, the processor calculates, based on the
image obtained by the camera and the predicted depth
information of the image, the spatial coordinates of the
specific gesture relative to the optical center of the camera
by using the intrinsic parameter and the extrinsic parameter
of the camera.
[0094] S302: Trigger, based on the gesture information, a
first display to display a first interface image. The first
display is a source display, and the first interface image is an
interface image displayed by the source display. The first
interface image further includes a sub-image. The sub-image
may be a scaled-down first interface image, or may be an
icon of an app, or the like. The displayed content may be all
images displayed in the first interface image, or may be
some images displayed in the first interface image.
[0095] After detecting the specific gesture, the processor
may convert some or all of the image presented on the
source display at a current moment into a sub-image that is
less than a size of the source display, or convert an icon of
an app displayed on the source display into a sub-image, and
present the sub-image on the source display. For example,
the sub-image is displayed at a middle position, a left
position, or the like of the source display. Optionally, after
detecting the specific gesture, the processor may alterna-
tively regenerate a sub-image, where a size of the sub-image
is less than a size of the source display, and displayed
content is synchronized with an interface originally dis-
played on the source display.
[0096] For example, as shown in FIG. 6, a time bar may
be disposed at an upper part of the source display, and a
middle part is an area where a played video is located. When
a specific gesture is a “five-finger pinch” gesture, the pro-
cessor captures a screen shot of an entire interface (including
a time bar and an area where a video is located) displayed
on the source display at the current moment, and displays the
screen shot in a middle position of the source display.
[0097] As shown in FIG. 7, when a specific gesture is a
gesture that “the thumb and index finger are gradually
pinched, and the other fingers bend towards the center of the
palm”, the processor captures a screen shot of an area where
a video is displayed on the source display at a current
moment, and displays the screen shot in a middle position of
the source display.
[0098] There are a plurality of implementations in a spe-
cific implementation process of determining whether to
convert the time bar into a sub-image or convert a video
playback area into a sub-image in FIG. 7. For ease of
understanding, the following describes several possible
implementations as examples. This is not limited in this
application.
[0099] Forexample, a priority is set for an application. For
example, a navigation app is set to a first priority, apps such
as video, music, and wireless broadcast are set to a second
priority, basic apps such as time and weather forecast are set
to a third priority, and so on. Different priorities are set for
different applications. During sub-image conversion, con-
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tent of an application with the highest priority displayed on
a source display is converted into a sub-image, to ensure that
content displayed in the sub-image is content that a user
wants to push.

[0100] For another example, it is determined based on a
distance between a position of the specific gesture and each
area on the source display. If the specific gesture is relatively
close to a position where the video playing, the video
playback area is converted into a sub-image. If the specific
gesture is relatively close to a position where the time bar is
located, the time bar is converted into a sub-image. This
application is not limited to the foregoing two solutions, and
may also be another solution.

[0101] A size of the sub-image displayed on the source
display may be a fixed value or a variable value. Optionally,
the processor continuously obtains an image captured by the
camera subsequently. If a distance between fingers in a
recognized specific gesture continuously decreases, the pro-
cessor may control the size of the sub-image displayed on
the source display to continuously decrease accordingly.
[0102] In addition, the processor controls the source dis-
play not only to present the sub-image, but also to display
position information such as an identifier of another display
capable of receiving the sub-image, and orientation infor-
mation of the another display relative to the source display.
Because a position of each display is fixed when a vehicle
is delivered from a factory, for each display, orientation
information of another display around the display is fixed,
and orientation information between the display and the
display may be stored in a memory in advance.

[0103] Optionally, the orientation information between the
display and the display may be represented by a vector
formed between positions of the two displays. FIG. 2(a) is
used as an example. For the display 101-2, a center of the
display 101-2 is used as an origin of spatial coordinates (X0,
YO0, Z0). Because a position of each display is fixed, a
coordinate position between the displays may be pre-stored.
Coordinates (X, Y, Z) of each other display in a coordinate
system in which the center of the display 101-2 is used as the
origin of spatial coordinates are determined, and then a
vector M of each other display relative to the display 101-2
is calculated, and the calculated vector M is used as an
orientation of each other display relative to the display
101-2.

[0104] The processor may control the source display to
display position information of another display, so that the
user can intuitively learn how to move the sub-image to the
target display. FIG. 6 is used as an example, and with
reference to FIG. 2(a), because the source display is to share
a played video to another display, and another display on the
vehicle can display the video, a pattern of a display may be
virtualized on the source display, and an orientation and a
name of each display relative to the source display are
displayed in a text manner, and a pattern corresponding to
each display is disposed at an edge of the source display
close to a physical display based on an orientation relation-
ship.

[0105] When the processor controls the source display to
generate a sub-image and present the sub-image in a middle
position of the source display, a mapping relationship is
established, by obtaining spatial coordinates of a gesture in
a camera image obtained at a corresponding moment,
between the position of the sub-image on the source display
and the spatial coordinates of the gesture, so that when the
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gesture moves subsequently, the sub-image moves, based on
a movement orientation and a movement distance that are of
the gesture, at a corresponding direction and a proportional
distance relative to the current position of the sub-image.

[0106] It should be noted herein that the processor may
receive, in real time, each image or each frame of video
stream shot by the camera, or may receive an image or a
video stream shot by the camera once at intervals. This is not
limited in this application. Therefore, “a next image or a next
frame of image” described below does not represent two
consecutive images or two frames of images shot by the
camera, but may be several (frames) or dozens of (frames)
images between the two images.

[0107] After detecting a specific gesture, the processor
may control the source display not to display the sub-image
and the position information if the specific gesture is not
detected continuously in a subsequent frame or a plurality of
frames of images. For example, if the processor does not
recognize the specific gesture in a next frame or a plurality
of frames of images after the specific gesture is detected for
the first time, the next frame or the plurality of frames of
images do not have the specific gesture because a gesture of
a user changes, the gesture moves beyond a shooting range
of the camera, or the like. In this case, the processor may
send a control instruction to the source display, to control the
source display not to display the sub-image and the position
information.

[0108] Optionally, to avoid false triggering of an interac-
tion function, after detecting that a specific gesture exceeds
a specific quantity of times, the processor determines to
trigger a function corresponding to the specific gesture. For
example, if the processor obtains the specific gesture for a
plurality of times from sensing information within a preset
time, the processor may consider that a valid gesture is
obtained, and trigger a corresponding function. For another
example, the specific gesture is detected in a plurality of
frames of an image obtained by the camera within a preset
time, and the specific gesture exceeds a preset threshold. The
processor may send a control instruction to the source
display, so that the source display displays the sub-image
and the position information. When it is detected that a
quantity of images including the specific gesture is less than
the preset threshold, the processor does not perform a
subsequent operation, and discards or deletes a detected
result.

[0109] When the processor detects that the next frame or
the plurality of frames of images further include the specific
gesture, and when a position of the specific gesture changes
compared with a previous frame of image or an image in
which the specific gesture is detected for the first time (that
is, a j** frame of image in a video stream or an i image),
spatial coordinates (x0, y0, z0) of the specific gesture may
be calculated based on the detected next frame or the
plurality of frames of images. The spatial coordinates (%, y,
z) of the specific gesture are calculated for the previous
frame of image or the image in which the specific gesture is
detected for the first time, and a motion vector m=(x-x0,
y-y0, z-70) of the specific gesture is calculated. Then, the
motion vector m is compared with the orientation vector M,
and a display corresponding to the orientation vector M that
is parallel to the vector m or has a minimum included angle
is determined as the target display based on a comparison
result.
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[0110] S303: Trigger the sub-image to be displayed on a
second display. A condition for triggering the sub-image to
be displayed on the second display is: detecting that a
distance between first position information and second posi-
tion information is greater than a specified threshold.
[0111] The first position information refers to spatial coor-
dinates of a specific gesture relative to the camera in an
image (that is, a j* frame of image in a video stream or an
i image) in which the specific gesture is detected for the
first time, and the second position information refers to
spatial coordinates of a specific gesture relative to the
camera in an image (that is, a (j+n)” frame of image in a
video stream or an (i+n)” image, where n is a positive
integer greater than zero) after a next frame or a plurality of
frames. The specific implementation process is:

[0112] For example, after calculating the motion vector m
of the specific gesture in the image after the camera shoots
the next frame or the plurality of frames, the processor
calculates, with reference to the normal vector n of a source
display plane, a translation vector m1 of the motion vector
m cast to the source display plane. Then, the processor may
determine a movement direction of the sub-image on the
source display based on a direction of the translation vector
ml, and may determine a movement distance of the sub-
image on the source display based on a magnitude of the
translation vector m1 and a preset proportional relationship
between a movement distance of the sub-image on the
source display and a magnitude. Finally, the processor may
control the sub-image on the source display to move, from
a center of the plane along the direction of the translation
vector m1, a magnitude of the translation vector ml in a
proportion, so that the sub-image moves as the gesture of the
user moves.

[0113] As a specific gesture of the user moves continu-
ously, the processor may send a control instruction to the
source display based on an image processing result received
each time, so that the sub-image is displayed at different
positions on the source display, thereby implementing the
sub-image moves as the specific gesture moves. When the
processor detects that after the sub-image moves as the
specific gesture moves, some or all of an interface is not
displayed on the source display, the processor may simul-
taneously send a control instruction to the target display, so
that the target display displays an interface that is not
displayed on the source display and that is of the sub-image.
[0114] Optionally, when the sub-image is an app icon, the
processor may determine, based on a movement distance of
the specific gesture, that the sub-image moves to the target
display for display, and a controller sends a control instruc-
tion to the target display, where the control instruction is
used to enable the target display to display the app icon, or
enable the target display to display an interface after the app
runs.

[0115] For how to determine a determining condition for
moving the sub-image from the source display to the target
display, this application provides two determining condi-
tions as examples. This is not limited in this application. For
example:

[0116] 1. A magnitude of the translation vector m1. In
this application, a threshold is preset. After determining
the target display based on the motion vector m, the
processor may calculate the magnitude of the transla-
tion vector ml based on the motion vector m. If the
magnitude is greater than the specified threshold, the
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sub-image moves to the target display; or if the mag-
nitude is not greater than the specified threshold, the
sub-image still moves on the source display.

[0117] 2. A center point of the sub-image moves out of
the source display. In this application, a boundary is
that the center point of the sub-image moves out of the
source display. In a process in which the sub-image
moves with the specific gesture, the processor may
detect a position of the sub-image on the source display
in real time. If it is detected that the center point of the
sub-image is on a border of the source display or is not
on the source display, it indicates that half of an area of
the sub-image has moved out of the source display, and
the sub-image moves to the target display. If it is
detected that the center point of the sub-image is on the
source display, it indicates that no half of the area of the
sub-image moves out of the source display, and the
sub-image still moves on the source display.

[0118] Certainly, in this application, a move-out area of
the sub-image, a size of a long side of the sub-image, or the
like may be alternatively used as a determining condition.
This is not limited herein.

[0119] In a case in which the sub-image moves on the
source display and the center point of the sub-image does not
move out of the source display, an effect of displaying on an
interface of the source display in this case is shown in FIG.
8. However, on the target display, some of the sub-image
that moves out of the source display may not be displayed,
or some of the sub-image that moves out of the source
display may be displayed, as shown in FIG. 9, so that the
user can more intuitively see a display to which the sub-
image moves and a movement effect.

[0120] If aresolution of the target display is different from
a resolution of the source display, after the sub-image moves
to the target display, the processor may increase or decrease
a resolution of the sub-image to the resolution of the target
display, and then send the sub-image to the target display for
display, to prevent the sub-image from moving to the target
display for abnormal display.

[0121] If the size or a length-width ratio of the sub-image
is different from a size or a length-width ratio of the target
display, or the size or a length-width ratio of the source
display is different from a size or a length-width ratio of the
target display, and when determining that the sub-image
moves to the target display, the processor may compare the
sizes or the length-width ratios of the sub-image and the
target display, to adjust the size or the length-width ratio of
the sub-image, so that the sub-image can be normally
displayed on the target display screen. For example, if the
size, a size of a long side, and a size of short side that are of
the target display are all greater than those of the source
display, as shown in FIG. 10, the processor may enable the
sub-image to be displayed on a target interface in an original
size, or may increase the size of the sub-image, so that the
sub-image is displayed on the target display in a maximum
size, as shown in FIG. 11. If the size, a size of a long side,
and a size of short side that are of the target display are all
less than the size of the source display or the sub-image, the
processor may scale down the size of the sub-image, so that
the sub-image can be normally displayed on the target
display. If one of the sizes of the long side and the short side
of'the target display is less than the size of the source display
or the sub-image, the processor may scale down the size of
the sub-image to a size of a long side that meets the size of
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the long side of the target display, or scale down the size of
the sub-image to a size of a short side that meets the size of
the short side of the target display, and then display the
sub-image on the target display, as shown in FIG. 12.
[0122] After the sub-image moves to the target display, if
the camera image that is captured by the camera and that is
received by the processor does not include a specific gesture.
In this case, for the user, a change of a gesture should be
converted from a specific gesture to a non-specific gesture
such as “spread five fingers” and “spread a thumb and an
index finger”. For example, if the processor does not receive,
within a specified time period, the camera image including
a specific gesture, or detects a specific gesture such as
“spread five fingers and gradually approach the target dis-
play”, or receives three consecutive taps on the target
display, a “multi-screen interaction” function may be dis-
abled, to reduce power consumption and calculation costs.
[0123] After the sub-image moves to the target display, if
the camera image that is captured by the camera and that is
received by the processor further includes a specific gesture,
it may be considered by default that the user performs
multi-screen sharing on content displayed on the source
screen for the second time. In this case, the processor may
perform the implementation process in step S301 to step
S303 again.

[0124] In a process of performing step S301 to step S303,
if the processor detects that there are two or more specific
gestures in the image shot by the camera, it may be con-
sidered that the user shares content displayed on the source
display to two or more target displays. The processor may
first mark two specific gestures, and then perform the
implementation process in step S301 to step S303 based on
a plurality of marked specific gestures, to implement multi-
screen sharing of the content displayed on the source display
to a plurality of target displays simultaneously. For example,
as shown in FIG. 13, when the processor shares content
displayed on the source display to two target displays, the
source display may simultaneously display information such
as sub-images corresponding to two specific gestures and a
movement direction of the sub-images, so that the user can
intuitively see a movement process of the two sub-images.
[0125] In this embodiment of this application, after detect-
ing that an image shot by a camera includes a specific
gesture, the processor may convert content displayed on a
source display into a sub-image, and display, on the source
display, an identifier of another display capable of displaying
the sub-image and orientation information relative to the
source display, so that a user can intuitively see a movement
direction of a subsequent gesture. Then, a target display is
determined based on a movement direction of the specific
gesture, and the sub-image is controlled to move as the
specific gesture moves on the source display, when it is
detected that a movement distance of the specific gesture is
greater than a specified threshold, the sub-image moves to
the target display. Therefore, a multi-screen interaction
function is implemented.

[0126] FIG. 14 is a schematic diagram of a gesture in
which five-finger capture is used to implement a casting
function of a display and a movement process of a sub-
image according to an embodiment of this application. As
shown in FIG. 14, in a process in which a driver pushes
content displayed on a source display to a target display
once, a change and a movement process of the gesture are
as follows:
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[0127] First, one hand is placed in front of the source
display, and five fingers of the hand are in a spread state, as
shown in (a) in FIG. 14. Then the five fingers are gradually
pinched (and move in a direction away from the source
display), the source display is activated to enable a fly screen
mode, and content displayed on a current interface is con-
verted into a sub-image, as shown in (b) in FIG. 14. Then,
the pinched fingers move to the left (or in a direction towards
the target display), a gesture presented by the finger remains
unchanged, the sub-image on the source display moves as
the finger moves, and the direction is the same, as shown in
(c) in FIG. 14. Finally, after a movement distance of the
sub-image meets a specified condition, the sub-image is
automatically displayed on the target display. The gesture
shown in (d) in FIG. 14 may still be in a state shown in (¢)
in FIG. 14, or may be that the pinched five fingers gradually
spread (and move in a direction approach the target display).
[0128] The process of implementing the casting function
of the display is as follows:

[0129] Inthe state shown in (a) in FIG. 14, for a processor,
step S301 in the flowchart shown in FIG. 3 is performed to
obtain an image captured by a camera, and perform recog-
nition. For the source display, information such as a sub-
image, an identifier of another display, and orientation
information is not displayed. For the target display, no
sub-image is displayed. For a user, the user is spreading five
fingers to approach the source display.

[0130] In the state shown in (b) in FIG. 14, for the
processor, step S302 in the flowchart shown in FIG. 3 is
performed, and after it is detected that an image shot by the
camera includes a specific gesture, the source display is
controlled to display the information such as the sub-image,
the identifier of another display, and the orientation infor-
mation. For the source display, the sub-image that is scaled
down to the center of the interface, and information such as
an identifier and orientation information that are of another
display located on the interface is displayed. For the target
display, no sub-image is displayed. For the user, a gesture of
the user is being converted from a process of gradually
pinching the spread five fingers.

[0131] In the state shown in (¢) in FIG. 14, for the
processor, step S302 in the flowchart shown in FIG. 3 is
performed, and after a movement of the specific gesture is
detected, based on a movement direction and a movement
distance, the target display is determined and the sub-image
on the source display is controlled to move as the specific
gesture moves. For the source display, the sub-image is
displayed as moving. For the target display, no sub-image is
displayed (or some sub-images are displayed). For the user,
the gesture of the user moves from the source display to the
target display.

[0132] In the state shown in (d) in FIG. 14, for the
processor, step S303 in the flowchart shown in FIG. 3 is
performed, and after it is detected that the movement dis-
tance of the specific gesture is greater than a specified
threshold, the sub-image is controlled to move to the target
display. For the source display, the information such as the
sub-image, the identifier of another display, and the orien-
tation information is not displayed. For the target display, the
sub-image is displayed. For the user, the gesture of the user
moves out of the camera shooting area (or spreads the
pinched five fingers).

[0133] From the perspective of internal execution of the
processor, after the multi-screen interaction function is
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enabled, the processor continuously recognizes an image
captured by the camera. First, a hand target detector is run,
and then a hand detected by the target detector is further
classified to determine whether there is a fly screen trigger
gesture (that is, the specific gesture described above is a
gesture of “five-finger spread”). If there is a trigger gesture,
a target tracking algorithm is run on the trigger gesture, a
position and a status that are of a trigger hand are tracked,
and a prompt that a fly screen can be activated is displayed
on the source display. If the tracking hand is switched to an
activation gesture (that is, the specific gesture described
above is “five-finger pinch” or “two-finger pinch”), the fly
screen is activated based on the activation gesture. In this
case, step S302 in FIG. 3 is performed. A target direction in
which the fly screen can be performed is displayed on the
source display. In this case, if the activation hand moves, a
motion vector (x-x0, y-y0, z-z0) is calculated based on
current hand coordinates (X, y, z). Then, a translation vector
ml of the screen casting plane is calculated based on a
normal vector n of a screen plane. The source display
displays a movement distance effect based on a distance and
a modulus that are of the ml vector. If the movement
distance, that is, the modulus of ml, is greater than a
threshold, a fly screen action is performed on the target
display. If the activation gesture is abandoned within the
threshold, the current fly screen operation may be canceled.
[0134] FIG. 15 is a schematic diagram of a structure of a
multi-screen interaction apparatus according to an embodi-
ment of this application. The multi-screen interaction appa-
ratus may be a computing device or an electronic device (for
example, a terminal), or may be an apparatus in the elec-
tronic device (for example, an ISP or a SoC). In addition, the
multi-screen interaction method shown in FIG. 3 to FIG. 14
and the foregoing optional embodiments may be imple-
mented. As shown in FIG. 15, the multi-screen interaction
apparatus 1500 includes a transceiver unit 1501 and a
processing unit 1502.

[0135] In this application, a specific implementation pro-
cess of the multi-screen interaction apparatus 1500 is as
follows: The transceiver unit 1501 is configured to obtain
sensing information, where the sensing information includes
gesture information; and the processing unit 1502 is con-
figured to: trigger, based on the gesture information, a first
display to display a first interface image, where the first
interface image includes a sub-image, and a movement trend
of the sub-image is associated with the gesture information;
and trigger the sub-image to be displayed on a second
display.

[0136] The transceiver unit 1501 is configured to perform
an example of S301 in the foregoing multi-screen interaction
method and any one of optional examples in the foregoing
multi-screen interaction method. The processing unit 1502 is
configured to perform an example of S302 and S303 in the
foregoing multi-screen interaction method and any one of
optional examples in the foregoing multi-screen interaction
method. For details, refer to detailed description in the
method example. Details are not described herein again.
[0137] It should be understood that the multi-screen inter-
action apparatus in this embodiment of this application may
be implemented by software. For example, a computer
program or instructions having the foregoing functions, and
a corresponding computer program or corresponding
instructions may be stored in a memory inside the terminal.
A processor reads the corresponding computer program or
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the corresponding instructions in the memory to implement
the foregoing functions. Alternatively, the multi-screen
interaction apparatus in this embodiment of this application
may be implemented by hardware. The processing unit 1502
is a processor (for example, an NPU, a GPU, or a processor
in a system chip). The transceiver unit 1501 is a transceiver
circuit or an interface circuit. Alternatively, the multi-screen
interaction apparatus in this embodiment of this application
may be implemented by a combination of a processor and a
software module.

[0138] It should be understood that for processing details
of the apparatus in this embodiment of this application, refer
to related descriptions in FIG. 4(a) and FIG. 4(b) to FIG. 14.
Details are not described again in this embodiment of this
application.

[0139] FIG. 16 is a schematic diagram of a structure of
another multi-screen interaction apparatus according to an
embodiment of this application. The multi-screen interaction
apparatus may be a computing device or an electronic device
(for example, a terminal), or may be an apparatus in the
electronic device (for example, an ISP or a SoC). In addition,
the multi-screen interaction method shown in FIG. 3 to FIG.
14 and the foregoing optional embodiments may be imple-
mented. As shown in FIG. 16, a multi-screen interaction
apparatus 1600 includes a processor 1601 and an interface
circuit 1602 coupled to the processor 1601. It should be
understood that only one processor and one interface circuit
are shown in FIG. 16. The multi-screen interaction apparatus
1600 may include another quantity of processors and inter-
face circuits.

[0140] In this application, a specific implementation pro-
cess of the multi-screen interaction apparatus 1600 is as
follows: The interface circuit 1602 is configured to obtain
sensing information, where the sensing information includes
gesture information; and the processor 1601 is configured to:
trigger, based on the gesture information, a first display to
display a first interface image, where the first interface
image includes a sub-image, and a movement trend of the
sub-image is associated with the gesture information; and
trigger the sub-image to be displayed on a second display.

[0141] The interface circuit 1602 is configured to com-
municate with another component of the terminal, for
example, a memory or another processor. The processor
1601 is configured to perform signal interaction with another
component through the interface circuit 1602. The interface
circuit 1602 may be an input/output interface of the proces-
sor 1601.

[0142] Forexample, the processor 1601 reads, through the
interface circuit 1602, a computer program or instructions in
a memory coupled to the processor 1601, and decodes and
executes the computer program or the instructions. It should
be understood that the computer program or the instructions
may include the foregoing terminal function programs, or
may include a foregoing function program of the multi-
screen interaction apparatus applied to the terminal. When a
corresponding function program is decoded and executed by
the processor 1601, the terminal or the multi-screen inter-
action apparatus in the terminal may be enabled to imple-
ment the solution in the multi-screen interaction method
provided in the embodiments of this application.

[0143] Optionally, these terminal function programs are

stored in a memory external to the multi-screen interaction
apparatus 1600. When the terminal function programs are



US 2024/0051394 Al

decoded and executed by the processor 1601, some or all
content of the terminal function programs is temporarily
stored in the memory.

[0144] Optionally, these terminal function programs are
stored in a memory internal to the multi-screen interaction
apparatus 1600. When the memory internal to the multi-
screen interaction apparatus 1600 stores the terminal func-
tion programs, the multi-screen interaction apparatus 1600
may be disposed in the terminal in the embodiments of this
application.

[0145] Optionally, some content of the terminal function
programs is stored in a memory external to the multi-screen
interaction apparatus 1600, and other content of the terminal
function programs is stored in a memory internal to the
multi-screen interaction apparatus 1600.

[0146] It should be understood that the multi-screen inter-
action apparatuses shown in any one of FIG. 15 to FIG. 16
may be combined with each other. For the multi-screen
interaction apparatuses shown in any one of FIG. 1, FIG.
2(a), FIG. 2(b), FIG. 21, and FIG. 22 and related design
details of the optional embodiments, refer to each other.
Alternatively, refer to the multi-screen interaction method
shown in any one of FIG. 10 or FIG. 18 and related design
details of the optional embodiments. Details are not
described herein.

[0147] It should be understood that, the multi-screen inter-
action method and the optional embodiments shown in FIG.
3, and the multi-screen interaction apparatus and the
optional embodiments shown in any one of FIG. 15 to FIG.
16 may not only be used to process a video or an image
during photographing, but also may be used to process a
video or an image that has been photographed. This is not
limited in this application.

[0148] This application provides a computer-readable
storage medium. The computer-readable storage medium
stores a computer program, and when the computer program
is executed in a computer, the computer is enabled to
perform any one of the foregoing methods.

[0149] This application provides a computing device,
including a memory and a processor, where the memory
stores executable code, and when the processor executes the
executable code, any one of the foregoing methods is
implemented.

[0150] A person of ordinary skill in the art may be aware
that, the units and algorithm steps in the examples described
with reference to the embodiments disclosed in this speci-
fication may be implemented by electronic hardware or a
combination of computer software and electronic hardware.
Whether the functions are performed by hardware or soft-
ware depends on particular applications and design con-
straints of the technical solutions. A person skilled in the art
may use different methods to implement the described
functions for each particular application, but it should not be
considered that the implementation goes beyond the scope
of embodiments of this application.

[0151] In addition, aspects or features in embodiments of
this application may be implemented as a method, an
apparatus, or a product that uses standard programming
and/or engineering technologies. The term “product” used in
this application may cover a computer program that can be
accessed from any computer-readable component, carrier, or
medium. For example, the computer-readable medium may
include but is not limited to a magnetic storage component
(for example, a hard disk, a floppy disk, or a magnetic tape),
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an optical disc (for example, a compact disc (compact disc,
CD) or a digital versatile disc (digital versatile disc, DVD)),
a smart card, and a flash memory component (for example,
an erasable programmable read-only memory (erasable pro-
grammable read-only memory, EPROM), a card, a stick, or
a key drive). In addition, various storage media described in
this specification may indicate one or more devices and/or
other machine-readable media that are configured to store
information. The term “machine-readable media” may
include but is not limited to a radio channel and various
other media that can store, include, and/or carry instructions
and/or data.

[0152] In the foregoing embodiments, the multi-screen
interaction apparatus 1500 in FIG. 15 may be implemented
in whole or in part by using software, hardware, firmware,
or any combination thereof. When software is used to
implement the embodiments, all or some of the embodi-
ments may be implemented in a form of a computer program
product. The computer program product includes one or
more computer instructions. When the computer program
instructions are loaded and executed on a computer, all or
some procedures or functions in embodiments of this appli-
cation are generated. The computer may be a general-
purpose computer, a dedicated computer, a computer net-
work, or another programmable apparatus. The computer
instructions may be stored in a computer-readable storage
medium or may be transmitted from a computer-readable
storage medium to another computer-readable storage
medium. For example, the computer instructions may be
transmitted from a website, computer, server, or data center
to another website, computer, server, or data center in a
wired (for example, a coaxial cable, an optical fiber, or a
digital subscriber line (DSL)) or wireless (for example,
infrared, radio, or microwave) manner. The computer-read-
able storage medium may be any usable medium accessible
by the computer, or a data storage device, such as a server
or a data center, integrating one or more usable media. The
usable medium may be a magnetic medium (for example, a
floppy disk, a hard disk, or a magnetic tape), an optical
medium (for example, DVD), a semiconductor medium (for
example, a Solid State Disk (SSD)), or the like.

[0153] It should be understood that sequence numbers of
the foregoing processes do not mean execution sequences in
various embodiments of this application. The execution
sequences of the processes should be determined according
to functions and internal logic of the processes, and should
not be construed as any limitation on the implementation
processes of embodiments of this application.

[0154] It may be clearly understood by a person skilled in
the art that, for the purpose of convenient and brief descrip-
tion, for a detailed working process of the foregoing system,
apparatus, and unit, refer to a corresponding process in the
foregoing method embodiments. Details are not described
herein again.

[0155] In the several embodiments provided in this appli-
cation, it should be understood that the disclosed system,
apparatus, and method may be implemented in other man-
ners. For example, the described apparatus embodiments are
merely examples. For example, division of the units is
merely logical function division and may be other division
during actual implementation. For example, a plurality of
units or components may be combined or integrated into
another system, or some features may be ignored or not
performed. In addition, the displayed or discussed mutual
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couplings or direct couplings or communication connections
may be implemented by using some interfaces. The indirect
couplings or communication connections between the appa-
ratuses or units may be implemented in electronic, mechani-
cal, or another form.

[0156] The units described as separate parts may or may
not be physically separate, and parts displayed as units may
or may not be physical units, may be located in one position,
or may be distributed on a plurality of network units. Some
or all of the units may be selected based on actual require-
ments to achieve the objectives of the solutions of embodi-
ments.

[0157] When the functions are implemented in a form of
a software functional unit and sold or used as an independent
product, the functions may be stored in a computer-readable
storage medium. Based on such an understanding, the tech-
nical solutions of embodiments of this application essen-
tially, or the part contributing to the conventional technol-
ogy, or some of the technical solutions may be implemented
in a form of a software product. The computer software
product is stored in a storage medium, and includes several
instructions for instructing a computer device (which may be
a personal computer, a server, or an access network device)
to perform all or some of the steps of the methods described
in embodiments of this application. The foregoing storage
medium includes: any medium that can store program code,
such as a USB flash drive, a removable hard disk, a
read-only memory (ROM, Read-Only Memory), a random
access memory (RAM, Random Access Memory), a mag-
netic disk, or an optical disc.

[0158] The foregoing descriptions are merely specific
implementations of embodiments of this application, but are
not intended to limit the protection scope of embodiments of
this application. Any variation or replacement readily fig-
ured out by a person skilled in the art within the technical
scope disclosed in embodiments of this application shall fall
within the protection scope of embodiments of this appli-
cation.

What is claimed is:
1. A multi-screen interaction method, comprising:

obtaining sensing information, wherein the sensing infor-
mation comprises gesture information; and

triggering, based on the gesture information, a first dis-
play to display a first interface image, wherein the first
interface image comprises a sub-image, and a move-
ment trend of the sub-image is associated with the
gesture information; and

triggering the sub-image to be displayed on a second

display.

2. The method according to claim 1, wherein when the
gesture information comprises a five-finger capture gesture,
content displayed in the sub-image is all content of the first
interface image.

3. The method according to claim 1, wherein when the
gesture information comprises a two-finger capture gesture,
content displayed in the sub-image is an interface presented
by a first application in the first interface image, and the first
application is an application selected by a user or an appli-
cation that is running.

4. The method according to claim 1, wherein the first
interface image further comprises position information, and
the position information is an identifier of at least one other
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display capable of displaying the sub-image, and orientation
information of the at least one display relative to the first
display.

5. The method according to claim 1, wherein before the
triggering the sub-image to be displayed on a second display,
the method further comprises:

determining the second display, wherein the second dis-
play is determined based on first position information,
second position information, and stored orientation
information of at least one display relative to the first
display, the first position information is position infor-
mation of a gesture used when the first display is
triggered to display the first interface image, the second
position information is position information of a ges-
ture at a current moment, and the at least one display
comprises the second display.

6. The method according to claim 1, wherein the deter-

mining the second display comprises:

determining, based on the first position information and
the second position information, first orientation infor-
mation of the second position information relative to
the first position information;

comparing the first orientation information with the stored
orientation information of the at least one display
relative to the first display; and

when the first orientation information is the same as
orientation information of the second display relative to
the first display, determining the second display.

7. The method according to claim 1, wherein the trigger-
ing the sub-image to be displayed on a second display
comprises:

when it is detected that a distance between the first
position information and the second position informa-
tion is greater than a specified threshold, triggering the
sub-image to be displayed on the second display.

8. The method according to claim 1, wherein when the
sub-image is an application icon, the triggering the sub-
image to be displayed on a second display comprises:

triggering an image indicated by the sub-image to be
displayed on the second display.

9. The method according to claim 1, wherein a size of the
sub-image is less than a size of the first display.

10. The method according to claim 1, wherein the position
information is displayed on an edge position of the first
display.

11. A multi-screen interaction apparatus, comprising:

a communication processor, configured to obtain sensing
information, wherein the sensing information com-
prises gesture information; and

a processor, configured to: trigger, based on the gesture
information, a first display to display a first interface
image, wherein the first interface image comprises a
sub-image, and a movement trend of the sub-image is
associated with the gesture information; and

trigger the sub-image to be displayed on a second display.

12. The apparatus according to claim 11, wherein the first
interface image further comprises position information, and
the position information is an identifier of at least one other
display capable of displaying the sub-image, and orientation
information of the at least one display relative to the first
display.

13. The apparatus according to claim 11, wherein when
the sub-image is an application icon, the processing unit is
specifically configured to:
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trigger an image indicated by the sub-image to be dis-

played on the second display.

14. The apparatus according to claim 11, wherein a size of
the sub-image is less than a size of the first display.

15. The apparatus according to claim 12, wherein the
position information is displayed on an edge position of the
first display.

16. A vehicle, comprising:

at least one camera;

at least two displays;

at least one memory; and

at least one processor, configured to perform the method,

which comprising:
obtaining sensing information, wherein the sensing infor-
mation comprises gesture information; and

triggering, based on the gesture information, a first dis-
play to display a first interface image, wherein the first
interface image comprises a sub-image, and a move-
ment trend of the sub-image is associated with the
gesture information; and

triggering the sub-image to be displayed on a second

display.

17. A computer-readable storage medium, wherein the
computer-readable storage medium stores a computer pro-
gram, and when the computer program is executed in a
computer, the computer is enabled to perform the method,
which comprising:
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obtaining sensing information, wherein the sensing infor-
mation comprises gesture information; and

triggering, based on the gesture information, a first dis-
play to display a first interface image, wherein the first
interface image comprises a sub-image, and a move-
ment trend of the sub-image is associated with the
gesture information; and

triggering the sub-image to be displayed on a second

display.

18. The computer-readable storage medium according to
claim 17, wherein the first interface image further comprises
position information, and the position information is an
identifier of at least one other display capable of displaying
the sub-image, and orientation information of the at least one
display relative to the first display.

19. The computer-readable storage medium according to
claim 17, wherein when the sub-image is an application
icon, the triggering the sub-image to be displayed on a
second display comprises:

triggering an image indicated by the sub-image to be

displayed on the second display, and

wherein a size of the sub-image is less than a size of the

first display, and

wherein the position information is displayed on an edge

position of the first display.

#* #* #* #* #*



