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Machine learning is performed using synthetic data for 
neural network training using vectors . Facial images are 
obtained for a neural network training dataset . Facial ele 
ments from the facial images are encoded into vector 
representations of the facial elements . A generative adver 
sarial network ( GAN ) generator is trained to provide one or 
more synthetic vectors based on the one or more vector 
representations , wherein the one or more synthetic vectors 
enable avoidance of discriminator detection in the GAN . 
The training a GAN further comprises determining a gen 
erator accuracy using the discriminator . The generator accu 
racy can enable a classifier , where the classifier comprises a 
multi - layer perceptron . Additional synthetic vectors are gen 
erated in the GAN , wherein the additional synthetic vectors 
avoid discriminator detection . A machine learning neural 
network is trained using the additional synthetic vectors . The 
training a machine learning neural network further includes 
using the one or more synthetic vectors . 
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SYNTHETIC DATA FOR NEURAL 
NETWORK TRAINING USING VECTORS 

RELATED APPLICATIONS 
[ 0001 ] This application claims the benefit of U.S. provi 
sional patent applications “ Synthetic Data Augmentation for 
Neural Network Training ” Ser . No. 62 / 954,819 , filed Dec. 
30 , 2019 , “ Synthetic Data for Neural Network Training 
Using Vectors ” Ser . No. 62 / 954,833 , filed Dec. 30 , 2019 , 
“ Autonomous Vehicle Control Using Longitudinal Profile 
Generation ” Ser . No. 62 / 955,493 , filed Dec. 31 , 2019 , “ Neu 
ral Network Synthesis Architecture Using Encoder - Decoder 
Models ” Ser . No. 63 / 071,401 , filed Aug. 28 , 2020 , and 
“ Neural Network Training with Bias Mitigation ” Ser . No. 
63 / 083,136 , filed Sep. 25 , 2020 . 

states . The mental states include frustration , ennui , confu 
sion , cognitive overload , skepticism , delight , satisfaction , 
calmness , stress , and many others . The human voice can also 
be captured and analyzed . Based on characteristics of the 
voice , including timbre , prosody , vocal register , vocal reso 
nance , pitch , loudness , speech rate , and language content , 
the human voice further conveys critical information relat 
ing to mental states , moods , emotions , etc. Nonverbal com 
munication also occurs between and among people . Non 
verbal communication supplements and enhances verbal 
communication , and can be categorized as visual cues , 
distance cues , voice cues , and touch cues . Visual cues often 
include body language and facial expressions . An angry face 
and a smiling face convey opposite messages . Physical 
distance cues are also informative . Towering over another 
person threatens , while sitting with the person reassures . 
Voice cues , called paralanguage , include rate , pitch , volume , 
voice quality , or prosody . Touch or haptic cues can also be 
used for nonverbal communication . 

FIELD OF ART 

[ 0002 ] This application relates generally to machine learn 
ing and more particularly to synthetic data for neural net 
work training using vectors . SUMMARY 

BACKGROUND 

[ 0003 ] Various external stimuli that are experienced by an 
individual can induce a wide range of responses . The 
responses of the individual can manifest as cognitive states , 
mental or emotional states , facial expressions , body lan 
guage , and so on . The stimuli , which are experienced 
through one or more senses , can be visual , aural , olfactory , 
tactile , and so on . The various stimuli , whether perceived 
alone or in combination , can evoke strong cognitive states or 
emotions in the individual . Not all individuals who experi 
ence the stimuli will react in a similar manner . That is , when 
a group of individuals experiences the stimuli , the reactions 
of the individuals can be at times substantially similar , while 
at other times , widely dissimilar . How an individual reacts to 
experienced stimuli can be important to defining the 
" essence ” or character of that individual . Further , the 
responses of the individual to the stimuli can have a pro 
found impact on the cognitive states experienced by that 
individual . The cognitive states experienced by an indi 
vidual in response to external stimuli can vary depending on 
time frames . The time frames can be one time of day or 
another , one day of the week or month versus another , and 
so on . The general well - being of an individual can directly 
result from cognitive state . Cognitive state further impacts 
her or his perception of the surrounding environment , deci 
sion - making processes , and so on . The cognitive states that 
result from a common event experienced by multiple indi 
viduals can carry a collective importance which is more 
impactful than that of each individual's cognitive state . 
[ 0004 ] Facial expressions and speech are visible and 
audible cues that are foundational to human communication . 
The human face can assume various facial expressions , 
consciously and unconsciously . The facial expressions con 
vey basic information such as mental states , moods , emo 
tions , etc. The facial expressions are formed by physical 
movements or positions of facial muscles . The muscles 
movements and positions form expressions that convey 
emotions ranging from happy to sad , and create expressions 
of anger , fear , disgust , surprise , and many others . The facial 
expressions of a given person can be captured and analyzed 
for various purposes including facial recognition , identity 
confirmation , and determination of emotions and mental 

[ 0005 ] In disclosed techniques , machine learning is 
accomplished using one or more neural networks . The 
neural networks can include generator neural networks and 
discriminator neural networks within one or more generative 
adversarial networks ( GANs ) . The generator tries to create 
data , called synthetic data , which is able to fool the dis 
criminator into thinking that the data is real . The discrimi 
nator tries to detect all synthetic data and label the synthetic 
data as fake . These adversarial roles of the generator and 
discriminator enable improved generation of synthetic data . 
The synthetic data is used to enhance training of the machine 
learning neural network . The neural network training can be 
based on adjusting weights and biases associated with 
layers , such as hidden layers , within the neural network . The 
results of the neural network training based on the augment 
ing with the synthetic data can be used to further train the 
neural network , or can be used to train an additional neural 
network such as a production neural network . The training 
can be based on determinations that include true / false , 
real / fake , and so on . The trained neural network can be 
applied to a variety of analysis tasks including analysis of 
facial elements , facial expressions , cognitive states , mental 
states , emotional states , moods , and so on . An individual can 
experience one or more states , such as cognitive states , 
while she or he is interacting with an electronic device , 
consuming a media presentation , traveling within a vehicle , 
interacting with an object within the vehicle , and so on . The 
electronic device can include a personal electronic device 
such as a cell phone or a computing device . The analysis that 
can be performed can be based on the neural network 
training . A neural network , such as a convolutional neural 
network , a recurrent neural network , and so on , can be used 
to perform machine learning , deep learning , etc. A neural 
network for machine or deep learning can be trained by 
using a machine learning system to process training data . 
The training data can include one or more sets of training 
data . The training data comprises " known good " data , where 
the known good data includes previously analyzed input 
data and expected results from analyzing the input data . The 
input data can include images , audio , or physiological data , 
and the expected results can include one or more of facial 
expressions , cognitive states , human perception states , emo 



US 2021/0201003 A1 Jul . 1 , 2021 
2 

erator and a discriminator . The GAN can be optimized , 
where the optimizing of the GAN comprises a loss feedback 
to both the discriminator and the generator . In some embodi 
ments , the neural network comprises a classifier . The clas 
sifier can be enabled based on accuracy of the generator 
within the GAN . The classifier can be used to determine a 
facial element such as a smile , a frown , a smirk , and so on . 
An intensity of the facial element , such as a strong , mod 
erate , or weak smile , frown , or smirk can also be determined . 
In further embodiments , the classifier comprises a multi 
layer perceptron , a convolutional neural network ( CNN ) , 
and so on . The facial element or elements that are deter 
mined can be used to enable vehicle manipulation . The 
vehicle manipulation can include selecting a media presen 
tation for a person within the vehicle , and can further include 
adjusting seating , lighting , or temperature . The vehicle 
manipulation can also include operating the vehicle in 
autonomous or semi - autonomous mode , and so on . When 
audio information or physiological information is obtained , 
the audio information or the physiological information can 
augment the training of the neural network . The audio 
information can include speech , non - speech vocalizations , 
and so on . The non - speech vocalizations can include grunts , 
yelps , squeals , snoring , sighs , laughter , filled pauses , 
unfilled pauses , or yawns . Further embodiments include 
obtaining physiological information and augmenting the 
training dataset based on the physiological information . The 
physiological information can include heart rate , heart rate 
variability , respiration rate , skin conductivity , and so on . 
[ 0009 ] Various features , aspects , and advantages of vari 
ous embodiments will become more apparent from the 
following further description . 

tional states , moods , etc. The expected results can further 
include identified faces or voices . 
[ 0006 ] The known good data is processed by the machine 
learning system in order to adjust weights associated with 
various layers within the neural network . The adjustments of 
weights can include weights associated with the GAN , a 
deep learning neural network , and so on . Additional adjust 
ments to the training of the neural network can be accom 
plished by applying further known good data and adjusting 
additional weights . In embodiments , the training data , which 
can include vector representations encoded from facial 
images , is augmented with generated synthetic vectors . The 
generated synthetic vectors can augment sparse classes of 
facial elements within a given training dataset . Once trained , 
the deep learning neural network can be used to analyze 
further data . The further data can include facial element data 
within images , voices within audio data , respiratory rates 
within physiological data , etc. As the neural network is 
being trained , additional synthetic data such as synthetic 
vectors can be generated . The synthetic data can be created , 
filtered , supplemented , modified , and so on . The synthetic 
data that can be generated to augment the training dataset 
can be received from a generative adversarial network , or 
GAN . The results of training the neural network with the 
training dataset and the augmented training dataset can be 
used to train further neural networks . 
[ 0007 ] Facial images are obtained for neural network 
training . The facial images can comprise a facial image 
training dataset . The training dataset can include data in 
addition to the facial images data , such as image data that 
can include torso data , audio data , physiological data , and so 
on . The training data can be uploaded by a user , downloaded 
from a library , and so on . The training data can be processed 
on a machine learning system . The machine learning system 
can include one or more neural networks such as a deep 
learning neural network . The deep learning neural network 
can be based on a convolutional neural network . The train 
ing data that is used for neural network training can be 
annotated , where the annotations to the training data can 
include text , dates , weights , biases , and so on . The annotat 
ing can include adding metadata - data about data — to the 
training data . The metadata can include training data label 
ing , a log file , etc. A machine learning neural network is 
trained using the augmented training data . The neural net 
work can be trained to identify facial elements or facial 
expressions , to locate faces within images , to identify voices 
or human - generated sounds within audio , etc. Additional 
training data is generated for training the neural network . 
The additional training data can include synthetic vectors 
generated by the GAN , further facial elements , facial 
images , audio data , physiological data , and the like . 
[ 0008 ] In embodiments , a computer - implemented method 
for machine learning comprises : obtaining facial images for 
a neural network training dataset ; encoding facial elements 
from the facial images into one or more vector representa 
tions of the facial elements ; training a generative adversarial 
network ( GAN ) generator to provide one or more synthetic 
vectors based on the one or more vector representations , 
wherein the one or more synthetic vectors enable avoidance 
of discriminator detection in the GAN ; generating additional 
synthetic vectors in the GAN , wherein the additional syn 
thetic vectors avoid discriminator detection , and training a 
machine learning neural network , using the additional syn 
thetic vectors . In embodiments , the GAN comprises a gen 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0010 ] The following detailed description of certain 
embodiments may be understood by reference to the fol 
lowing figures wherein : 
[ 0011 ] FIG . 1 is a flow diagram for synthetic data for 
neural network training using vectors . 
[ 0012 ] FIG . 2 is a flow diagram for back - propagation . 
[ 0013 ] FIG . 3A is a block diagram for a generative adver 
sarial network ( GAN ) . 
[ 0014 ] FIG . 3B shows updating discriminator weights . 
[ 0015 ] FIG . 3C shows updating generator weights . 
[ 0016 ] FIG . 4 is a block diagram for distilling n - element 
vectors . 
[ 0017 ] FIG . 5 is a system diagram for an interior of a 
vehicle . 
[ 0018 ] FIG . 6 is an example illustrating a convolutional 
neural network ( CNN ) . 
[ 0019 ] FIG . 7 shows a bottleneck layer within a deep 
learning environment . 
[ 0020 ] FIG . 8 illustrates data collection including devices 
and locations . 
[ 0021 ] FIG . 9 is a flow diagram for synthetic data aug 
mentation for neural network training . 
[ 0022 ] FIG . 10 is a system for synthetic data for neural 
network training using vectors . 

DETAILED DESCRIPTION 

[ 0023 ] In the disclosed materials , machine learning is 
based on a generative adversarial network ( GAN ) . The GAN 
uses generator and discriminator neural networks which 
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compete with each other in a machine learning technique . 
Facial elements are encoded from facial images that are 
obtained for a neural network training dataset . The facial 
images can contain various facial elements such as facial 
expressions that can include smiles or frowns , eyebrow 
furrows , and so on . The facial elements can include human 
drowsiness features . The facial elements are encoded into 
vector representations . The generator neural network within 
the GAN is trained to provide synthetic vectors , where the 
synthetic vectors resemble the vector representations pro 
duced by the encoding . The training of the generator neural 
network to generate synthetic vectors can be designed to 
avoid detection by the discriminator neural network . That is , 
a “ good ” synthetic vector is indistinguishable by the dis 
criminator from a real vector representation encoded from 
the facial images . With the generator trained , additional 
synthetic vectors can be generated in the GAN . The addi 
tional synthetic vectors can supplement the vector represen 
tations of the facial elements for training a machine learning 
neural network . 

[ 0024 ] Neural network training is based on techniques 
such as applying “ known good ” data to the neural network 
in order to adjust one or more weights or biases , to add or 
remove layers , etc. , within the neural network . The adjusting 
weights can be performed to enable applications such as 
machine vision , machine hearing , and so on . The adjusting 
weights can be performed to determine facial elements , 
facial expressions , human perception states , cognitive states , 
emotional states , noods , etc. In embodi nts , the facial 
elements comprise human drowsiness features . Facial ele 
ments can be associated with facial expressions , where the 
facial expressions can be associated with one or more 
cognitive states . The various states can be associated with an 
individual as she or he interacts with an electronic device or 
a computing device , consumes media , travels in or on a 
vehicle , and so on . The synthetic data for neural network 
training uses vectors for machine learning . The machine 
learning is based on obtaining facial images for a neural 
network training dataset . A training dataset can include 
facial element data , facial expression data , facial data , image 
data , audio data , physiological data , and so on . The images 
can include video images , still images , intermittently 
obtained images , and so on . The images can include visible 
light images , near - infrared light images , etc. Facial elements 
are encoded from the facial images into one or more vector 
representations of the facial elements . A generative adver 
sarial network ( GAN ) generator is trained to provide one or 
more synthetic vectors based on the one or more vector 
representations . The training of the GAN generator can be 
based on training weights . Weights can be trained on a set of 
layers within the GAN by applying a known good or 
“ training ” data set . The weights can be deployed onto nodes 
within the generator neural network . The generator neural 
network can include deep learning nodes . The training can 
include further training or retraining weights . The further 
training can be accomplished by applying additional training 
datasets , while the retraining can be accomplished by back 
propagating results . The results can be based on an error 
function . The training can include annotating the training 
data with metadata where the metadata includes versioning 
information . Additional training data can be received for the 
generator neural network , and the versioning information 
can be modified based on the additional training data . 

[ 0025 ] Training data for training a neural network is 
obtained . The training data can be processed on a machine 
learning system . The training data can include facial image 
data , facial expression data , facial data , voice data , physi 
ological data , and so on . Various components such as 
imaging components , microphones , sensors , and so on can 
be used for collecting the data . The imaging components can 
include cameras , where the cameras can include a video 
camera , a still camera , a camera array , a plenoptic camera , 
a web - enabled camera , a visible light camera , a near 
infrared ( NIR ) camera , a heat camera , and so on . The images 
and / or other data are used to train the neural network . The 
neural network can be trained for various types of analysis 
including image analysis , audio analysis , physiological 
analysis , and the like . The analysis can be performed on the 
neural network , where the neural network has been trained 
using machine learning . A deep learning neural network 
comprises layers , where each layer within the neural net 
work includes nodes . The operation of the deep learning 
neural network can be modified or adapted by changing the 
values of weights associated with the nodes within each 
layer of the neural network . The changing of the weights 
associated with the nodes and layers within the neural 
network comprises retraining of the neural network . The 
retraining can be performed to improve the efficacy of the 
analysis for facial expressions , cognitive states , etc. The 
weights that are trained are deployed onto deep learning 
nodes of a device , such as a user device or a computing 
device , and the weights can be retrained over time or as 
necessary . The retraining can result from using further 
training data such as additional synthetic data including 
synthetic vectors . 
[ 0026 ] FIG . 1 is a flow diagram for synthetic data for 
neural network training using vectors . The flow diagram 100 
is based on a computer - implemented method for machine 
learning . The flow 100 includes obtaining facial images 110 
for a neural network training dataset . The neural network to 
be trained can be based on various neural network tech 
niques , configurations , etc. The neural network can be 
implemented on a machine learning system , where the 
machine learning system can include a multi - layer percep 
tron . The facial images training dataset can be uploaded by 
a user , downloaded from a library or repository over a 
network , and so on . The facial images training dataset can 
include one or more facial expressions , where the facial 
expressions can include one or more facial elements . The 
facial elements can include a smile , frown , or smirk ; an 
eyebrow furrow ; and so on . The facial elements can com 
prise human drowsiness features . The facial elements can 
convey one or more cognitive states . The facial elements can 
indicate mental states such as happy , disgusted , angry , 
fearful , surprised , sad , and so on . The neural network that 
can be trained using the facial images training dataset can 
include a deep learning ( DL ) neural network , a convolu 
tional neural network ( CNN ) , a recurrent neural network 
( RNN ) , and the like . In embodiments , the neural network 
that is trained can comprise a convolutional neural network 
or a recurrent neural network within a machine learning 
system . The machine learning system can be based on an 
integrated circuit or chip ; a computer such as a laptop or 
desktop computer ; or on a personal electronic device such as 
a smartphone , tablet , or personal digital assistant ( PDA ) , etc. 
The semiconductor chip can include a standalone chip , a 
subsystem of a chip , a module of a multi - chip module 
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( MCM ) , and so on . The semiconductor chip can include a 
programmable chip such as a programmable logic array 
( PLA ) , a programmable logic device ( PLD ) , a field pro 
grammable gate array ( FPGA ) , a read only memory ( ROM ) , 
and so on . The semiconductor chip can include a full - custom 
chip design . The semiconductor chip can be reprogrammed , 
reconfigured , etc. , “ on the fly ” , in the field , or at any time 
convenient to the user of the semiconductor chip . The 
semiconductor chip can be implemented in any semicon 
ductor technology . The machine learning system can include 
a convolutional neural network ( CNN ) . In other embodi 
ments , a machine learning system can include a multi - layer 
perceptron . A perceptron can include an algorithm , based on 
supervised learning , that can be used for learning classifiers . 
[ 0027 ] The flow 100 includes encoding facial elements 
120 from the facial images into one or more vector repre 
sentations of the facial elements . The encoding can be based 
on applying one or more classifiers for analysis of the facial 
images . The classifiers , which can be used by a neural 
network , can pertain to facial expressions , intensities of 
facial expressions , positions of facial elements , such as an 
eyebrow in a furrowed position , and so on . The facial 
expressions and intensities of the facial expressions can 
include a strong smile , a medium or moderate smile , or a 
weak smile . Similar facial expressions and intensities can be 
associated with frowns , smirks , and so on . The encoding can 
be based on a value , a threshold , a percentage , a binary 
decision such as yes / no , and the like . In embodiments , the 
encoding is based on a calculated number . The vector 
representation can include a vector formed by inserting , 
concatenating , joining , and so on , the numbers or elements 
determined by the encoding . The flow 100 includes training 
a generative adversarial network ( GAN ) 130 generator to 
provide one or more synthetic vectors based on the one or 
more vector representations . A GAN comprises two neural 
networks : a generator neural network or “ generator ” , and a 
discriminator neural network or “ discriminator ” . The gen 
erator can be used to generate synthetic data such as images , 
values , vectors , and so on . The discriminator can be used to 
determine or “ discriminate ” data . The discriminating 
includes predicting whether the data is real or synthetic . The 
generator and the discriminator neural networks work as 
adversaries . The generator tries to generate synthetic data 
that the discriminator will predict as “ real ” data , while the 
discriminator tries to detect synthetic or “ fake ” data gener 
ated by the generator . In the flow 100 , the one or more 
synthetic vectors enable avoidance 132 of discriminator 
detection in the GAN . That is , the synthetic vectors that are 
generated avoid detection as fakes by the discriminator . 
Embodiments include jointly optimizing the GAN , where 
the generator and the discriminator can both be optimized . 
[ 0028 ] Noted above , the facial elements can include 
human drowsiness features . The human drowsiness features 
can include “ soft ” or closed eyes , a slack jaw , a partially 
open mouth , and so on . The drowsiness features can include 
an inattentive facial expression . In embodiments , the human 
drowsiness features can be distilled into n - element vectors . 
The drowsiness features can be based on facial expressions 
and / or intensities , facial elements , and so on . The sizes of the 
n - element vectors can be chosen based on design , compu 
tational requirements or limitations , and so on . In embodi 
ments , n can be equal to a number of facial element features 
times a number of statistics for each feature . A fixed number 
of statistics or a variable number of statistics can be 

included . In some embodiments , the number of facial ele 
ment features can be 18 , the number of statistics can be 6 , 
and n can be equal to 108. In other embodiments , the GAN 
can be seeded by a latent random variable . A latent random 
variable can be inferred based on a mathematical model . In 
the context of the flow 100 , the latent random variable can 
be targeted for a sparse facial expression within the training 
dataset . A sparse class of a facial expression can differ from 
a more abundant class of a facial expression in that the 
sparse class is uncommon or difficult to identify in potential 
training image data . For example , while an “ alert person " 
image can be relatively easy to obtain and / or identify , a 
" drowsy person ” image can be much more difficult to obtain 
and / or identify . The sparse facial expression can include a 
smile , a frown , a smirk , a neutral expression , etc. The sparse 
facial expression can comprise a yawn . In other embodi 
ments , the sparse facial expression can include a drowsiness 
state . An intensity can be associated with the sparse facial 
expression , including the drowsiness state . In embodiments , 
the drowsiness state can include one of a slightly drowsy 
state , a moderately drowsy state , or an extremely drowsy 
state . The drowsiness state can manifest as distraction , 
inattention , gaze direction , etc. In embodiments , the drowsi 
ness state can include a non - alert state . 
[ 0029 ] Returning to optimizing the GAN , various tech 
niques can be used for optimizing the GAN , including 
jointly optimizing the generator and the discriminator . In 
embodiments , the joint optimization of the GAN comprises 
a loss feedback to the discriminator and to the generator . In 
the context of a neural network , a " candidate solution ” for 
a trained neural network can include a set of weights 
associated with nodes within layers of the neural network . A 
function such as an objective function can be used to 
evaluate the candidate solution . The candidate solution can 
be evaluated or ranked based on a score such as a high score , 
a low score , and so on . The score can be determined based 
on minimizing an error , where the minimizing error can be 
based on a cost function or a loss function . The result of 
evaluating the loss function can be referred to as the “ loss ” . 
By feeding the loss back to both the generator and the 
discriminator , the loss can be minimized and the GAN 
optimized . The optimizing of the GAN can include locking 
the generator based on a result of the joint optimization . That 
is , the weights or other parameters associated with the 
generator can be locked while the loss is fed back to the 
discriminator . In embodiments , optimizing the GAN can 
include locking the discriminator based on a result of the 
joint optimization . An objective of the optimization can 
include reducing computational complexity associated with 
computing the generator neural network or the discriminator 
neural network . An efficiency value or number can be 
assigned to a result of the neural network computing . In 
embodiments , the result comprises a generator efficiency 
number . Note that the generator for generating synthetic data 
can include a random generator or a pseudo - random gen 
erator . In embodiments , the generating synthetic data is 
accomplished using a non - random generator . 
[ 0030 ] The flow 100 includes generating additional syn 
thetic vectors 140 in the GAN , where the additional syn 
thetic vectors avoid discriminator detection . Discussed pre 
viously , the GAN generator tries to fool the GAN 
discriminator by generating synthetic data that the discrimi 
nator predicts is real , while the discriminator tries to detect 
that data is synthetic ( fake ) as opposed to dataset data ( real ) . 
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Having trained the generator to sufficiently fool the discrimi 
nator , the generator can generate additional synthetic data 
including synthetic vectors . The flow 100 includes filtering 
the synthetic vectors 150. The filtering of the synthetic 
vectors can be based on the type of facial element or 
elements represented by the synthetic vectors . The flow 100 
includes rejecting at least one training dataset vector 152 
generated by the GAN . The rejecting the at least one training 
dataset vector can include removing the vector from the 
dataset , deleting the vector , overwriting the vector , and so 
on . The rejecting the at least one training dataset vector can 
be based on a value , a threshold , a percentage , and the like . 
In embodiments , the filtering can be performed before 
augmenting the training dataset , as discussed below . The 
filtering can be accomplished using an algorithm , a function , 
a procedure , etc. In embodiments , the filtering can be 
performed using a human - based scoring process . The flow 
100 includes augmenting the neural network training dataset 
160. The augmenting the neural network training dataset can 
include adding synthetic vectors to the training dataset . 
Embodiments include converting the additional synthetic 
vectors into image data 162. The image data can include 
synthetic image data that can be used for training a neural 
network for image processing . The image processing can 
include drowsiness detection . In embodiments , the augment 
ing the training dataset includes using the image data 164 
converted from the additional synthetic vectors . 
[ 0031 ] The flow 100 includes training a machine learning 
neural network 170. The training the machine learning 
neural network can be accomplished using the additional 
synthetic vectors 172. The training the machine learning 
neural network can be based on using the facial images 
training dataset , one or more synthetic vectors or converted 
synthetic images generated by the GAN generator , the 
augmented training dataset , the filtered training dataset , and 
so on . The flow 100 includes tagging the synthetic data with 
metadata 180. The metadata can include training data label 
ing , a log file , etc. The metadata can include versioning 
information on the synthetic data . The versioning informa 
tion can include data ownership and data lineage . The 
versioning information can provide training data traceabil 
ity . The flow 100 includes propagating the metadata 182 to 
the training dataset . The training dataset can include the 
training dataset that was augmented . The metadata that can 
be propagated can include labeling or log file metadata . The 
metadata can also include information related to data own 
ership , data lineage , or training data traceability , etc. Various 
steps in the flow 100 may be changed in order , repeated , 
omitted , or the like without departing from the disclosed 
concepts . Various embodiments of the flow 100 can be 
included in a computer program product embodied in a 
non - transitory computer readable medium that includes 
code executable by one or more processors . 
[ 0032 ] FIG . 2 is a flow diagram for back - propagation . The 
flow 200 , or portions thereof , can be implemented using one 
or more computers , processors , personal electronic devices , 
and so on . The flow 200 can be implemented using one or 
more neural networks . The flow 200 describes further train 
ing a GAN by generating synthetic vectors , evaluating an 
accuracy of the generated synthetic vectors , and improving 
the efficacy of the generation of the synthetic vectors by 
back - propagating an error function . The training the GAN 
can be based on facial elements of one or more people . In 
embodiments , the one or more people can be within one or 

more vehicles . The facial elements can comprise human 
drowsiness features . The back - propagating is based on syn 
thetic data for neural network training using vectors . In the 
flow 200 , the training a machine learning neural network 
further comprises using the one or more synthetic vectors 
210. Discussed throughout the synthetic vectors that can be 
generated can be based on classifying facial elements within 
facial images . The facial elements can include facial expres 
sions such as smiles , frowns , smirks , or neutral expressions . 
The facial elements can include eyebrow furrows , head tilt , 
gaze direction , etc. 
[ 0033 ] In the flow 200 , the training a GAN further com 
prises determining a generator accuracy using the discrimi 
nator 220. A generative adversarial network , or GAN , can 
include a generator neural network and a discriminator 
neural network . The generator can generate elements , where 
the elements can include values , vectors , facial elements , 
facial images , and so on . The accuracy of the generator can 
be determined using the discriminator 222. The discrimina 
tor analyzes the elements generated by the generator . Since 
the discriminator is unaware of whether the element it 
analyzes is a real element or a synthetic element , the 
discriminator attempts to predict whether the element is real 
or synthetic ( fake ) . In embodiments , the generator accuracy 
can be a criterion for the generating additional synthetic 
vectors . That is , an inability of the generator to generate 
synthetic elements that can “ fool ” the discriminator into 
predicting that the synthetic element is real can indicate that 
the quality of the synthetic elements is poor . The elements 
generated by the generator can be unsuitable for additional 
training of the GAN . In the flow 200 , the generator accuracy 
can enable a classifier 224. The classifier can be used by a 
neural network . The neural network can comprise a convo 
lutional neural network ( CNN ) to analyze facial images for 
facial elements . In embodiments , the classifier comprises a 
multi - layer perceptron . As the name implies , a multi - layer 
perception includes two or more layers of perceptrons . A 
perceptron can include an algorithm , function , procedure , 
and the like , for supervised training of a binary classifier . A 
binary classifier can be used to determine whether an 
element is a member of a class or not . 
[ 0034 ] The flow 200 further includes back - propagating an 
error function into the discriminator 230. The error function 
is used to evaluate the efficacy of the discriminator to predict 
whether an element presented to it is a real element or a 
synthetic element . The error function can be based on a hit 
rate , a threshold , a value , etc. In embodiments , the error 
function can be determined on a real / fake 232 basis . An error 
occurs when the discriminator predicts that an element is 
real when the element is actually fake . The back - propagation 
can be used to enable the discriminator to make better 
predictions about the status of the element being real or fake . 
Note that back - propagating the error function to the dis 
criminator to improve discriminator prediction accuracy 
runs counter to improving generator accuracy . Generator 
accuracy improves when synthetic elements are better able 
to fool the discriminator . Thus , there is an adversarial 
relationship between the generator and the discriminator . 
[ 0035 ] FIG . 3A is a block diagram for a generative adver 
sarial network ( GAN ) . A generative adversarial network can 
be based on two neural networks which can compete with 
one another as part of a machine learning technique . The two 
neural networks can include a generator network and a 
discriminator network . The GAN can be presented with a 
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training dataset . The GAN learns from the training dataset in 
order to generate new data or " synthetic data ” candidates 
based on the training dataset . The synthetic data candidates 
include similar characteristics found within the training 
dataset . In a usage example , a training dataset includes facial 
element data such as facial expressions , intensities of 
expressions , positions of facial elements , etc. , in images 
which can be used to train the GAN to generate synthetic 
data . The synthetic data includes synthetic vectors . The 
discriminator evaluates the candidates produced by the 
generator to determine whether the candidates are “ true ” or 
“ false ” representations of the training dataset . The discrimi 
nator is trained using the training dataset , while the genera 
tor is trained based on its ability to “ fool ” the discriminator 
into determining that a synthesized candidate or vector is 
actually real . That is , the generator is trained by increasing 
the error rate of the discriminator to detect synthetic data . 
The GAN enables synthetic data for neural network training 
using vectors . Facial images for a neural network training 
dataset are obtained . Facial elements from the facial images 
are encoded into one or more vector representations of the 
facial elements . A generative adversarial network ( GAN ) 
generator is trained to provide synthetic vectors based on the 
one or more vector representations , where the synthetic 
vectors enable avoidance of discriminator detection in the 
GAN . Additional synthetic vectors are generated in the 
GAN , where the additional synthetic vectors avoid discrimi 
nator detection . A machine learning neural network is 
trained using the additional synthetic vectors . 
[ 0036 ] The block diagram 300 includes vector represen 
tations 310. The vector representations can include vector 
representations based on data including “ real world ” images 
such as videos , video clips , still images , and so on . The 
vector representations can be based on facial data , torso 
data , physiological data , etc. The vector representations can 
be based on sparse facial expressions within the training 
dataset . In embodiments , the sparse facial expressions can 
include a drowsiness state . Recall that a GAN can include 
two neural networks . The block diagram 300 includes a 
synthetic vector generator 312. The synthetic vector genera 
tor can be based on a neural network such as a machine 
learning neural network which can be trained based on 
fooling a discriminator ( discussed below ) . The block dia 
gram includes vector samplers such as vector sampler 320 
and vector sampler 322. Vector sampler 320 can select a 
vector representation from among the vector representations 
310 , and the vector sampler 322 can select a synthetic vector 
generated by the synthetic vector generator . The block 
diagram 300 includes a discriminator 330. The discriminator 
can be trained using a training dataset such as a facial image 
training dataset . The discriminator is trained by first pro 
cessing vector representations from among the vector rep 
resentations 310. The discriminator will reach a threshold or 
value that indicates it can reasonably identify the vector 
representations within the training dataset . At this point , the 
discriminator can be used to compare the vector represen 
tation sampled from the vector representations with the 
synthetic vector sampled from the synthetic vector genera 
tor . The discriminator attempts to determine whether the 
selected vector representation is the real vector or the 
selected synthetic vector is the real vector . A real / fake 
determination can be made 332. The number of incorrect 
determinations can be calculated as errors or losses 334 . 

[ 0037 ] FIG . 3B shows updating discriminator weights . 
The discriminator is based on a neural network associated 
with a GAN . The discriminator can be trained by applying 
a training dataset , such as a facial images training dataset , to 
the discriminator . The facial images can be encoded as facial 
elements and can be represented using vector representa 
tions . The contents of the training dataset include known 
images , such as facial images , and expected results . The 
training the discriminator includes determining whether an 
element such as a vector element encoded from facial 
images is a real element or a fake element . Weights associ 
ated with the discriminator neural network can be adjusted 
to improve accuracy of the discrimination . Updating the 
discriminator weights enables synthetic data for neural net 
work training using vectors . The block diagram for updating 
discriminator weights 302 includes vector representations 
340. The vector representations can include vectors encoded 
from facial images within a training dataset . The facial 
images can include facial elements such as a facial expres 
sions and intensities within the training dataset . The block 
diagram 302 can include a synthetic vector generator 342 , 
which , for the purposes of updating discriminator weights , 
can be disabled or locked 344. The block diagram 302 
includes a vector sampler 350 which can select a vector from 
the plurality of vector representations within the training 
dataset . The vector sampler 352 is disabled while the syn 
thetic vector generator is locked 344. The block diagram 302 
includes a discriminator 360. The discriminator , which com 
prises a neural network , examines the vector presented from 
the vector selector 350 to determine whether the vector 
includes a parameter of interest within the image . The 
parameter of interest can include a facial element . The facial 
element can include a facial expression such as a smile , 
frown , smirk , yawn , neutral expression , etc. , and an intensity 
associated with the facial expression . The facial element can 
include an eyebrow furrow . The discriminator makes a 
determination or prediction of “ real ” or “ fake ” 362 with 
respect to the test vector . An error or loss 364 can be 
calculated based on an accuracy achieved by the discrimi 
nator . Discriminator accuracy is determined based on the 
discriminator accurately predicting whether the vector is 
real . The loss is determined based on whether the determi 
nation or prediction by the discriminator is correct ( no error ) 
or incorrect ( error ) . An error 366 is fed back to the discrimi 
nator 360. The fed back error can be used to adjust weights 
associated with nodes and layers within the neural network . 
The weights can be adjusted to minimize error or loss . 
[ 0038 ] FIG . 3C shows updating generator weights . Similar 
to the discriminator discussed above , the generator is based 
on a neural network associated with a GAN . The generator 
can be trained by evaluating synthetic data such as vectors 
generated by the synthetic vector generator . The synthetic 
vectors can be based on facial elements . The training of the 
generator is based on adjusting weights within the generator 
such that the synthetic vector generator is able to generate 
synthetic vectors indistinguishable from real vectors . Updat 
ing the generator weights enables synthetic data for neural 
network training using vectors . The block diagram 304 for 
updating generator weights can include vector representa 
tions 370. The vector representation , which can be encoded 
from facial images within a training dataset such as a facial 
element training dataset , is ignored while updating the 
generator weights . The block diagram 304 can include a 
synthetic vector generator 372. The synthetic vector genera 
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training dataset can be imbalanced , where the training 
dataset can include sufficient examples that include alert 
samples , while slightly drowsy samples and moderately / 
extremely drowsy samples can be sparse or insufficient . 
Discussed throughout , training , using the example dataset , 
can result in a biased classifier model . In order to provide a 
training dataset that better typifies the range of intensities of 
drowsy facial expressions , a configuration of a GAN can be 
based on an augmentation model . The GAN to be trained is 
typically composed of two networks such as neural net 
works . The first network includes the generator network . 
The generator G can include an upsampling generator model 
G , where the upsampling generator synthesizes artificial or 
synthetic samples of a particular domain . The domain can 
include facial expressions for human drowsiness . The 
upsampling generator can generate its synthetic data from a 
noise vector , where the noise vector can provide a " random ” 
number or seed . The second network within the GAN can 
include a discriminator network . The discriminator D can 
include a downsampling model . The downsampling dis 
criminator can learn to detect the synthetic samples from the 
generator . 
[ 0041 ] The generator and discriminator networks of the 
GAN can be trained using an objective function . An example 
objective function for training the generator and discrimi 
nator networks can be represented as : 

Lo = -X - N log ( D ( x ; ) ) - 2 - ON log ( 1 - D ( G ( z :) ) ) 

tor , based on a machine learning neural network , can be 
trained to fool a discriminator ( discussed shortly ) . The 
training includes adjusting weights associated with nodes 
and layers within the generator neural network . The block 
diagram 304 includes a vector sampler 380 which is disabled 
while the discriminator is locked 392. The block diagram 
304 further includes a vector sampler 382 which can select 
a vector from among the plurality of synthetic vectors that 
are generated . The block diagram 304 includes a discrimi 
nator 390 , which , for the purposes of adjusting synthetic 
vector generator weights , is locked 392. The weights asso 
ciated with the discriminator remain unchanged while the 
discriminator is locked . The neural network associated with 
the discriminator examines the synthetic vector presented 
from the vector sampler 382 to determine whether the vector 
is real or synthetic . The determination of whether the 
synthetic vector is real can be based on a parameter or 
classifier pertaining to a facial element . The discriminator 
makes a determination or prediction of “ real ” or “ fake ” 394 
with respect to the synthetic vector . An error or loss 396 can 
be calculated based on an accuracy achieved by the dis 
criminator . Discriminator accuracy is determined based on 
the discriminator incorrectly or inaccurately predicting 
whether the synthetic vector is real . For this discussion , a 
synthetic vector is not real . The loss is determined based on 
whether the determination or prediction by the discriminator 
is correct ( no error or vector is synthetic ) or incorrect ( error ) . 
That is , the discriminator correctly predicts that the vector is 
synthetic ( no error ) . An error 398 is fed back to the synthetic 
vector generator 372. The fed back error can be used to 
adjust weights associated with nodes and layers within the 
neural network that comprises the synthetic vector genera 
tor . The weights can be adjusted to maximize error or loss . 
That is , the generator generates synthetic vectors that suc 
cessfully fool the discriminator into determining that the 
vectors are real . Each incorrect determination is an error , 
thus maximizing error by the discriminator improves the 
" quality " of the synthetic vectors to fool the discriminator . 
[ 0039 ] Discussed above , a loss function can be used to 
measure or quantize the ability of the generator neural 
network , such as a synthetic image generator , to generate 
synthetic data that can fool the discriminator neural network . 
Fooling the discriminator is based on generating synthetic 
data such as a synthetic image that the discriminator infers 
to be a real image . The synthetic data can be generated to 
address an imbalance or “ sparsity ” within a training data set 
that includes facial expressions . The facial expressions can 
include facial expressions associated with human drowsi 
ness . The generating the synthetic data can provide or “ fill 
in ” otherwise sparse training data such that a classifier 
trained using the training data can be better balanced . That 
is , the classifier is better trained to identify facial expressions 
such as those facial expressions associated with human 
drowsiness . A loss function , such as the loss function 334 
( FIG . 3A ) , loss function 364 ( FIG . 3B ) , or loss function 396 
( FIG . 3C ) can be calculated using a variety of techniques . In 
embodiments , the loss function can be based on a joint 
optimization loss . 
[ 0040 ] In a usage example , a training dataset can be based 
on images that include facial expressions . The facial expres 
sions can be associated with a variety of cognitive states , 
mental states , human perception states , etc. In embodiments , 
the cognitive states can include alert , slightly drowsy , mod 
erately drowsy , extremely drowsy , and so on . The example 

Lo = -2 ; = log ( D ( G ( z ; ) ) ) 
where Ly and LG are the loss functions for training D and G 
respectively , N is the batch size , z is the noise vector , and x 
is a real sample from collected facial images ( the target 
object class ) . Although the generator network and discrimi 
nator network can be trained jointly , the trained generator 
network can be used by itself for generation of synthetic data 
post - training . Discussed throughout , in embodiments , the 
configuration of the GAN is formulated to generate synthetic 
features describing a drowsy state . The drowsy state can 
include a drowsy state of an operator of a vehicle . 
[ 0042 ] In embodiments , a framework for the GAN can 
include a generator ( G ) neural network and a discriminator 
( D ) neural network . The neural networks that comprise the 
generator and the discriminator include convolution , fully 
connected and activation layers . In embodiments , the gen 
erator network takes as input a 100 - dimensional noise 
vector , sampled from a Gaussian distribution . The noise 
vector can be processed using three consecutive 2D convo 
lutional layers with leaky ReLU activation . The output of the 
third convolutional layer can be flattened and can be pro 
vided to three fully connected layers to produce a final 
output from the generator . In embodiments , the output of the 
generator can be a synthetic vector , such as an 1800 
dimensional synthetic feature vector . The discriminator 
takes as input such a vector such as an 1800 - dimensional 
vector . The input vector to the discriminator can be a 
synthetic vector or can be real . The input vector is reshaped 
by the discriminator before passing the reshaped vector 
through a set of three 2D convolutions . The set of 2D 
convolutions can be followed by two fully connected dense 
layers . The output of the second dense layer can be pro 
cessed by a final dense layer , where the final dense layer can 
include a single unit and activation , where the activation can 
include sigmoid activation . The result of the processing and 
the sigmoid activation can include a final prediction , where 
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the final prediction can include a prediction about human 
drowsiness . The training of the discriminator can be accom 
plished using batches of training data . The training batches 
can be separated into real samples and synthetic samples . In 
embodiments , label smoothing can be applied . 
[ 0043 ] The training described for the generator and dis 
criminator neural networks can include adversarial binary 
cross - entropy as loss . To improve the training of the neural 
networks , techniques including correlation and joint optimi 
zation loss components can be used to add more variety and 
naturalness to the synthetic samples . Correlation loss can be 
used to generate more variations in the synthetic vectors , 
while preserving their “ realness ” . A correlation loss , La 
can be added to the generator loss , Lg . Subsequent to an 
iteration of generator training , a vector such as an 1800 
dimensional vector x , can be computed . The vector x ,, can be 
computed by averaging m randomly sampled vectors such as 
real image vectors : 

' corr 

Ar = 
m ? " . Xi i = 1 

[ 0044 ] N synthetic vectors xs can be generated using the 
generator neural network . The N synthetic vectors can be 
used to calculate a correlation such as a Pearson correlation 
between X , and each of the N synthetic vectors . In embodi 
ments , the correlation values are nearly equal to 1. The loss 
Lcorr can be calculated using 

N 

Lcorr = 1 Cov ( ( xs ) , ( x2 ) ) 
( 45 ) 0 ( xp ) 

where the encoding can produce one or more values . The 
facial elements can include an expression , an intensity of an 
expression , a position of a facial element such as an eye 
brow , and so on . The encoded values can be formed or 
distilled into a vector . In a usage example , the encoded 
values can include values associated with various intensities 
of a facial element such as a smile . The intensities can 
include a strong smile , a moderate smile , a weak smile , and 
so on . In addition to distilling vectors based on facial 
elements from facial images , synthetic vectors can be gen 
erated to supplement training data . The distilling n - element 
vectors enables synthetic data for neural network training 
using vectors . Facial images are obtained for a neural 
network training dataset . Facial elements are encoded from 
the facial images into one or more vector representations of 
the facial elements . A generative adversarial network ( GAN ) 
generator is trained to provide one or more synthetic vectors 
based on the one or more vector representations , where the 
one or more synthetic vectors enable avoidance of discrimi 
nator detection in the GAN . Additional synthetic vectors are 
generated in the GAN , where the additional synthetic vec 
tors avoid discriminator detection . A machine learning neu 
ral network is trained using the additional synthetic vectors 
[ 0047 ] The block diagram 400 includes a convolutional 
neural network ( CNN ) 410. A CNN can be particularly 
useful to processing of images because it can share weights 
between layers within the neural network and can be trans 
lation invariant . The CNN can apply classifiers 412 , where 
the classifiers can be used to detect one or more facial 
elements within facial images . Facial elements can include 
facial expressions , positions of facial elements such as 
eyebrows , and so on . The classifiers can be associated with 
an intensity of a facial element , such as a strong smile , a 
moderate or medium smile , a weak smile , and so on . The 
classifiers can be associated with intensities of eyebrow 
furrows . The CNN can apply the one or more classifiers to 
collections of images which contain a facial feature . In the 
block diagram , the images can include feature 1 images 420 , 
feature 2 images 422 , feature N images 424 , and so on . The 
feature images can include a facial element associated with 
an intensity such as images containing strong smiles . In 
embodiments , the facial elements comprise human drowsi 
ness features . The CNN processes the feature images using 
the classifiers and produces or generates output values . One 
or more output values can be produced for a given feature . 
In a usage example , a value can be generated for a strong 
smile , a moderate smile , and a weak smile ; a value can be 
generated a strong , moderate , or weak eyebrow furrow ; and 
the like . The output values can include output 1 430 asso 
ciated with feature 1 images ; output 2 432 associated with 
feature 2 images ; output N 434 associated with feature N 
images ; etc. 
[ 0048 ] An n - element vector 440 can be constructed from 
the output values or elements . The vector can be based on 
facial elements , facial features , and so on . In embodiments , 
the human drowsiness features can be distilled into n - ele 
ment vectors . The size of the n - element vector can be based 
on a number of elements associated with each facial element 
such as the smile . In embodiments , the human drowsiness 
features are distilled into n - element vectors . The size can be 
further based on a number of statistics associated with a 
given facial element . In embodiments , n can be equal to a 
number of facial element features times a number of statis 
tics for each feature . The size of n can be chosen based on 

N i = 1 

where Coy can include covariance between two vectors and 
o indicates standard deviation . 
[ 0045 ] A classifier network can be trained along with the 
GAN . The training of the classifier can be based on using 
real vectors and synthetic vectors within real vector training 
datasets and synthetic vector training datasets . In contrast to 
the GAN which seeks to reconstruct input data for training , 
the classifier network seeks to predict a level of human 
drowsiness from real feature vectors . Following each itera 
tion of GAN training , a set of synthetic vectors can be 
generated . The generating the synthetic vectors can be 
accomplished by providing different noise values or seeds to 
the generator . These generated synthetic vectors can be 
added to an original drowsiness dataset to augment the target 
sparse class and to balance distribution of the training . In 
embodiments , the classifier network can be trained for three 
epochs with the augmented data . The classifier network can 
be tested by processing a held - out validation dataset . The 
testing can be based on using a multi - category cross entropy 
loss : 

Lon = -2 ; = " 9 ; = 10 . ) , log [ ( p :) ) ) 
where N is the batch size for training the classifier , and y and 
p are the target and predicted labels , respectively . In embodi 
ments , the full loss of the GAN can be calculated as the 
weighted sum of the different losses : 

L = LG + corr + Lop 
[ 0046 ] FIG . 4 is a block diagram for distilling n - element 
vectors . Facial elements can be encoded from facial images , 
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convenience , computational complexity , and so on . In 
embodiments , the number of facial element features is 18 , 
the number of statistics is 6 , and n is equal to 108. The 
n - element vector 440 can include vector element 1 442 , 
vector element 2 444 , vector element N 446 , and so on . 
[ 0049 ] The weights of the CNN can be updated or trained 
in order to improve accuracy of inferences made by the 
CNN . The training of the CNN can include training for a 
given facial element or feature such as the smile , the 
eyebrow furrow , and so on . The block diagram 400 includes 
a feature selector 450. The feature selector can be used to 
select which of the plurality of values associated with the 
plurality of facial features encoded in the n - element vector 
can be used for training a component such as a GAN 460 . 
The training the GAN can be used to generate one or more 
synthetic vectors which can be used to further train the 
CNN . The further training of the CNN can improve detec 
tion of one or more facial elements or features . In embodi 
ments , the training a GAN and generating additional syn 
thetic vectors enable a drowsiness detection neural network . 
The additional synthetic vectors can be used for further 
training of the CNN . The synthetic vectors that can be 
generated by the GAN can be used for other training 
datasets . Further embodiments include converting the addi 
tional synthetic vectors into image data . The image data , 
which can include synthetic feature image data , can be 
applied to the CNN . 
[ 0050 ] FIG . 5 is a system diagram for an interior of a 
vehicle 500. Vehicle manipulation can be accomplished 
based on training a machine learning system . The machine 
learning system can include a neural network , where the 
neural network can be trained using one or more training 
data sets . The datasets for a person in a vehicle can be 
obtained . The collected datasets can include video data , 
facial data such as facial element data , audio data , voice 
data , physiological data , and so on . Collected data and other 
data can be augmented with synthetic data for neural net 
work training using vectors . Facial images are obtained for 
a neural network training dataset . Facial elements from the 
facial images are encoded into one or more vector repre 
sentations of the facial elements . A generative adversarial 
network ( GAN ) generator is trained to provide one or more 
synthetic vectors based on the one or more vector represen 
tations . The synthetic vectors enable avoidance of discrimi 
nator detection in the GAN . Additional synthetic vectors are 
generated in the GAN , where the additional synthetic vec 
tors avoid discriminator detection . A machine learning neu 
ral network is trained using the additional synthetic vectors . 
One or more occupants of a vehicle 510 , such as occupants 
520 and 522 , can be observed using a microphone 540 , one 
or more cameras 542 , 544 , or 546 , and other audio and 
image capture techniques . The image data can include video 
data . The video data and the audio data can include cognitive 
state data , where the cognitive state data can include facial 
data , voice data , physiological data , and the like . The 
occupant can be a driver 520 of the vehicle 510 , a passenger 
522 within the vehicle , and so on . 
[ 0051 ] The cameras or imaging devices that can be used to 
obtain images including facial data from the occupants of 
the vehicle 510 can be positioned to capture the face of the 
vehicle operator , the face of a vehicle passenger , multiple 
views of the faces of occupants of the vehicle , and so on . The 
cameras can be located near a rear - view mirror 514 such as 
camera 542 , positioned near or on a dashboard 516 such as 

camera 544 , positioned within the dashboard such as camera 
546 , and so on . The microphone 540 , or audio capture 
device , can be positioned within the vehicle such that voice 
data , speech data , non - speech vocalizations , and so on , can 
be easily collected with minimal background noise . In 
embodiments , additional cameras , imaging devices , micro 
phones , audio capture devices , and so on , can be located 
throughout the vehicle . In further embodiments , each occu 
pant of the vehicle could have multiple cameras , micro 
phones , etc. , positioned to capture video data and audio data 
from that occupant . 
[ 0052 ] The interior of a vehicle 510 can be a standard 
vehicle , an autonomous vehicle , a semi - autonomous vehicle , 
and so on . The vehicle can be a sedan or other automobile , 
a van , a sport utility vehicle ( SUV ) , a truck , a bus , a special 
purpose vehicle , and the like . The interior of the vehicle 510 
can include standard controls such as a steering wheel 536 , 
a throttle control ( not shown ) , a brake 534 , and so on . The 
interior of the vehicle can include other controls 532 such as 
controls for seats , mirrors , climate settings , audio systems , 
etc. The controls 532 of the vehicle 510 can be controlled by 
a controller 530. The controller 530 can control the vehicle 
510 in various manners such as autonomously , semi - autono 
mously , assertively to a vehicle occupant 520 or 522 , etc. In 
embodiments , the controller provides vehicle control or 
manipulation techniques , assistance , etc. The controller 530 
can receive instructions via an antenna 512 or using other 
wireless techniques . The controller 530 can be prepro 
grammed to cause the vehicle to follow a specific route . The 
specific route that the vehicle is programmed to follow can 
be based on the cognitive state of the vehicle occupant . The 
specific route can be chosen based on lowest stress , least 
traffic , most scenic view , shortest route , and so on . 
[ 0053 ] FIG . 6 is an example showing a convolutional 
neural network ( CNN ) . A convolutional neural network , 
such as network 600 , can be used for various applications . 
The applications for which the CNN can be used can include 
deep learning , where the deep learning can be applied a 
variety of analysis tasks such as facial element analysis . The 
convolutional neural network can be trained by applying a 
training dataset , such as a facial element training dataset , to 
the CNN . The training dataset can be augmented with 
synthetic data including synthetic vectors . Facial images for 
a neural network training dataset are obtained , and facial 
elements from the facial images are encoded into one or 
more vector representations of the facial elements . A gen 
erative adversarial network ( GAN ) generator is trained to 
provide one or more synthetic vectors based on the one or 
more vector representations , where the one or more syn 
thetic vectors enable avoidance of discriminator detection in 
the GAN . Additional synthetic vectors are generated in the 
GAN , where the additional synthetic vectors avoid discrimi 
nator detection . A machine learning neural network is 
trained using the additional synthetic vectors . The convolu 
tional neural network can be applied to analysis tasks such 
as image analysis , cognitive state analysis , mental state 
analysis , mood analysis , emotional state analysis , and so on . 
The CNN can be applied to various tasks such as autono 
mous vehicle or semiautonomous vehicle manipulation , 
vehicle content recommendation , and the like . When the 
imaging and other data collected includes cognitive state 
data , the cognitive state data can include mental processes , 
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where the mental processes can include attention , creativity , 
memory , perception , problem solving , thinking , use of lan 
guage , or the like . 
[ 0054 ] Analysis , including cognitive analysis , facial 
expression analysis , and so on , is a very complex task . 
Understanding and evaluating moods , emotions , mental 
states , or cognitive states , requires a nuanced evaluation of 
facial expressions or other cues generated by people . Emo 
tional state , mental state , cognitive state , and so on , are terms 
of art which may connote slight differences of emphasis , for 
example an emotional state of “ happiness ” vs. a cognitive 
state of “ distractedness , ” but at a high level , the terms can be 
used interchangeably . In fact , because the human mind of an 
individual is often difficult to understand , even for the 
individual , emotional , mental , and cognitive states may 
easily be overlapping and appropriately used in a general 
sense . Cognitive state analysis is important in many areas 
such as research , psychology , business , intelligence , law 
enforcement , and so on . The understanding of cognitive 
states can be useful for a variety of business purposes , such 
as improving marketing analysis , assessing the effectiveness 
of customer service interactions and retail experiences , and 
evaluating the consumption of content such as movies and 
videos . Identifying points of frustration in a customer trans 
action can allow a company to address the causes of the 
frustration . By streamlining processes , key performance 
areas such as customer satisfaction and customer transaction 
throughput can be improved , resulting in increased sales and 
revenues . In a content scenario , producing compelling con 
tent that achieves the desired effect ( e.g. , fear , shock , laugh 
ter , etc. ) can result in increased ticket sales and / or increased 
advertising revenue . If a movie studio is producing a horror 
movie , it is desirable to know if the scary scenes in the 
movie are achieving the desired effect . By conducting tests 
in sample audiences , and analyzing faces in the audience , a 
computer - implemented method and system can process 
thousands of faces to assess the cognitive state at the time of 
the scary scenes . In many ways , such an analysis can be 
more effective than surveys that ask audience members 
questions , since audience members may consciously or 
subconsciously change answers based on peer pressure or 
other factors . However , spontaneous facial expressions can 
be more difficult to conceal . Thus , by analyzing facial 
expressions en masse in real time , important information 
regarding the general cognitive state of the audience can be 
obtained . 
[ 0055 ] Analysis of facial expressions is also a complex 
task . Image data , where the image data can include facial 
data , can be analyzed to identify a range of facial expres 
sions . The facial expressions can include a smile , frown , 
smirk , and so on . The image data and facial data can be 
processed to identify the facial expressions . The processing 
can include analysis of expression data , action units , ges 
tures , mental states , cognitive states , physiological data , and 
so on . Facial data as contained in the raw video data can 
include information on one or more of action units , head 
gestures , smiles , brow furrows , squints , lowered eyebrows , 
raised eyebrows , attention , and the like . The action units can 
be used to identify smiles , frowns , and other facial indicators 
of expressions . Gestures can also be identified , and can 
include a head tilt to the side , a forward lean , a smile , a 
frown , as well as many other gestures . Other types of data 
including physiological data can be collected , where the 
physiological data can be obtained using a camera or other 

image capture device , without contacting the person or 
persons . Respiration , heart rate , heart rate variability , per 
spiration , temperature , and other physiological indicators of 
cognitive state can be determined by analyzing the images 
and video data . 
[ 0056 ] Deep learning is a branch of machine learning 
which seeks to imitate in software the activity which takes 
place in layers of neurons in the neocortex of the human 
brain . This imitative activity can enable software to “ learn ” 
to recognize and identify patterns in data , where the data can 
include digital forms of images , sounds , and so on . The deep 
learning software is used to simulate the large array of 
neurons of the neocortex . This simulated neocortex , or 
artificial neural network , can be implemented using math 
ematical formulas that are evaluated on processors . With the 
ever - increasing capabilities of the processors , increasing 
numbers of layers of the artificial neural network can be 
processed . 
[ 0057 ] Deep learning applications include processing of 
image data , audio data , and so on . Image data applications 
include image recognition , facial recognition , etc. Image 
data applications can include differentiating dogs from cats , 
identifying different human faces , and the like . The image 
data applications can include identifying cognitive states , 
moods , mental states , emotional states , and so on , from the 
facial expressions of the faces that are identified . Audio data 
applications can include analyzing audio such as ambient 
room sounds , physiological sounds such as breathing or 
coughing , noises made by an individual such as tapping and 
drumming , voices , and so on . The voice data applications 
can include analyzing a voice for timbre , prosody , vocal 
register , vocal resonance , pitch , loudness , speech rate , or 
language content . The voice data analysis can be used to 
determine one or more cognitive states , moods , mental 
states , emotional states , etc. 
[ 0058 ] The artificial neural network , such as a convolu 
tional neural network which forms the basis for deep learn 
ing , is based on layers . The layers can include an input layer , 
a convolutional layer , a fully connected layer , a classifica 
tion layer , and so on . The input layer can receive input data 
such as image data , where the image data can include a 
variety of formats including pixel formats . The input layer 
can then perform processing tasks such as identifying 
boundaries of the face , identifying landmarks of the face , 
extracting features of the face , and / or rotating a face within 
the plurality of images . The convolutional layer can repre 
sent an artificial neural network such as a convolutional 
neural network . A convolutional neural network can contain 
a plurality of hidden layers within it . A convolutional layer 
can reduce the amount of data feeding into a fully connected 
layer . The fully connected layer processes each pixel / data 
point from the convolutional layer . A last layer within the 
multiple layers can provide output indicative of cognitive 
state . The last layer of the convolutional neural network can 
be the final classification layer . The output of the final 
classification layer can be indicative of the cognitive states 
of faces within the images that are provided to the input 
layer . 
[ 0059 ] Deep networks including deep convolutional neu 
ral networks can be used for facial expression parsing . A first 
layer of the deep network includes multiple nodes , where 
each node represents a neuron within a neural network . The 
first layer can receive data from an input layer . The output 
of the first layer can feed to a second layer , where the latter 
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layer also includes multiple nodes . A weight can be used to 
adjust the output of the first layer which is being input to the 
second layer . Some layers in the convolutional neural net 
work can be hidden layers . The output of the second layer 
can feed to a third layer . The third layer can also include 
multiple nodes . A weight can adjust the output of the second 
layer which is being input to the third layer . The third layer 
may be a hidden layer . Outputs of a given layer can be fed 
to the next layer . Weights adjust the output of one layer as 
it is fed to the next layer . When the final layer is reached , the 
output of the final layer can be a facial expression , a 
cognitive state , a mental state , a characteristic of a voice , and 
so on . The facial expression can be identified using a hidden 
layer from the one or more hidden layers . The weights can 
be provided on inputs to the multiple layers to emphasize 
certain facial features within the face . The convolutional 
neural network can be trained to identify facial expressions , 
voice characteristics , etc. The training can include assigning 
weights to inputs on one or more layers within the multi 
layered analysis engine . One or more of the weights can be 
adjusted or updated during training . The assigning weights 
can be accomplished during a feed - forward pass through the 
multilayered neural network . In a feed - forward arrange 
ment , the information moves forward from the input nodes , 
through the hidden nodes , and on to the output nodes . 
Additionally , the weights can be updated during a back 
propagation process through the multilayered analysis 
engine . 
[ 0060 ] Returning to the figure , FIG . 6 is an example 
showing a convolutional neural network 600. The convolu 
tional neural network can be used for deep learning , where 
the deep learning can be applied to image analysis for human 
perception artificial intelligence . The deep learning system 
can be accomplished using a variety of networks . In embodi 
ments , the deep learning can be performed using a convo 
lutional neural network . Other types of networks or neural 
networks can also be used . In other embodiments , the deep 
learning can be performed using a recurrent neural network . 
The deep learning can accomplish upper torso identification , 
facial recognition , analysis tasks , etc. The network includes 
an input layer 610. The input layer 610 receives image data . 
The image data can be input in a variety of formats , such as 
JPEG , TIFF , BMP , and GIF . Compressed image formats can 
be decompressed into arrays of pixels , wherein each pixel 
can include an RGB tuple . The input layer 610 can then 
perform processing such as identifying boundaries of the 
face , identifying landmarks of the face , extracting features 
of the face , and / or rotating a face within the plurality of 
images . 
[ 0061 ] The network includes a collection of intermediate 
layers 620. The multilayered analysis engine can include a 
convolutional neural network . Thus , the intermediate layers 
can include a convolutional layer 622. The convolutional 
layer 622 can include multiple sublayers , including hidden 
layers within it . The output of the convolutional layer 622 
feeds into a pooling layer 624. The pooling layer 624 
performs a data reduction , which makes the overall compu 
tation more efficient . Thus , the pooling layer reduces the 
spatial size of the image representation to reduce the number 
of parameters and computation in the network . In some 
embodiments , the pooling layer is implemented using filters 
of size 2x2 , applied with a stride of two samples for every 
depth slice along both width and height , resulting in a 
reduction of 75 - percent of the downstream node activations . 

The multilayered analysis engine can further include a max 
pooling layer 624. Thus , in embodiments , the pooling layer 
is a max pooling layer , in which the output of the filters is 
based on a maximum of the inputs . For example , with a 2x2 
filter , the output is based on a maximum value from the four 
input values . In other embodiments , the pooling layer is an 
average pooling layer or L2 - norm pooling layer . Various 
other pooling schemes are possible . 
[ 0062 ] The intermediate layers can include a Rectified 
Linear Units ( RELU ) layer 626. The output of the pooling 
layer 624 can be input to the RELU layer 626. In embodi 
ments , the RELU layer implements an activation function 
such as f ( x ) -max ( 0 , x ) , thus providing an activation with a 
threshold at zero . In some embodiments , the RELU layer 
626 is a leaky RELU layer . In this case , instead of the 
activation function providing zero when x < 0 , a small nega 
tive slope is used , resulting in an activation function such as 
f ( x ) = 1 ( x < 0 ) ( ax ) +1 ( x > = 0 ) ( x ) . This can reduce the risk of 
“ dying RELU ” syndrome , where portions of the network 
can be “ dead ” with nodes / neurons that do not activate across 
the training dataset . The image analysis can comprise train 
ing a multilayered analysis engine using the plurality of 
images , wherein the multilayered analysis engine can 
include multiple layers that comprise one or more convolu 
tional layers 622 and one or more hidden layers , and wherein 
the multilayered analysis engine can be used for emotional 
analysis . 

[ 0063 ] The example 600 includes a fully connected layer 
630. The fully connected layer 630 processes each pixel / data 
point from the output of the collection of intermediate layers 
620. The fully connected layer 630 takes all neurons in the 
previous layer and connects them to every single neuron it 
has . The output of the fully connected layer 630 provides 
input to a classification layer 640. The output of the classi 
fication layer 640 provides a facial expression and / or cog 
nitive state as its output . Thus , a multilayered analysis 
engine such as the one depicted in FIG . 6 processes image 
data using weights , models the way the human visual cortex 
performs object recognition and learning , and effectively 
analyzes image data to infer facial expressions and cognitive 
states . 

[ 0064 ] Machine learning for generating parameters , ana 
lyzing data such as facial data and audio data , and so on , can 
be based on a variety of computational techniques . Gener 
ally , machine learning can be used for constructing algo 
rithms and models . The constructed algorithms , when 
executed , can be used to make a range of predictions relating 
to data . The predictions can include whether an object in an 
image is a face , a box , or a puppy ; whether a voice is female , 
male , or robotic ; whether a message is legitimate email or a 
" spam ” message ; and so on . The data can include unstruc 
tured data and can be of large quantity . The algorithms that 
can be generated by machine learning techniques are par 
ticularly useful to data analysis because the instructions that 
comprise the data analysis technique do not need to be static . 
Instead , the machine learning algorithm or model , generated 
by the machine learning technique , can adapt . Adaptation of 
the learning algorithm can be based on a range of criteria 
such as success rate , failure rate , and so on . A successful 
algorithm is one that can adapt or learn- -as more data is 
presented to the algorithm . Initially , an algorithm can be 
“ trained ” by presenting it with a set of known data ( super 
vised learning ) . Another approach , called unsupervised 
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learning , can be used to identify trends and patterns within 
data . Unsupervised learning is not trained using known data 
prior to data analysis . 
[ 0065 ] Reinforced learning is an approach to machine 
learning that is inspired by behaviorist psychology . The 
underlying premise of reinforced learning ( also called rein 
forcement learning ) is that software agents can take actions 
in an environment . The actions that are taken by the agents 
should maximize a goal such as a “ cumulative reward ” . A 
software agent is a computer program that acts on behalf of 
a user or other program . The software agent is implied to 
have the authority to act on behalf of the user or program . 
The actions taken are decided by action selection to deter 
mine what to do next . In machine learning , the environment 
in which the agents act can be formulated as a Markov 
decision process ( MDP ) . The MDPs provide a mathematical 
framework for modeling of decision making in environ 
ments where the outcomes can be partly random ( stochastic ) 
and partly under the control of the decision maker . Dynamic 
programming techniques can be used for reinforced learning 
algorithms . Reinforced learning is different from supervised 
learning in that correct input / output pairs are not presented , 
and suboptimal actions are not explicitly corrected . Rather , 
online or computational performance is the focus . Online 
performance includes finding a balance between exploration 
of new ( uncharted ) territory or spaces and exploitation of 
current knowledge . That is , there is a tradeoff between 
exploration and exploitation . 
[ 0066 ] Machine learning based on reinforced learning 
adjusts or learns based on learning an action , a combination 
of actions , and so on . An outcome results from taking an 
action . Thus , the learning model , algorithm , etc. , learns from 
the outcomes that result from taking the action or combi 
nation of actions . The reinforced learning can include iden 
tifying positive outcomes , where the positive outcomes are 
used to adjust the learning models , algorithms , and so on . A 
positive outcome can be dependent on a context . When the 
outcome is based on a mood , emotional state , mental state , 
cognitive state , etc. , of an individual , then a positive mood , 
emotion , mental state , or cognitive state can be used to 
adjust the model and the algorithm . Positive outcomes can 
include the person being more engaged , where engagement 
is based on affect , the person spending more time playing an 
online game or navigating a webpage , the person converting 
by buying a product or service , and so on . The reinforced 
learning can be based on exploring a solution space and 
adapting the model , algorithm , etc. , which stem from out 
comes of the exploration . When positive outcomes are 
encountered , the positive outcomes can be reinforced by 
changing weighting values within the model , algorithm , etc. 
Positive outcomes may result in increased weighting values . 
Negative outcomes can also be considered , where weighting 
values may be reduced or otherwise adjusted . 
[ 0067 ] FIG . 7 illustrates a bottleneck layer within a deep 
learning environment . The deep learning environment can 
include a machine learning system , where the machine 
learning system can be based on a neural network such as a 
deep neural network . The deep neural network comprises a 
plurality of layers such as input layers , output layers , con 
volutional layers , activation layers , and so on . The plurality 
of layers in a deep neural network ( DNN ) can include a 
bottleneck layer . The bottleneck layer can be used for neural 
network training , where the training can be accomplished 
using synthetic data based on vectors . The neural network 

that is trained can be applied to analysis such as image 
analysis of facial images for facial elements . A deep neural 
network can apply classifiers such as object classifiers , 
image classifiers , facial classifiers , facial expression classi 
fiers , audio classifiers , speech classifiers , physiological clas 
sifiers , and so on . The classifiers can be learned by analyzing 
one or more of facial elements , cognitive states , cognitive 
load metrics , interaction metrics , etc. Facial images are 
obtained for a neural network training dataset . Facial ele 
ments from the facial images are encoded into one or more 
vector representations of the facial elements . A generative 
adversarial network ( GAN ) generator is trained to provide 
one or more synthetic vectors based on the one or more 
vector representations . The synthetic vectors enable avoid 
ance of discriminator detection in the GAN . Additional 
synthetic vectors are generated in the GAN , where the 
additional synthetic vectors avoid discriminator detection . A 
machine learning neural network is trained using the addi 
tional synthetic vectors . 
[ 0068 ] Layers of a deep neural network can include a 
bottleneck layer 700. A bottleneck layer can be used for a 
variety of applications such as identification of a facial 
portion , identification of an upper torso , facial recognition , 
voice recognition , emotional state recognition , and so on . 
The deep neural network in which the bottleneck layer is 
located can include a plurality of layers . The plurality of 
layers can include an original feature layer 710. A feature 
such as an image feature can include points , edges , objects , 
boundaries between and among regions , properties , and so 
on . The deep neural network can include one or more hidden 
layers 720. The one or more hidden layers can include 
nodes , where the nodes can include nonlinear activation 
functions and other techniques . The bottleneck layer can be 
a layer that learns translation vectors to transform a neutral 
face to an emotional or expressive face . In some embodi 
ments , the translation vectors can transform a neutral sound 
ing voice to an emotional or expressive voice . Specifically , 
activations of the bottleneck layer determine how the trans 
formation occurs . A single bottleneck layer can be trained to 
transform a neutral face or voice to a different emotional 
face or voice . In some cases , an individual bottleneck layer 
can be trained for a transformation pair . At runtime , once the 
user's emotion has been identified and an appropriate 
response to it can be determined ( mirrored or complemen 
tary ) , the trained bottleneck layer can be used to perform the 
needed transformation . 
[ 0069 ] The deep neural network can include a bottleneck 
layer 730. The bottleneck layer can include a fewer number 
of nodes than the one or more preceding hidden layers . The 
bottleneck layer can create a constriction in the deep neural 
network or other network . The bottleneck layer can force 
information that is pertinent to a classification , for example , 
into a low dimensional representation . The bottleneck fea 
tures can be extracted using an unsupervised technique . In 
other embodiments , the bottleneck features can be extracted 
using a supervised technique . The supervised technique can 
include training the deep neural network with a known 
dataset . The features can be extracted from an autoencoder 
such as a variational autoencoder , a generative autoencoder , 
and so on . The deep neural network can include hidden 
layers 740. The number of the hidden layers can include zero 
hidden layers , one hidden layer , a plurality of hidden layers , 
and so on . The hidden layers following the bottleneck layer 
can include more nodes than the bottleneck layer . The deep 



US 2021/0201003 A1 Jul . 1. 2021 
13 

neural network can include a classification layer 750. The 
classification layer can be used to identify the points , edges , 
objects , boundaries , and so on , described above . The clas 
sification layer can be used to identify cognitive states , 
mental states , emotional states , moods , and the like . The 
output of the final classification layer can be indicative of the 
emotional states of faces within the images , where the 
images can be processed using the deep neural network . 
[ 0070 ] FIG . 8 shows data collection including devices and 
locations 800. Data , including facial element training data , 
imaging , facial or torso data , video data , audio data , and 
physiological data can be obtained for machine learning . 
The machine learning can be applied to synthetic data for 
neural network training using vectors . The training , imag 
ing , audio , physiological , and other data can be obtained 
from multiple devices , vehicles , and locations . Facial 
images are obtained for a neural network training dataset . 
Facial elements are encoded from the facial images into one 
or more vector representations of the facial elements . A 
generative adversarial network ( GAN ) generator is trained 
to provide one or more synthetic vectors based on the one or 
more vector representations , where the one or more syn 
thetic vectors enable avoidance of discriminator detection in 
the GAN . Additional synthetic vectors are generated in the 
GAN , where the additional synthetic vectors avoid discrimi 
nator detection . A machine learning neural network is 
trained using the additional synthetic vectors . 
[ 0071 ] The multiple mobile devices , vehicles , and loca 
tions 800 can be used separately or in combination to collect 
imaging , video data , audio physio data , training data , 
etc. , on a user 810. The imaging can include video data , 
where the video data can include upper torso data . Other 
data such as audio data , physiological data , and so on , can 
be collected on the user . While one person is shown , the 
video data , or other data , can be collected on multiple 
people . A user 810 can be observed as she or he is perform 
ing a task , experiencing an event , viewing a media presen 
tation , and so on . The user 810 can be shown one or more 
media presentations , political presentations , social media , or 
another form of displayed media . The one or more media 
presentations can be shown to a plurality of people . The 
media presentations can be displayed on an electronic dis 
play coupled to a client device . The data collected on the 
user 810 or on a plurality of users can be in the form of one 
or more videos , video frames , still images , etc. The plurality 
of videos can be of people who are experiencing different 
situations . Some example situations can include the user or 
plurality of users being exposed to TV programs , movies , 
video clips , social media , social sharing , and other such 
media . The situations could also include exposure to media 
such as advertisements , political messages , news programs , 
and so on . As previously noted , video data can be collected 
on one or more users in substantially identical or different 
situations and viewing either a single media presentation or 
a plurality of presentations . The data collected on the user 
810 can be analyzed and viewed for a variety of purposes 
including body position or body language analysis , expres 
sion analysis , mental state analysis , cognitive state analysis , 
and so on . The electronic display can be on a smartphone 
820 as shown , a tablet computer 830 , a personal digital 
assistant , a television , a mobile monitor , or any other type of 
electronic device . In one embodiment , expression data is 
collected on a mobile device such as a cell phone 820 , a 
tablet computer 830 , a laptop computer , or a watch . Thus , 

the multiple sources can include at least one mobile device , 
such as a phone 820 or a tablet 830 , or a wearable device 
such as a watch or glasses ( not shown ) . A mobile device can 
include a front - side camera and / or a back - side camera that 
can be used to collect expression data . Sources of expression 
data can include a webcam , a phone camera , a tablet camera , 
a wearable camera , and a mobile camera . A wearable camera 
can comprise various camera devices , such as a watch 
camera . In addition to using client devices for data collection 
from the user 810 , data can be collected in a house 840 using 
a web camera or the like ; in a vehicle 850 using a web 
camera , client device , etc .; by a social robot 860 ; and so on . 
[ 0072 ] As the user 810 is monitored , the user 810 might 
move due to the nature of the task , boredom , discomfort , 
distractions , or for another reason . As the user moves , the 
camera with a view of the user's face can be changed . Thus , 
as an example , if the user 810 is looking in a first direction , 
the line of sight 822 from the smartphone 820 is able to 
observe the user's face , but if the user is looking in a second 
direction , the line of sight 832 from the tablet 830 is able to 
observe the user's face . Furthermore , in other embodiments , 
if the user is looking in a third direction , the line of sight 842 
from a camera in the house 840 is able to observe the user's 
face , and if the user is looking in a fourth direction , the line 
of sight 852 from the camera in the vehicle 850 is able to 
observe the user's face . If the user is looking in a fifth 
direction , the line of sight 862 from the social robot 860 is 
able to observe the user's face . If the user is looking in a 
sixth direction , a line of sight from a wearable watch - type 
device , with a camera included on the device , is able to 
observe the user's face . In other embodiments , the wearable 
device is another device , such as an earpiece with a camera , 
a helmet or hat with a camera , a clip - on camera attached to 
clothing , or any other type of wearable device with a camera 
or other sensor for collecting expression data . The user 810 
can also use a wearable device including a camera for 
gathering contextual information and / or collecting expres 
sion data on other users . Because the user 810 can move her 
or his head , the facial data can be collected intermittently 
when she or he is looking in a direction of a camera . In some 
cases , multiple people can be included in the view from one 
or more cameras , and some embodiments include filtering 
out faces of one or more other people to determine whether 
the user 810 is looking toward a camera . All or some of the 
expression data can be continuously or sporadically avail 
able from the various devices and other devices . 
[ 0073 ] The captured video data can include cognitive 
content , such as facial expressions , etc. , and can be trans 
ferred over a network 870. The network can include the 
Internet or other computer network . The smartphone 820 can 
share video using a link 824 , the tablet 830 using a link 834 , 
the house 840 using a link 844 , the vehicle 850 using a link 
854 , and the social robot 860 using a link 864. The links 824 , 
834 , 844 , 854 , and 864 can be wired , wireless , and hybrid 
links . The captured video data , including facial expressions , 
can be analyzed on a cognitive state analysis machine 880 , 
on a computing device such as the video capture device , or 
on another separate device . The analysis could take place on 
one of the mobile devices discussed above , on a local server , 
on a remote server , and so on . In embodiments , some of the 
analysis takes place on the mobile device , while other 
analysis takes place on a server device . The analysis of the 
video data can include the use of a classifier . The video data 
can be captured using one of the mobile devices discussed 
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above and sent to a server or another computing device for 
analysis . However , the captured video data including 
expressions can also be analyzed on the device which 
performed the capturing . The analysis can be performed on 
a mobile device where the videos were obtained with the 
mobile device and wherein the mobile device includes one 
or more of a laptop computer , a tablet , a PDA , a smartphone , 
a wearable device , and so on . In another embodiment , the 
analyzing comprises using a classifier on a server or another 
computing device different from the capture device . The 
analysis data from the cognitive state analysis engine can be 
processed by a cognitive state indicator 890. The cognitive 
state indicator 890 can indicate cognitive states , mental 
states , moods , emotions , etc. In embodiments , the cognitive 
state can include drowsiness , fatigue , distraction , impair 
ment , sadness , stress , happiness , anger , frustration , confu 
sion , disappointment , hesitation , cognitive overload , focus 
ing , engagement , attention , boredom , exploration , 
confidence , trust , delight , disgust , skepticism , doubt , satis 
faction , excitement , laughter , calmness , curiosity , humor , 
depression , envy , sympathy , embarrassment , poignancy , or 
mirth . 

[ 0074 ] Machine learning can be based on a machine 
learning system which uses one or more neural networks . 
The neural networks are trained using a training dataset for 
facial expressions . The training dataset can be uploaded by 
a user , downloaded over a computer network from a reposi 
tory or library , and so on . Sparse classes of facial expres 
sions are identified within the training dataset . The identi 
fication can be based on a sample size threshold for a feature 
or class of facial expression within the training dataset . In 
some embodiments , the identifying can be accomplished 
using a neural network . In embodiments , the neural network 
can comprise a classifier . The training dataset can be aug 
mented by generating synthetic data using a generative 
adversarial network or GAN . The generated synthetic data 
can augment the sparse classes of facial expressions . The 
training of the neural network can continue by jointly 
optimizing generator and discriminator components associ 
ated with the GAN . The trained neural network can be used 
to process further data other than the training data . In 
embodiments , the trained values of the neural network can 
be used to train a further neural network , where the further 
neural network can comprise a “ production ” neural network . 
[ 0075 ] Neural network training is based on techniques 
such as applying “ known good ” data to the neural network 
in order to adjust one or more weights or biases , to add or 
remove layers , etc. , within the neural network . The adjusting 
weights can be performed to enable applications such as 
machine vision , machine hearing , and so on . The adjusting 
weights can be performed to determine facial expressions , 
human perception states , cognitive states , emotional states , 
moods , etc. In embodiments , the facial expressions can be 
associated with one or more cognitive states . The various 
states can be associated with an individual as she or he 
interacts with an electronic device or a computing device , 
consumes media , travels in or on a vehicle , and so on . The 
synthetic data augmentation for neural network training is 
based on obtaining one or more training datasets . A training 
dataset can include facial expression data , facial data , image 
data , audio data , physiological data , and so on . The images 
can include video images , still images , intermittently 
obtained images , and so on . The images can include visible 
light images , near - infrared light images , etc. Weights can be 

trained on a set of layers for deep learning by applying a 
known good or “ training ” data set . The weights can be 
deployed onto nodes within the neural network . The neural 
network can include deep learning nodes . The training can 
include further training or retraining weights . The training 
can include annotating the training data with metadata where 
the metadata includes versioning information . Additional 
training data can be received for the neural network , and the 
versioning information can be modified based on the addi 
tional training data . 
[ 0076 ] Training data for a neural network is obtained , 
where the training data is processed on a machine learning 
system . The training data can include facial expression data , 
facial data , voice data , physiological data , and so on . Various 
components can be used for collecting the data , such as 
imaging components , microphones , sensors , and so on . The 
imaging components can include cameras , where the cam 
eras can include a video camera , a still camera , a camera 
array , a plenoptic camera , a web - enabled camera , a visible 
light camera , a near - infrared ( NIR ) camera , a heat camera , 
and so on . The images and / or other data are used to train the 
neural network . The neural network can be trained for 
various types of analysis including image analysis , audio 
analysis , physiological analysis , and the like . The analysis 
can be performed on the neural network , where the neural 
network has been trained using machine learning . A deep 
learning neural network comprises layers , where each layer 
within the neural network includes nodes . The operation of 
the deep learning neural network can be modified or adapted 
by changing the values of weights associated with the nodes 
within each layer of the neural network . The changing of the 
weights associated with the nodes and layers within the 
neural network comprises retraining of the neural network . 
The retraining can be performed to improve the efficacy of 
the analysis for facial expressions , cognitive states , etc. The 
weights that are trained are deployed onto deep learning 
nodes of a device , such as a user device or a computing 
device , and the weights can be retrained over time or as 
necessary . The retraining can result from using further 
training data . 
[ 0077 ] FIG . 9 is a system diagram for synthetic data 
augmentation for neural network training . The flow diagram 
900 is based on a computer - implemented method for 
machine learning . The flow 900 includes obtaining a facial 
expression training dataset 910 for a first neural network 
implemented on a machine learning system . The machine 
learning system comprises a multi - layer perceptron . The 
facial expression training dataset can be uploaded by a user , 
downloaded from a library or repository over a network , and 
so on . The facial expression training dataset can include one 
or more facial expressions , where the facial expressions can 
convey one or more cognitive states . The facial expressions 
can indicate happy , disgusted , angry , fearful , surprised , sad , 
and so on . The neural network that can be trained using the 
facial expression training dataset can include a deep learning 
( DL ) neural network , a convolutional neural network 
( CNN ) , a recurrent neural network ( RNN ) , and the like . In 
embodiments , the machine learning system comprises a 
convolutional neural network or a recurrent neural network . 
The machine learning system can be based on an integrated 
circuit or chip , a computer such as a laptop or desktop 
computer , or on a personal electronic device such as a 
smartphone , tablet , or personal digital assistant ( PDA ) , etc. 
The semiconductor chip can include a standalone chip , a 
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subsystem of a chip , a module of a multi - chip module 
( MCM ) , and so on . The semiconductor chip can include a 
programmable chip such as a programmable logic array 
( PLA ) , a programmable logic device ( PLD ) , a field pro 
grammable gate array ( FPGA ) , a read only memory ( ROM ) , 
and so on . The semiconductor chip can include a full - custom 
chip design . The semiconductor chip can be reprogrammed , 
reconfigured , etc. , “ on the fly ” , in the field , or at any time 
convenient to the user of the semiconductor chip . The 
semiconductor chip can be implemented in any semicon 
ductor technology . In other embodiments , a machine learn 
ing system includes a multi - layer perceptron . A perceptron 
can include an algorithm , based on supervised learning , that 
can be used for learning classifiers . 
[ 0078 ] The flow 900 includes identifying one or more 
sparse classes 920 of facial expressions within the training 
dataset . A class of a facial expression can be identified using 
a function , algorithm , heuristic , and so on , that can detect a 
facial expression . A sparse class of a facial expression can 
differ from a more abundant class of a facial expression in 
that the sparse class is uncommon or difficult to identify in 
potential training image data . For example , while an alert 
person image can be relatively easy to obtain and / or identify , 
a drowsy person image can be much more difficult to obtain 
and / or identify . The flow 900 includes generating synthetic 
data 930 to augment the sparse classes . The synthetic data 
that is generated can include facial expressions , identified 
facial expression classes , identified sparse classes , and so 
on . In the flow 900 , the generating synthetic data uses at 
least one generative adversarial network ( GAN ) 932. A 
GAN can be based on two or more neural networks , where 
the neural networks compete against each other to determine 
a better or best solution . In embodiments , the GAN com 
prises a generator and a discriminator . The generator can 
generate synthetic data , and the discriminator can determine 
whether the synthetic data represents a desired parameter 
such as a facial expression ( a true ) or does not represent such 
a parameter ( a false ) . The generating and the discriminating 
can be used to optimize the GAN . Embodiments include 
jointly optimizing the GAN , where the generator and the 
discriminator can both be optimized . In other embodiments , 
the at least one GAN can be driven by a latent random 
variable . A latent random variable can be inferred based on 
a mathematical model . In the context of the flow 900 , the 
latent random variable can be targeted for a sparse facial 
expression within the training dataset . The sparse facial 
expression can include a smile , a frown , a smirk , a neutral 
expression , etc. In other embodiments , the sparse facial 
expression can comprise a yawn . 
[ 0079 ] Various techniques can be used for optimizing the 
GAN , including jointly optimizing the generator and the 
discriminator . In embodiments , the joint optimization of the 
GAN comprises a loss feedback to the discriminator and to 
the generator . In the context of a neural network , a " candi 
date solution ” for a trained neural network can include a set 
of weights associated with nodes within layers of the neural 
network . A function such as an objective function can be 
used to evaluate the candidate solution . The candidate 
solution can be evaluated or ranked based on a score such as 
a high score , a low score , and so on . The score can be 
determined based on minimizing an error , where the mini 
mizing error can be based on a cost function or a loss 
function . The result of evaluating the loss function can be 
referred to as the “ loss ” . By feeding the loss back to both the 

generator and the discriminator , the loss can be minimized 
and the GAN optimized . The optimizing of the GAN can 
include locking the generator based on a result of the joint 
optimization . That is , the weights or other parameters asso 
ciated with the generator can be locked while the loss is fed 
back to the discriminator . In embodiments , optimizing the 
GAN can include locking the discriminator based on a result 
of the joint optimization . An objective of the optimization 
can include reducing computational complexity associated 
with computing the generator neural network or the dis 
criminator neural network . An efficiency value or number 
can be assigned to a result of the neural network computing . 
In embodiments , the result comprises a generator efficiency 
number . Note that the generator for generating synthetic data 
can include a random generator or a pseudo - random gen 
erator . In embodiments , the generating synthetic data is 
accomplished using a non - random generator . 
[ 0080 ] The flow 900 includes filtering the synthetic data 
940. The filtering of the synthetic data can be based on the 
type of facial expression represented by the synthetic data . 
The flow 900 includes rejecting at least one training dataset 
image 942 generated by the at least one GAN . The rejecting 
the at least one training dataset image can include removing 
the image from the dataset , deleting the image , and so on . 
The rejecting the at least one training dataset image can be 
based on a value , a threshold , a percentage , and the like . In 
embodiments , the filtering can be performed before aug 
menting the training dataset , as discussed below . The filter 
ing can be accomplished using an algorithm , a function , a 
procedure , etc. In embodiments , the filtering can be per 
formed using a human - based scoring process 944. The 
people involved in the scoring can be trained personnel who 
can evaluate an image for a facial expression . 
[ 0081 ] The flow 900 includes tagging the synthetic data 
with metadata 950. The metadata can include training data 
labeling , a log file , etc. The metadata can include versioning 
information on the synthetic data . The versioning informa 
tion can include data ownership and data lineage . The 
version information can provide training data traceability . 
The flow 900 includes propagating the metadata 952 to the 
training dataset that was augmented . The metadata that can 
be propagated can include labeling or log file metadata . The 
metadata can also include information related to data own 
ership , data lineage , or training data traceability , etc. The 
flow 900 includes augmenting the training dataset 960 using 
the synthetic data from the at least one GAN . The synthetic 
data that can be used for the augmenting can include all of 
the synthetic data generated by the GAN , a portion of the 
synthetic data , the synthetic data that remains after the 
filtering , and so on . The flow 900 includes augmenting the 
training dataset using non - GAN synthetic data 970. The 
non - GAN synthetic data can include data uploaded by a 
user . The synthetic data can further be downloaded from a 
library , repository , cloud - based storage , and so on . The 
non - GAN synthetic data can include images that can be 
selected by human experts , researchers , etc. 
[ 0082 ] The flow 900 includes training a second neural 
network 980 using the training dataset that was augmented . 
The second neural network can include a " test " neural 
network that is being trained , a “ production ” neural network , 
and so on . The production neural network can be loaded with 
weights , biases , and so on that were learned by training the 
test neural network or other trained neural network . In 
embodiments , the first neural network and the second neural 
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network can be implemented on the same machine learning 
system . The first neural network and the second neural 
network can be operated dependently or independently . In 
embodiments , the first neural network can comprise a clas 
sifier . The first neural network can be used to classify facial 
expressions with the facial expression training data , with 
production ( non - training ) data , and so on . The first neural 
network can classify facial expressions such as smiles , 
frowns , yawns , etc. In further embodiments , the second 
neural network can comprise the GAN . The second neural 
network can be used to generate the synthetic data . 
[ 0083 ] Thus a computer - implemented method for machine 
learning is disclosed comprising : obtaining a facial expres 
sion training dataset for a first neural network implemented 
on a machine learning system ; identifying one or more 
sparse classes of facial expressions within the training 
dataset ; generating synthetic data to augment the sparse 
classes using at least one generative adversarial network 
( GAN ) ; augmenting the training dataset using the synthetic 
data from the at least one GAN ; and training a second neural 
network , using the training dataset that was augmented . In 
embodiments , the GAN comprises a generator and a dis 
criminator . Some embodiments comprise jointly optimizing 
the GAN , and the jointly optimizing the GAN comprises a 
loss feedback to the discriminator and to the generator . Some 
embodiments comprise locking the generator based on a 
result of the joint optimization , and the result comprises a 
generator efficiency number . 
[ 0084 ] FIG . 10 is a system for synthetic data for neural 
network training using vectors . Machine learning can be 
accomplished using one or more computers or processors on 
which a neural network can be executed . An example system 
1000 which can perform machine learning is shown . The 
neural network for machine learning can include a machine 
learning neural network , a deep learning neural network , a 
convolutional neural network , a recurrent neural network , 
and so on . The system 1000 can include a memory which 
stores instructions and one or more processors attached to 
the memory , wherein the one or more processors , when 
executing the instructions which are stored , are configured 
to : obtain facial images for a neural network training dataset ; 
encode facial elements from the facial images into one or 
more vector representations of the facial elements ; train a 
generative adversarial network ( GAN ) generator to provide 
synthetic vectors based on the one or more vector represen 
tations , wherein the synthetic vectors enable avoidance of 
discriminator detection in the GAN ; generate additional 
synthetic vectors in the GAN , wherein the additional syn 
thetic vectors avoid discriminator detection , and train a 
machine learning neural network , using the additional syn 
thetic vectors . Embodiments include tagging the synthetic 
data with metadata . The metadata can include versioning 
information on the synthetic data . The metadata can be 
propagated . Embodiments of disclosed techniques include 
propagating the metadata to the training dataset that was 
augmented . The synthetic data can be filtered . Further 
embodiments include filtering the synthetic data by rejecting 
at least one training dataset vector generated by the at least 
one GAN . The filtering can be performed using a human 
based , scoring process . The filtering can be performed 
before the augmenting . Embodiments include converting the 
additional synthetic vectors into image data . In further 
embodiments , the system 1000 can provide a computer 
implemented method for machine learning comprising : 

obtaining facial images for a neural network training dataset ; 
encoding facial elements from the facial images into one or 
more vector representations of the facial elements ; training 
a generative adversarial network ( GAN ) generator to pro 
vide one or more synthetic vectors based on the one or more 
vector representations , wherein the one or more synthetic 
vectors enable avoidance of discriminator detection in the 
GAN ; generating additional synthetic vectors in the GAN , 
wherein the additional synthetic vectors avoid discriminator 
detection , and training a machine learning neural network , 
using the additional synthetic vectors . 
[ 0085 ] The system 1000 can include one or more video 
data collection machines 1020 linked to an encoding 
machine 1040 , a generation machine 1050 , and a training 
machine 1070 via a network 1010 or another computer 
network . The network can be wired or wireless , a computer 
network such as the Internet , and so on . Training data 1060 
such as facial image data , facial element data , avoidance 
data , and so on , can be transferred to the encoding machine 
1040 and to the generation machine 1050 through the 
network 1010. The example video data collection machine 
1020 shown comprises one or more processors 1024 coupled 
to a memory 1026 which can store and retrieve instructions , 
a display 1022 , a camera 1028 , and a microphone 1030. The 
camera 1028 can include a webcam , a video camera , a still 
camera , a thermal imager , a CCD device , a phone camera , a 
three - dimensional camera , a depth camera , a light field 
camera , multiple webcams used to show different views of 
a person , or any other type of image capture technique that 
can allow captured data to be used in an electronic system . 
The microphone can include any audio capture device that 
can enable captured audio data to be used by the electronic 
system . The memory 1026 can be used for storing instruc 
tions , video data including facial images , facial expression 
data , etc. on a plurality of people ; audio data from the 
plurality of people ; one or more classifiers ; and so on . The 
display 1022 can be any electronic display , including but not 
limited to , a computer display , a laptop screen , a netbook 
screen , a tablet computer screen , a smartphone display , a 
mobile device display , a remote with a display , a television , 
a projector , or the like . 
[ 0086 ] The encoding machine 1040 can include one or 
more processors 1044 coupled to a memory 1046 which can 
store and retrieve instructions , and can also include a display 
1042. The encoding machine 1040 can receive the training 
data 1060 and can encode facial elements from the facial 
images into one or more vector representations of the facial 
element data 1062. The facial element data can include a 
smile , frown , or smirk of varying intensities ; eyebrow 
furrows ; and so on . A value can be determined for the facial 
elements . In a usage example , a value can be determined for 
a strong smile , a moderate smile , a weak smile , and so on . 
Values can similarly be determined for other facial elements . 
The values that are determined can be used as elements 
within one or more vector representations . The vector rep 
resentations can be used to train a generative adversarial 
network ( GAN ) generator to provide synthetic vectors based 
on the one or more vector representations . The synthetic 
vectors can enable avoidance of discriminator detection in 
the GAN , where avoidance of discriminator detection indi 
cates that the discriminator was unable to accurately deter 
mine whether the synthetic vectors were real vectors or 
synthetic vectors . 
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[ 0087 ] The generation machine 1050 can include one or 
more processors 1054 coupled to a memory 1056 which can 
store and retrieve instructions , and can also include a display 
1052. The generation machine 1050 can receive the training 
data 1060 and facial element data 1062 , and can generate 
additional synthetic vectors in the GAN . The additional 
synthetic vectors can avoid discriminator detection . The 
generation can include at least one generative adversarial 
network ( GAN ) , where a GAN can comprise a generator and 
a discriminator . The generator can generate data such as 
synthetic data , where the synthetic data can include the 
synthetic vectors . The discriminator can determine whether 
the results of generation are true or false . Embodiments 
include jointly optimizing the GAN , where jointly optimiz 
ing the GAN includes a loss feedback to the discriminator 
and to the generator . The generation machine 1050 can use 
training data received from the video data collection 
machine 1020 to produce avoidance data 1064. In some 
embodiments , the generation machine 1050 receives train 
ing data from a plurality of video data collection machines , 
aggregates the training data , processes the training data or 
the aggregated training data , and so on . 
[ 0088 ] The training machine 1070 can include one or more 
processors 1074 coupled to a memory 1076 which can store 
and retrieve instructions and data , and can also include a 
display 1072. The training that can be accomplished by the 
training machine can include training a machine learning 
neural network using additional synthetic vectors . The train 
ing can be based on avoidance data 1064 , where the avoid 
ance data can include facial element training data , classifi 
ers , generated synthetic vectors , and so on . The training can 
occur on the training machine 1070 or on a machine or 
platform different from the training machine 1070. The 
training can be based on additional synthetic vector data 
1066. In embodiments , the training of the neural network 
based on the avoidance data occurs on the video data 
collection machine 1020 , the encoding machine 1040 , or on 
the generation machine 1050. As shown in the system 1000 , 
the training machine 1070 can receive the avoidance data 
1064 via the network 1010 , the Internet , or another network , 
from the video data collection machine 1020 , from the 
encoding machine 1040 , from the generation machine 1050 , 
or from all . The training data can be shown as a visual 
rendering on a display or any other appropriate display 
format . 
[ 0089 ] The system 1000 can include a computer program 
product embodied in a non - transitory computer readable 
medium for machine learning , the computer program prod 
uct comprising code which causes one or more processors to 
perform operations of : obtaining facial images for a neural 
network training dataset ; encoding facial elements from the 
facial images into one or more vector representations of the 
facial elements ; training a generative adversarial network 
( GAN ) generator to provide synthetic vectors based on the 
one or more vector representations , wherein the synthetic 
vectors enable avoidance of discriminator detection in the 
GAN ; generating additional synthetic vectors in the GAN , 
wherein the additional synthetic vectors avoid discriminator 
detection ; and training a machine learning neural network , 
using the additional synthetic vectors . 
[ 0090 ] Each of the above methods may be executed on one 
or more processors on one or more computer systems . Each 
of the above methods may be implemented on a semicon 
ductor chip and programmed using special purpose logic , 

programmable logic , and so on . Embodiments may include 
various forms of distributed computing , client / server com 
puting , and cloud - based computing . Further , it will be 
understood that the depicted steps or boxes contained in this 
disclosure's flow charts are solely illustrative and explana 
tory . The steps may be modified , omitted , repeated , or 
re - ordered without departing from the scope of this disclo 
sure . Further , each step may contain one or more sub - steps . 
While the foregoing drawings and description set forth 
functional aspects of the disclosed systems , no particular 
implementation or arrangement of software and / or hardware 
should be inferred from these descriptions unless explicitly 
stated or otherwise clear from the context . All such arrange 
ments of software and / or hardware are intended to fall 
within the scope of this disclosure . 
[ 0091 ] The block diagrams and flowchart illustrations 
depict methods , apparatus , systems , and computer program 
products . The elements and combinations of elements in the 
block diagrams and flow diagrams show functions , steps , or 
groups of steps of the methods , apparatus , systems , com 
puter program products and / or computer - implemented 
methods . Any and all such functions generally referred to 
herein as a “ circuit , ” “ module , ” or “ system ” —may be imple 
mented by computer program instructions , by special - pur 
pose hardware - based computer systems , by combinations of 
special purpose hardware and computer instructions , by 
combinations of general - purpose hardware and computer 
instructions , and so on . 
[ 0092 ] A programmable apparatus which executes any of 
the above - mentioned computer program products or com 
puter - implemented methods may include one or more 
microprocessors , microcontrollers , embedded microcon 
trollers , programmable digital signal processors , program 
mable devices , programmable gate arrays , programmable 
array logic , memory devices , application specific integrated 
circuits , or the like . Each may be suitably employed or 
configured to process computer program instructions , 
execute computer logic , store computer data , and so on . 
[ 0093 ] It will be understood that a computer may include 
a computer program product from a computer - readable 
storage medium and that this medium may be internal or 
external , removable and replaceable , or fixed . In addition , a 
computer may include a Basic Input / Output System ( BIOS ) , 
firmware , an operating system , a database , or the like that 
may include , interface with , or support the software and 
hardware described herein . 
[ 0094 ] Embodiments of the present invention are neither 
limited to conventional computer applications nor the pro 
grammable apparatus that run them . To illustrate : the 
embodiments of the presently claimed invention could 
include an optical computer , quantum computer , analog 
computer , or the like . A computer program may be loaded 
onto a computer to produce a particular machine that may 
perform any and all of the depicted functions . This particular 
machine provides a means for carrying out any and all of the 
depicted functions . 
[ 0095 ] Any combination of one or more computer read 
able media may be utilized including but not limited to : a 
non - transitory computer readable medium for storage ; an 
electronic , magnetic , optical , electromagnetic , infrared , or 
semiconductor computer readable storage medium or any 
suitable combination of the foregoing ; a portable computer 
diskette ; a hard disk ; a random access memory ( RAM ) ; a 
read - only memory ( ROM ) , an erasable programmable read 
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only memory ( EPROM , Flash , MRAM , FRAM , or phase 
change memory ) ; an optical fiber , a portable compact disc ; 
an optical storage device ; a magnetic storage device ; or any 
suitable combination of the foregoing . In the context of this 
document , a computer readable storage medium may be any 
tangible medium that can contain or store a program for use 
by or in connection with an instruction execution system , 
apparatus , or device . 
[ 0096 ] It will be appreciated that computer program 
instructions may include computer executable code . A vari 
ety of languages for expressing computer program instruc 
tions may include without limitation C , C ++ , Java , 
JavaScriptTM , ActionScriptTM , assembly language , Lisp , 
Perl , Tcl , Python , Ruby , hardware description languages , 
database programming languages , functional programming 
languages , imperative programming languages , and so on . 
In embodiments , computer program instructions may be 
stored , compiled , or interpreted to run on a computer , a 
programmable data processing apparatus , a heterogeneous 
combination of processors or processor architectures , and so 
on . Without limitation , embodiments of the present inven 
tion may take the form of web - based computer software , 
which includes client / server software , software - as - a - ser 
vice , peer - to - peer software , or the like . 
[ 0097 ] In embodiments , a computer may enable execution 
of computer program instructions including multiple pro 
grams or threads . The multiple programs or threads may be 
processed approximately simultaneously to enhance utiliza 
tion of the processor and to facilitate substantially simulta 
neous functions . By way of implementation , any and all 
methods , program codes , program instructions , and the like 
described herein may be implemented in one or more 
threads which may in turn spawn other threads , which may 
themselves have priorities associated with them . In some 
embodiments , a computer may process these threads based 
on priority or other order . 
[ 0098 ] Unless explicitly stated or otherwise clear from the 
context , the verbs “ execute ” and “ process ” may be used 
interchangeably to indicate execute , process , interpret , com 
pile , assemble , link , load , or a combination of the foregoing . 
Therefore , embodiments that execute or process computer 
program instructions , computer - executable code , or the like 
may act upon the instructions or code in any and all of the 
ways described . Further , the method steps shown are 
intended to include any suitable method of causing one or 
more parties or entities to perform the steps . The parties 
performing a step , or portion of a step , need not be located 
within a particular geographic location or country boundary . 
For instance , if an entity located within the United States 
causes a method step , or portion thereof , to be performed 
outside of the United States , then the method is considered 
to be performed in the United States by virtue of the causal 
entity . 
[ 0099 ] While the invention has been disclosed in connec 
tion with preferred embodiments shown and described in 
detail , various modifications and improvements thereon will 
become apparent to those skilled in the art . Accordingly , the 
foregoing examples should not limit the spirit and scope of 
the present invention ; rather it should be understood in the 
broadest sense allowable by law . 
What is claimed is : 
1. A computer - implemented method for machine learning 

comprising : 

obtaining facial images for a neural network training 
dataset ; 

encoding facial elements from the facial images into one 
or more vector representations of the facial elements ; 

training a generative adversarial network ( GAN ) genera 
tor to provide one or more synthetic vectors based on 
the one or more vector representations , wherein the one 
or more synthetic vectors enable avoidance of discrimi 
nator detection in the GAN ; 

generating additional synthetic vectors in the GAN , 
wherein the additional synthetic vectors avoid discrimi 
nator detection , and 

training a machine learning neural network , using the 
additional synthetic vectors . 

2. The method of claim 1 wherein the training a machine 
learning neural network further comprises using the one or 
more synthetic vectors . 

3. The method of claim 1 wherein the training a GAN 
further comprises determining a generator accuracy using 
the discriminator . 

4. The method of claim 3 wherein the generator accuracy 
is a criterion for the generating additional synthetic vectors . 

5. The method of claim 3 wherein the generator accuracy 
enables a classifier . 

6-7 . ( canceled ) 
8. The method of claim 1 further comprising back 

propagating an error function into the discriminator . 
9. The method of claim 8 wherein the error function is 

determined on a real / fake basis . 
10. The method of claim 1 wherein the facial elements 

comprise human drowsiness features . 
11. The method of claim 10 wherein the human drowsi 

ness features are distilled into n - element vectors . 
12. The method of claim 11 wherein n is equal to a 

number of facial element features times a number of statis 
tics for each feature . 

13. The method of claim 12 wherein the number of facial 
element features is 18 and the number of statistics is 6 , and 
thus n is equal to 108 . 

14. The method of claim 10 wherein the training a GAN 
and generating additional synthetic vectors enable a drowsi 
ness detection neural network . 

15. The method of claim 1 further comprising filtering the 
synthetic vectors by rejecting at least one training dataset 
vector generated by the GAN . 

16. The method of claim 1 further comprising converting 
the additional synthetic vectors into image data . 

17. The method of claim 16 further comprising augment 
ing the neural network training dataset using the image data 
converted from the additional synthetic vectors . 

18. The method of claim 17 wherein filtering is performed 
before the augmenting . 

19. The method of claim 1 wherein the GAN is seeded by 
a latent random variable . 

20. The method of claim 19 wherein the latent random 
variable is targeted for a sparse facial expression within the 
training dataset . 

21. The method of claim 20 wherein the sparse facial 
expression comprises a drowsiness state . 

22. The method of claim 21 wherein the drowsiness state 
comprises one of a slightly drowsy state , a moderately 
drowsy state , or an extremely drowsy state . 

23. The method of claim 21 wherein the drowsiness state 
comprises a non - alert state . 
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24. The method of claim 1 further comprising tagging the 
synthetic vectors with metadata . 

25. The method of claim 24 further comprising propagat 
ing the metadata to a training dataset . 

26-27 . ( canceled ) 
28. A computer - implemented method for machine learn 

ing comprising : 
obtaining a facial expression training dataset for a first 

neural network implemented on a machine learning 
system ; 

identifying one or more sparse classes of facial expres 
sions within the training dataset ; 

generating synthetic data to augment the sparse classes 
using at least one generative adversarial network 
( GAN ) ; 

augmenting the training dataset using the synthetic data 
from the at least one GAN ; and 

training a second neural network , using the training 
dataset that was augmented . 

29-34 . ( canceled ) 

35. A computer system for machine learning comprising : 
a memory which stores instructions ; 
one or more processors attached to the memory wherein 

the one or more processors , when executing the instruc 
tions which are stored , are configured to : 
obtain facial images for a neural network training 

dataset ; 
encode facial elements from the facial images into one 

or more vector representations of the facial elements ; 
train a generative adversarial network ( GAN ) generator 

to provide synthetic vectors based on the one or more 
vector representations , wherein the synthetic vectors 
enable avoidance of discriminator detection in the 
GAN ; 

generate additional synthetic vectors in the GAN , 
wherein the additional synthetic vectors avoid dis 
criminator detection ; and 

train a machine learning neural network , using the 
additional synthetic vectors . 

* 


