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MANAGING ATTRIBUTES OF MEMORY COMPONENTS

PRIORITY APPLICATION
(601 ] This application claims the benefit of priority to U.S. Application Serial
Number 16/552,484, filed August 27, 2019, which is incorporated herein by

reference in its entirety.

TECHNICAL FIELD

1662} Embodiments of the disclosuare relate generally to memory sub-systems

and, for example, to managing attributes of memory components.

BACKGROUND

EHIRY A memory sub-system can be a storage system, a memory modale, or a
hybrid of a storage device and memory module. The memory sub-system can
include one or more memory components that store data. The memory components
can be, for example, non-volatile memory components and volatile memory
components. In general, a host system can utilize a memory sub-system to store data

at the memory components and to retrieve data from the memory components.

BRIEF DESCRIPTION OF THE DRAWINGS
(0041 The present disclosure will be understood more fully from the detailed

description given below and from the accompanying drawings of various
embodiments of the disclosure.

[605] ¥I1G, 1 iHlustrates an example computing environment that includes a
memory sub-system, in accordance with some embodiments of the present
disclosure.

[806] FIG. 215 a flow diagram of an example method to configure attributes of
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memory components, in accordance with some embodiments of the present
disclosure.

1667} ¥I1G. 3 iHustrates an example memory sub-system that inclades an
addressable input/output (1/0) expander located between a memory sub-system
countroller and a plurality of memory components, in accordance with some
embodiments of the present disclosure.

[608] ¥I1G. 4 iHlustrates an interaction diagram depicting the flow of data
between a memory sub-system controller, an addressable 1/0 expander, and a
plurality of memory components, in accordance with some embodiments of the
present disclosure.

[60%] ¥1G. 5 is a block diagram of an example computer system in which

embodiments of the present disclosure can operate.

DETAILED DESCRIPTION

[6618] Aspects of the present disclosure are directed to managing attributes of
memory components, which may be part of a memeory sub-system. A memory sub-
system can be a storage device, a memory module, or a hybrid of a storage device
and memory module. Examples of storage devices and memory modules are
described below in conjunction with FIG. 1. Memory sub-systems have become
common components in computer systems ranging from mobile phones to large
scale distributed cloud systems, to mission-critical on-premise server systems for
financial and government institutions, and so on. As discussed above, as the
requisite capacities of such memory sub-systems increase, each media (e.g., Logical
Not-And (NAND) flash memory) interface of a memory sub-system controller
(herein also referved to as a “controller”) connects to a greater number of media
(e.g., NAND dies), resulting in large capacitive loads, which causes signal integrity

issues at higher speeds.
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00111 Logical Not-And (NAND) flash memory is a type of nonvolatile storage
technology that does not require power to retain data. NAND memory is used in
SSIs that are extensively used in enterprise storage applications reguiring high
capacity and high-throughput performance. As the capacities of SSDs increases,
cach NAND interface of a controller needs to connect to an increasing number of
NAND dies. This results in large capacitive loads, which can cause signal integrity

issues at higher speeds.

[6612] Aspects of the present disclosure mitigate the tundamental tradeoffs by
providing systems and methods for managing configuration, timing, and power
parameters in memory sub-systems by coupling the controller with an S5D drive
that comprises a plurality of NAND dies through use of an VO expander. For
example, coupling the controller with the SSD drive with an VO port expander may
include positioning the /O port expander at a location {unctionally between the
controller and the $SSD drive. In particular, the ¥/O port expander (hereinafter
referred to as an “I/0 expander™) 1s functionally located between the controller and
the SSD drive and is assigned the LUN addresses of the corresponding NAND dies
of the S5D drive. For example, assigning the LUN addresses of the corresponding
NAND digs of the 55D drive may include associating an identifier of the /O
expander with the LUN addresses in a LUN address table within a mermory of the

memory sub-system.

16613] Based on the LUN {or LUNSs), the IO expander may isolate logical
pathways to one or more NAND dies from the rest of the NAND dies, of the SSD,
in a logical manner, thereby enabling commands to be routed from the controller to
the one or more NAND dies. A LUN address can correspond to a particular SSD
drive or can reference a specific NAND die of the SSD drive. As described in more
detail herein, a LUN address, or a plurality of LUN addresses, can be shared
between the I/O expander and the SSD drive, or memory components {e.g., NAND
die} of the SSD drive. For example, in certain embodiments the memory sub-system

can maintain a2 LUN address table to associate one or more LUN addresses with an
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identifier of an addressable /O expander. In such embodiments, the memory sub-

system can identify an I/O expander based on a LUN address included in a request.

[6014] The I/0 expander can be configured to communicate with memory
components from different manufacturers. To this end, the 1/O expander may
configure a vendor specific region of a Feature Address (FA) table (shown by way
of example in Table 1 below) stored in the memory of the controller. Using the FA
table, the host system can generate requests to configure various atiributes of the
SSD drive based on LUN address. In some embodiments, the YO expander is active
so that it can recondition signals, from the memory controller to the NAND dies

(e.g., by re-timing or re-driving the sigoals).

[6615] In an example configuration, a memory sub-system may include a
plurality of 1/0 expanders, functionally connected between a controlier and a
plurality of NAND dies. Responsive to communications {rom the host system, the
controller can identify an appropriate I/O expander based on a LUN address, and
cause the VO expander to 1solate an SSD drive {(or a NAND die within the 558D
drive) from other S5 drives {or NAND dies within the SS5D drive) based on the
LUN address. Commands are routed {from the controler through the VO expander
identified by the LUN address to the corresponding SSD drive {or NAND dies
within the SSD drive) to manage and configure onc or more attributes of the drive.
In some example embodiments, the commands 1nclude Open NAND Flash Interface
Working Group (ONF1) compliant commands, such as SET Feature or GET Feature
commands. Specilic SET Feature and GET Feature sub-commands that may be
supported include the Feature Address Configurable attributes can include, but are
not limited to: drive output strength, timing modes, power modes, as well as test

settings.

16616] ¥FIG. 1 illustrates an example computing environment 100 that includes a
merory sab-systern 110, 1n accordance with some embodiments of the present
disclosure. The memory sub-system 110 can include media, such as memory

components 112-1 to 112-N {e.g., NAND dies). The memory components 112-1 to
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112-N can be volatile memory components, non-volatile memory components, or a
combination of such. In some embodiments, the memory sub-system is a storage
system. An example of a storage system is an 5SB. In some embodiments, the

memory sub-system 110 is a hybrid memory/storage sub-system. In general, the

h

computing environment 100 can include a host system 120 that uses the memory
sub-system 110. For example, the host system 120 can write data to the memory
sub-system 110 and read data from the memory sub-system 110, As described in
more detail below, the memory sub-system is shown to include an 1/0 Expander

113, in accordance with an example embodiment.

10 [6617] The /O expander 113 may for example include an addressable VO
expander to connect a single port with a plarality of nodes through multiple,
configurable ports. For example, by disabling one or more ports, an I/0 expander
can solate ove or more logical pathways between a port and one or more nodes,

Accordingly, by coupling the memory sub-system controller 115 to the memory

h

components 112-1 to 112-N with an addressable /O expander 113, commands may
be routed o one or more memory components from among the memory components

112-1 to 112-N based on a configuration of the addressable VO expander 113.

[6018] According to certain embodiments, the memory sab-system may inclade
a LUN address table 122, wherein the LUN address table 122 may be integrated

20 within a package of the addressable /O expander 113 or reside within a local
memory 119 of the memory sub-system controller 115. In such embodiments, the
LUN address table 122 may associate one or more LUN addresses of memory
components from among the memory components 112-1 to 112-N to the

addressable I/O expander 113.

(921

[6619] The host system 120 can be a computing device such as a desktop
computer, laptop computer, network server, mobile device, or such computing
device that includes a memory and a processing device. The host system 120 can

include, or be coupled to, the memory sub-system 110 so that the host system 120
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can read data {from or write data to the memory sub-system 110. The hbost system
120 can be connected to the memory sub-system 110 via a physical host interface.
The connection can include an indirect communicative connection or direct
communicative connection (e.g., without intervening components), whether wired
or wireless, including connections such as electrical, optical, maguoetic, etc.
Examples of a physical host interface inchade, but are not limited to, a serial
advanced technology attachment (SATA) inter{ace, a peripheral component
interconnect express (PCle) interface, universal serial bus (ISB) interface, Fibre
Channel. Serial Attached SCSI (SAS), cte. The physical host interface can be used
to transmit data between the host system 120 and the memory sub-system 110. The
host systemn 120 can further utilize an NVM Express (NVMe) interface to access the
memory components 112-1 to 112-N when the memory sub-system 110 1s coupled
with the host system 120 by the PCle interface. The physical host interface can
provide an interface {or passing control, address, data. and other signals between the
memory sub-system 110 and the host system 120.

16626} The memory components 112-1 to 112-N can include any combination
of the different types of non-volatile memory components and/or volatile memory
components. An example of non-volatile memory components includes NAND type
flash memory. Each of the memory components 112-1 to 112-N can include one or
more arrays of memory cells such as single level cells (SLCs) or multi-level cells
(MLCs) {e.g., triple level cells (TLCs) or quad-level cells (3LCs)). In some
embodiments, a particular memory component can include both an SLC portion and
a MLC portion of memory cells, wherein each NAND erase block may be put into
any mode, inchading SLC, MLC, TLC, and QLC. BEach of the memory cells can
store one or more bits of data (e.g., data blocks) used by the host systern 120,
Although non-volatile memory components such as NAND type flash memory are
described, the memory components 112-1 to 112-N can be based on any other type
of memory such as a volatile memory. Io some embodiments, the memory
components 112-1 to 112-N can be, but are not limited to, random access memory

(RAM), read-only memory (ROM), dynamic random access memory (DRAM),

6
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synchronous dynamic random access memory (SDRAM), phase change memory
(PCM), resistive random access memory (RRAM), magnetic random access
memory (MRAM — both toggle and spin transfer torque types), negative-or (NOR)
flash memory, electrically erasable programmable read-only memory (EEPROM),
and a cross-point, or 3d cross-point array (3DXP) of non-volatile memory cells. A
cross-point array of non-volatile memory can perform bit storage based on a change
of bulk resistance, in conjunction with a stackable cross-gridded data access array.
Additionally, in contrast to many flash-based memories, cross-point non-volatile
memory (as well as RRAM, MRAM) can perform a write in-place operation, where
a non-volatile memory cell can be programmed without the non-volatile memory
cell being previously erased. Furthermore, as noted above, the memory cells of the
mermory components 112-1 to 112-N can be grouped as data blocks that can refer (o
a unit of the memory component used to store data.

88211 The memory sub-system controller 115 (hereinafter also referred to as
“controller”) can interface with the host system 120 to facilitate communication
with the memory components 12-1 to 112-N to perform operations such as reading
data, writing data, or erasing data at the memory components 112-1 to 112-N and
other such operations. The controller 115 can include hardware such as one or more
integrated circuits and/or discrete components, a buffer memory, or a combination
thereof. The controller 115 can be a microcontroller, special purpose logic circuitry
{e.g., a field programimable gate array (FPGA), an application specific integrated
circuit (ASIC), etc.), or other suitable processor. The controller 115 can include a
processor {processing device) 117 contigured to execute instructions stored in local
memory 119. In the illustrated example, the local memory 119 of the controller 115
includes an embedded memory configured to store instructions for performing
various processes, operations, logic flows, and routines that countrol operation of the
memory sub-system 110, including handling communications between the memory
sub-systern 110 and the host systern 120. In some embodiments, the local memory
119 can include memory registers storing memory pointers, feiched data, LUN

addresses, etc. The local memory 119 can also include read-only memory (ROM)

~J
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for storing micro-code. While the example memory sub-system 110 in FIG. 1 has
been illustrated as including the controller 115, in another embodiment of the
present disclosure, a memory sub-system 110 may not inclade a controller 115, and
instead rely upon external control {e.g., provided by an external host, or by a
processor or controller separate from the memory sub-system).

60221 In general, the controller 115 can receive commands or operations,
including ONFI commands such as SET Feature and GET Feature commands, from
the host system 120 and can convert the commands or operations into instructions or
appropriate commands to achieve the desired access to the memory components
112-1 to 112-N. The controller 115 can be responsible for other operations such as
wear leveling operations, garbage collection operations, error detection and error-
correcting code (ECC) operations, encryption operations, caching operations, and
address transiations between a logical block address and a physical block address
that are associated with the memory components 112-1 to 112-N. The controller 113
can further include host interface circuitry to communicate with the host system 120
via the physical host interface. The host interface circuitry can convert the
commands received from the host system into command instructions to access the
memory components 112-1 to 112-N as well as convert responses associated with
the memory components 112-1 to 112-N into information for the host system 120.
in some embodiments, the host interface may include an ONFI interface to receive
ONFI commands.

[6624] The memory sub-system 110 can also include additional circuitry or
components that are not ustrated. Tn some ernbodiments, the memory sub-system
110 can include a cache or buffer (e.g.. DRAM) and address circuitry {e.g., a row
decoder and a column decoder) that can receive an address from the controller 115
and decode the address to access the memory components 112-1 to 112-N.

{6025} In an example embodiment, the /O expander 113 is configured to isolate
and route ONFI commands from the memory sub-system controller 115 to an
appropriate memory component {e.g., NAND die} from among the memory

components 112-1 to 112-N based on a LUN. Accordingly, in some example
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embodiments, the memory components 112-1 to 112-N are grouped in to logical
units that may each have a corresponding LUN address. In some embodiments, the
/O expander 113 1s integrated 1nto the controller 115 (as seen in ¥IG. 1), while in
further embodiments the /O expander 113 is physically located eternal to the
countroller. For example, the controller 115 can include a processor 117 configured
to execute instructions stored in local memory 119 for performing the operations
described herein.

16626} The /0 expander 113 is functionally positioned between the controller
115 and the memory components 112-1 to 112-N, wherein the memory components
112-1 to 112-N have associated LUN addresses. The LUN addresses of the memory
components 112-1 to 112-N can then be assigned to the addressable /O expander
113. The I/O expander 113 may therefore enable the memory sub-system controller
115 to isolate one or more of the memory components 112-1 to 112-N based on a
LUN address, to route comroands received {rom the host system 120.

16627] As mentioned above, the controller 115 may process requests that
include ONFI commands received from the host 120. Table 1 below provides an

example of a list of ONFI commands that are stored in the local memory 119.

Command
Read Status
Read ID

Get Features

Set Features

LUN Get Features

LUN Set Features

20 Calibration Short

ZQ Calibration Long

Reset LUN

Synchronous Reset

Reset

Read Parameter Page

Volume Select
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(36281 The “SET Feature” command (that writes EFh (o a comrand register) is
a mechanism to modify settings of a target feature of a drive, and the “GET Feature”
command {(that writes EEh to a command regisier) is a mechanism used to
determine the current settings of a target feature of a drive. SET Feature and GET
Feature commands are issued along with a “Feature Address” to identify the target
feature to be modified or read. As discussed herein, the /O expander 113 is
configured to support SET Feature and GET Feature commands, including the SET
Feature and GET Feature commands issued with the Feature Addresses listed in
Table 2 below. Thus, the controlier 115 may receive and process requests {from the
host 120) that include an ONFI SET Feature or GET Feature command, a Feature
Address, and a LUN address of a memory component, and route the commands to
the appropriate meroory components through an VO expander associated with the

LUN address within the LUN address table 122.

Feature Description
Address

00h Reserved

01h Timing Mode

02h NV-DDR2/NV-DDR3 configuration
03-0Fh Reserved

10h 10 Drive Strength

11h-2Fh Reserved

30h External Vpp Configuration
31h-4Fh Reserved

50h EZ NAND Control

51h-57h Reserved

58h Volume Configuration

59-5Fh Reserved

60h BA NAND: Error Information

61h BA NAND: Configuration
62h-7Fh Reserved

10
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80h-FFh Vendor Specific
82h NV-DDR3 supported configuration only
90h IO Drive Strength
94h Shutdown
Yable 2

16629 Accordingly, 1n an example embodiment, a logical pathway to one or
more NAND dies can be isolated by assigning the LUN addresses of the one or
more NAND dies to the I/O expander 113 in the LUN address table 122. The
controller 115 can therefore identify the I/ expander 113 based on a LUN address
assigned to the VO expander 113 in the LUN address table 122 and cause the /O
expander 113 to isolate a logical pathway to the one or more NAND dies responsive
to commands received from the controlier 115, As an added benefit, coupling the
controller 115 with the memory components 112-1 to 112-N using an /O expander
reduces timing margins due to inherent timing jitter that occurs in NAND devices

with asynchronous 1nterface.

(6634 As an illustrative example, consider an embodiment in which a NAND
device comprises two memory components, wherein each of the memory
components have a corresponding LUN address (LUN_1, and LUN_2). The LUN
addresses may be associated with an YO expander positioned between a controller
and the NAND device, by assigning the LUN addresses to the VO expander within a

LUN address table.

(6631} A uascr of a host system can then cause the controller to gencrate a
request to distribute ONFI commands directly to just LUN_1, or just LUN_2, by
generating a request that includes an ONFI command and one or the above-
mentioned LUN addresses. The coniroller can then reference the LUN address table
to identify a corresponding I/0 expander based on the LUN address of the request
and cause the /O expander to 1solate one of the two components by decoupling
loading to the controller. For example, the request may include the LUN address of

LUN_1. The controller then identifies the I/O expander based on the LUN address,

11
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and canses the /O expander to decouple the loading on the controller for LUN_2,
thereby isolating a logical pathway between the controller and LUN_1, thus
enabling the controller to deliver the command of the request to LUN_1.

[6632] ¥I1G. 2 15 a flow diagram of an example method 200 to configure
atiributes of a drive, in accordance with some embodiments of the present
disclosure. The method 200 can be performed by processing logic that can include
hardware (e.g., processing device, circuilry, dedicated logic, programruable logic,
microcode, hardware of a device, integrated circuit, etc.), software (e.g., instructions
run or executed on a processing device), or a combination thereof. In some
embodiments, the method 200 is performed by the power loss protection subsystem
113 of FIG. 1. Although shown in a particular sequence or order, unless otherwise
specified, the order of the processes can be modified. Thus, the iHustrated
embodiments should be understood only as examples, and the illustrated processes
can be performed in a different order, and some processes can be performed in
parallel. Additionally, one or more processes can be omitted in various
embodiments.  Thus, not all processes are required in every embodiment. Other
process flows are possible.

[6633] At operation 203, a host system 120 gencrates a request that comprises a
command, and a LUN address. For example, as discassed above, the command may
include an ONFI SET Feature or GET Feature command which includes a feature
address of a target feature to be modified of a memory component identified by the
LUN address of the request.

16634] The controller 115 receives the request generated by the host system 120,
and at operation 210, identifies an I/( expander, such as the addressable /O
expander 113, In certain embodiments, the LUN address of the memory component
imay be associated with the /O expander within a LUN address table 122.
Responsive to receiving requests that include LUN address from the host system
120, the controlier 115 references the LUN address table 122 to wdentify an /O
expander associated with the LUN address.

5]

[6635] At operation 2185, the controller 115 causes the /O expander 113

12
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assigned to the LUN address in the LUN address table 122, to isolate a logical
pathway to the memory component identified by the LUN address. For example, as
discussed above, isolating a logical pathway to the memory component identified by
the LUN address may include causing the /0 expander 113 to decouple a portion of
a drive not identilied by the LUN address {rom the controller 115. Thus, at
operation 220, the command received at the controller 115 can be routed to the
memory component identified by the LUN address in the request, through the
logical pathway provided by the /O expander 113.

16036} By doing so, at operation 225, an attribute of the memory component
identified by the LUN address can be configured based on the command from the
controller 115, For example, the command may include a GET Feature command,
and a Feature Address to define a target {eature to be configored. Attributes of the
memory components that can be configured include, but are not limited to, drive
output strength, timing modes, termination settings, power modes, and test settings,
as seen in Table 2 above.

16637} ¥1G. 3 illustrates an example memory sub-systermn 300 that includes an
addressable I/O expander 113 at a position coupling the memory sub-system
controller 115 with a memory 305 that comprises memory components 112-1 to
112-N, in accordance with some embodiments of the present disclosure. As in FIG.
1. the memory sub-system 300 depicted in ¥FIG. 3 can include media, such as
merory components 112-1 to 112-N, wherein the memory compounents 112-1 to
112-N can be volatile memory components, non-volatile memory components, or a
combination of such. In some embodiments, the memory sub-system is a storage
system. Each of the memory components 112-1 to 112-N can inclade a
corresponding LUN address (e.g., LUN address 310 and LUN address 315) that

identifies the memory component among the phurality of memory components.

166381 As discussed above, a LUN address is a reference to a specific logical
unit within the memory 305. For example, the logical unit (e.g., memory component

112-1) can be a part of a storage drive, such as the memory 305, and can be a
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reference to the entive storage drive itself, or a single memory component within the
storage drive. As seen in FIG, 3, the memory components 112-1 to 112-N include
corresponding LUN addresses (e.g., LUN address 310, and LUN address 315). In
certain embodiments, the memory sub-system 300 may include a LUN address table
122, to associate one or more LUN address of memory components of the memory

305 to an I/O expander, such as the addressable 1/O expander 113.

[6039] As described in the method 200 of FIG. 2 above, the controller 115
receives a request that comprises a command and a LUN address from the host 120,
wherein the command may include anp ONFI SET Feature or GET Feature command
which includes a feature address of a target feature to be modified of a memory
component identified by the LUN address of the request. The controller 115
receives the request and identifies the I/0 expander 113 by referencing the LUN
address table 122 based on the LUN address from the request.

(60401 The controller 115 causes the I/O expander associated with the LUN
address in the LUN address table 122 (the addressable VO expander 113) to 1solate a
logical pathway to the memory component identified by the LUN address. The
controller 115 can then route the command from the request to the memory
component identified by the LUN address, through the logical pathway provided by
the I/O expander 113.

188411 FIG. 4 1llustrates an interaction diagram depicting the flow of commands
between a host system 120, a memory sub-system controller 115, an addressable VO
expander 113, and a plarality of memory components 305, in accordance with some
embodiments of the present disclosure. The memory components 305 depicted in
FIG. 4 can include media, such as memory components 112-1 to 112-N depicted in
FI1G. 1, wherein the memory components 112-1 to 112-N can be volatile memory
components, non-volatile memory components, or a combination of such. In some
embodiments, the memory sub-system is a storage system. Each of the memory
components 112-1 to 112-N can include a corresponding LUN address (e.g., LUN

address 310 and LUN address 315) that identifies the memory component among
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the plurality of memory components.

180231 The host system 120 generates a request that inchides a command (such
as an ONFI command), and a LUN address of a memory component from among
the memory components 305, at operation 405. For example, the command may
include a SET Feature, or GET Feature command, and a Feature Address of a target
featore to be contigured or read. In response to receiving the request from the host
systemn 120, at operation 410 the memory sub-system controller 115 references a
LUN address table, such as the LUN address table 122, and identifies the

addressable /O expander 113 based on the LUN address of the request.

(60241 At operation 415, the addressable /0O expander 4135 receives the LUN
address of the request from the memory sub-system countroller 115, and at operation
420, isolates a logical pathway to the memory component identified by the LUN
address by decoupling a portion of the memory components 305 from the memory
sub-system controller 115. By doing so, at operation 425, the ONFI SET Feature or
GET Feature command, and Feature Address provided in the request generated by
the host system 120 can be routed to the memory component identified by the LUN

address.

16042} ¥IG, 5 illustrates an example machine of a computer systern 500 within
which a set of instructions, for causing the machine to perform any one or more of
the methodologics discussed herein, can be executed. In some embodiments, the
computer system 500 can correspond to a host system (e.g., the host system 120 of
FI1G. 1) that includes, 1s coupled to, or utilizes a memory sub-system (e.g., the
mernory sub-systern 110 of FEG. 1) or can be used to perform the operations of a
controller {e.g., to execute an operating system to perform operations corresponding
to the addressable /O expander 113 of FIG. 1 and FIG. 3). In alternative
embodiments, the machine can be connected {e.g., networked) to other machines in
a local area network (LAN), an intranet, an extranet, and/or the Internet. The

machine can operate in the capacity of a server or a client machine in client-server
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network environment, as a peer machine in a peer-to-peer {or distributed) network
environment, or as a server or a chient machine in a cloud computing infrastructure

or environment.

166431 The machine can be a personal computer (PC), a tablet PC, a set-top box
(STB), a Personal Digital Assistant (PDA), a cellular telephone, a web appliance, a
server, a network router, a switch or bridge, or any machine capable of executing a
set of instructions (sequential or otherwise) that specify actions to be taken by that
machine. Further, while a single machine is illastrated, the term “machine” shall
also be taken to include any collection of machines that individually or jointly
execute a set {or multiple sets) of instructions to perform any one or more of the

methodologies discussed herein.

16844} The example computer system 500 includes a processing device 502, a
main memory 504 (e.g., read-only memory (ROM), {lash memory, dynamic random
access memory (DRAM) such as synchronous DRAM (SDRAM) or Rambus
DRAM (RDRAM), efc.), a static memory 506 (e.g., flash memory, static random
access memory (SRAM), ete.), and a data storage system 518, which communicate

with each other via a bus 530.

[6645] Processing device 502 represents one or more general-purpose
processing devices such as a microprocessor, a central processing unit, or the like.
More particularly, the processing device can be a complex instruction set computing
(CISCy microprocessor, reduced nstruction set computing {RISC) microprocessor,
very long instruction word (VLIW) microprocessor, or a processor implementing
other instruction sets, or processors implementing a combination of instruction sets.
Processing device 502 can also be one or more special-purpose processing devices
such as an ASIC, a FPGA, a digital signal processor (DSP), network processor, or
the like. The processing device 502 is configured to execute instructions 526 for
performing the operations and steps discussed herein. The computer system 500 can
{further include a network interface device 508 to communicate over the network

520.
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188446] The data storage system S18 can include a machine-readable storage
medium 324 (also known as a computer-readable medium) on which is stored one
or more sets of instructions 526 or software embodying any one or more of the
methodologies or functions described herein. The instructions 526 can also reside,
completely or at least partially, within the main memory 504 and/or within the
processing device 502 during execution thereof by the computer system 500, the
main memory 504 and the processing device 502 also constituting machine-readable
storage media. The machine-readable storage mediimm 524, data storage system 518,

and/or main memory 504 can correspond to the memory sub-system 110 of FI1G. 1.

(60471 In one embodiment, the instructions 526 include mstructions (o
implement functionality corresponding {o the addressable I/0 expander 113 of FiIG.
1. While the machine-readable storage medium 524 is shown in an example
embodiment to be a single medium, the term “machine-readable storage medium”
should be taken to include a single medivm or multiple media that store the one or
more sets of instructions. The term “machine-readable storage medium” shall also
be taken to include any medinm that is capable of storing or encoding a set of
nstructions for execution by the machine and that cause the machine to perform any
one or more of the methodologies of the present disclosure. The term “machine-
readable storage medium” shall accordingly be taken to include, but not be limited

to, solid-state memories, optical media, and magnetic media.

16648} Some portions of the preceding detailed descriptions have been
presented 1o terms of algorithms and symbolic representations of operations on data
bits within a computer memory. These algorithmic descriptions and representations
arc the ways used by those skilled in the data processing arts to most effectively
convey the substance of their work to others skilled in the art. An algorithm is here,
and generally, conceived to be a sclf-consistent sequence of operations leading to a
desired result. The operations are those requiring physical manipulations of physical
quantities. Usually, though not necessarily, these quantities take the form of

electrical or magnetic signals capable of being stored, combined, compared, and

17
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otherwise manipulated. It has proven convenient at times, principally for reasons of
common usage, to refer to these signals as bits, values, elements, symbols,

characters, terms, numbers, or the like.

(0049 It should be borne in mind, however, that all of these and similar terms

U

are to be associated with the appropriate physical quantitics and are merely
convenient labels applied to these quantities. The present disclosure can refer to the
action and processes of a computer system, or similar clectronic computing device,
that manipulates and transforms data represented as physical (electronic) quantitics
within the computer system's registers and memories into other data similarly

10 represented as physical quantities within the computer system memories or regisiers

or other such information storage systems.

16656] The present disclosure also relates to an apparatus for performing the
operations herein. This apparatus can be specially constructed for the intended

purposes, or it can include a general purpose computer selectively activated or

[
h

reconfigured by a computer program stored in the computer. Such a computer
program can be stored in a computer readable storage medium, such as, but not
limited to. any type of disk including floppy disks, optical disks, CD-ROMs, and
magnetic-optical disks, read-only memories (ROMs), random access memories
(RAMSs), EPROMs, EEPROMS, magnetic or optical cards, or any type of media

20 suitable for storing electronic instructions, each coupled to a computer sysiern bus.

16651} The algorithms and displays presented herein are not inherently related
to any particular computer or other apparatus. Various general purpose systems can
be used with programs in accordance with the teachings herein, or it can prove
convenient to construct a more specialized apparatus to perform the method. The
25 structure for a variety of these systems will appear as set forth in the description
below. In addition, the present disclosure is not described with reference to any
particular programming language. It will be appreciated that a variety of
programming languages can be used to implement the teachings of the disclosure as

described herein.

18
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16652] The present disclosure can be provided as a computer program product,
or software, that can include a machine-readable medium having stored thereon
instructions, which can be used to program a computer system (or other electronic
devices} to perform a process according to the present disclosure. A machine-
readable mediom includes any mechanism for storing information in a form
readable by a machine (e.g., a computer). In some embodiments, a machine-
readable {e.g., computer-readable) medivm includes a machine (e.g., a computer)
readable storage medium sach as a ROM, RAM, magnetic disk storage media,

optical storage media, flash memory components, and the like.

16653 In the foregoing specification, embodiments of the disclosare have been
described with reference to specific example embodiments thereof. It will be evident
that various modifications can be made thereto without departing from the broader
scope of embodiments of the disclosure as set forth in the following claims. The
specification and drawings are, accordingly, to be regarded in an illustrative sense

rather than a restrictive sense.
EXAMPLES

Example 1 is a system comprising: a memory coniroller; a plurality of memory
components comprising a plurality of non-volatile memory components and a
volatile cache; and an I/O expander connected between the memory coniroller and
the plurality of memory components, and configured to: receive a request that
comprises an ONFI command, and a LUN address that identifies a memory
component from among the plurality of memory components; identify the /O
expander based on the LUN address of the memory component; cause the /O
expander to isolate a logical pathway between the controller and the memory
component from among the plurality of memory components identified by the LUN
address; and route the ONFI command to the memory component from the memory
controller to the memory component through the logical pathway.

16654} In Example 2, the subject matter of Example 1, wherein the I/O expander

includes an active /O expander.
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188585 In Example 3, the subject matter of any one or more of Examples 1 and 2
wherein the operations to identify the VO expander based on the LUN address of the
memory component includes operation to: reference a LUN address table that

associates the I/O expander with the LUN address of the memory component.

[6056] In Example 4, the subject matter of any one or more of Examples 1

through 3, wherein the plurality of memory components include NAND dies.

16857] In Example 5, the subject matter of any one or more of Examples |

through 4, wherein the command includes a Feature Address.

[6058] In Example 6, the subject matier of any one or more of Exarples 1
through 5, wherein the command includes an ONFI command that includes one or

more of a GET Feature command and a SET Feature command.

16659 In Example 7, the subject matter of any one or more of Examples |
through 6, wherein the memory component is a first memory component, the
plurality of memory components further comprise a second memory component,
and the operations to cause the I/O expander to isolate a logical pathway between
the controller and the first memory component from among the plurality of memory
components include operations to: cause the /O expander to decouple the second

memory component from the memory controller.

(6068 Example 8 15 a method comprising: receiving a request that comprises an
(ONFI command, and a LUN address that identifies a memory component from
among the plurality of memory components; identifying the /O expander based on
the LUN address of the memory component; causing the I/O expander (o isolate a
logical pathway between the controller and the memory component from among the
plurality of memory components identified by the LUN address; and routing the
ONFI command to the memory component from the memory controller to the

memory component through the logical pathway.

16661} In Example 9, the subject matter of Example §, wherein the /O expander

includes an active I/O expander.
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188621 In Example 10, the subject matter of Example 8 and 9, wherein the
identifying the /O expander based on the LUN address of the memory component
includes: referencing a LUN address table that associates the /O expander with the

LUN address of the memory component.

[6063] In Example 11, the subject matter of Examples 8 through 10, wherein the

plurality of memory components inclunde NAND dies.

16864 ] In Example 12, the subject matter of any one or more of Examples §

through 11, wherein the command includes a Feature Address.

[6065] In Example 13, the subject matter of any one or more of Examples 8
through 12, wherein the command includes an ONFI command that includes one or

more of a GET Feature command and a SET Feature command.

16666] In Example 14, the subject matter of any one or more of Examples 8
through 13, wherein the memory component is a first memory component, the
plurality of memory components further comprise a second memory component,
and the causing the /O expander to isolate a logical pathway between the controller
and the first memory component from among the plurality of memory componcents
includes: causing the /O expander to decouple the second memory component from

the memory controller.

[6667] Example 15 is a non-transitory computer-readable storage medium
comprising instructions that, when executed by a processing device, cause the
processing device to perform operations comprising: receiving a reguest that
comprises an ONFI command, and a LUN address that identifies a memory
component from among the plurality of memory components; identifying the YO
expander based on the LUN address of the memory component; causing the VO
expander to isolate a logical pathway between the controller and the memory
component from among the plurality of memory components identified by the LUN
address; and routing the ONFI command to the memory component {rom the

memory controller to the memory component through the logical pathway.
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180681 In Example 16, the subject matter of Example 15, wherein the I/O

expander includes an active /O expander.

[6069] In Example 17, the subject matter of any one or more of Examples 15
and 16, wherein the identifving the /O expander based on the LN address of the
memory component includes: referencing a LUN address table that associates the
10 expander with the LUN address of the memory component.

16676] In Example 18, the subject matter of any one or more of Examples 15
through 17, wherein the plurality of memory components include NAND dies.
(6671} In Example 19, the subject matier of any one or more of Examples 15

through 18, wherein the command includes a Feature Address.

[6672] In Example 20, the subject matter of any one or more of Examples 15

through 19, wherein the command includes an ONFI command that includes one or

o~

more of a GET Feature command and a SET Feature command.
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CLAIMS

What is claimed is:

I. A system comprising:
5 a memory controller;
a plurality of memory components comprising a plurality of non-volatile
memory components and a volatile cache; and
an input/output (1/0) expander connected between the memory controlier
and the plurality of memory components, the system configured to perform
10 operations comprising:
receiving a request that comprises an Open NAND Flash Interface (ONFI)
command, and a logical uni number (LUN) address that 1dentifies a memory
component from among the phirality of memory components;
identifying the /O expander based on the LUN address of the memory
15 component;
causing the I/O expander to isolate a logical pathway between the memory
countroller and the memory component from among the plurality of memory
components identified by the LUN address; and
routing the ONFI command to the memory component from the memory

20 controller to the memory component through the logical pathway.

2. The system of claim 1, wherein the I/O expander includes an active VO
expander.
25 3. The system of claim 1, wherein the identifying the /O expander based on

the LUN address of the memory component includes:
referencing a LUN address table that associates the I/O expander with the

LUN address of the memory component.
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4. The system of claim 1, wherein the plarality of memory components include
NAND dies.

5. The system of claim 1, wherein the command includes a Feature Address.

6. The system of claim 1, wherein the command includes an ONFI command

that includes a SET Feature command and a feature address, and the system is
configured to perform operations further comprising:

configuring a parameter of the memory component based on the SET
Feature command the feature address of the ONFI command, in response lo the
routing the ONFI command to the memory component {from the memory controller

to the memory component through the logical pathway.

7. The system of claim 1, wherein the memory component is a first memory
component, the plurality of memory components further comprise a second memory
component, and the causing the I/O expander to isolate a logical pathway between
the controller and the first memory component from among the plarality of memory
components includes:

causing the /O expander to decouple the second memory component from

the memory controller.

8. A method comprising:

receiving a request that comprises an ONFI coromand, and a LUN address
that identifies a memory component from among a plurality of memory
components;

identifying an I/0 expander based on the LUN address of the memory
component;

causing the /O expander to isolate a logical pathway between a memory
controller and the memory component from among the plurality of memory

components identified by the LUN address; and
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routing the ONFI command to the memory component from the memory

controller to the memory component through the logical pathway.

9. 'The method of claim 8, wherein the /O expander includes an active /O
expander.
10. The method of claim 8, wherein the identifying the /O expander based on

the LN address of the memory component includes:
referencing a EUN address table that associates the /O expander with the

LUN address of the memory component.

11 The method of claim 8, wherein the plurality of memory coraponents include
NAND dies.

12. The method of claim &, wherein the command includes a Feature Address.
13. The method of claim 8, wherein the command includes an ONFI command

that includes a SET Feature command and a feature address, and the method turther
COmprises:

configuring a parameter of the memory component based on the SET
Feature command the feature address of the ONFI command, in response to the
routing the ONFI command to the memory component from the memory controller

to the memory component through the logical pathway.

14, The method of claim &, wherein the memory component is a first memory
component, the plurality of memory components farther comprise a second memory
component, and the causing the IO expander to isolate a logical pathway between
the controller and the first memory component from amoung the plurality of memory

components includes:
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causing the /O expander to decouple the second memory component from

the memory controller.

15. A computer-readable storage medium comprising instructions that, when
execuied by a processing device, cause the processing device to perform operations
that include:

receiving a request that comprises an ONFI convnand, and a LUN address
that identifies a memory component from among a plurality of memory
components;

identifying an I/O expander based on the LUN address of the memory
component;

causing the I/O expander to isolate a logical pathway between a memory
controller and the memory component from among the plurality of memory
components identified by the LUN address; and

routing the ONFI command to the memory component from the memory

controller to the memory component through the logical pathway.

16. The computer-readable storage medium of claim 15, wherein the /O

expander includes an active /O expander.

17. The computer-readable storage medium of claim 15, wherein the identifying
the 1/0 expander based on the LUN address of the memory component includes:
referencing a LUN address table that associates the /O expander with the

LUN address of the memory component.

18. The computer-readable storage medium of claim 15, wherein the plurality of

memory components include NAND dies.

19. The computer-readable storage medium of claim 15, wherein the command

inchides a Feature Address.
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20. The computer-readable storage medium of claim 15, wherein the command
includes an ONFI command that includes a SET Feature command and a {eature
address, and the processing device is configured to perform operations further
comprising:

configuring a parameter of the memory component based on the SET
Feature command the feature address of the ONFI command, in response to the
routing the ONFI command to the memory component from the memory controller

to the memory component through the logical pathway.
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