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A method for in memory computation of a neural network , 
the neural network having weights arranged in a matrix , 
includes previously storing the matrix in an associated 
memory device , receiving an input arranged in a vector and 
storing it in the memory device , and in - memory , computing 
an output of the network using the input and the weights . 
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MEMORY MATRIX MULTIPLICATION AND 
ITS USAGE IN NEURAL NETWORKS 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a divisional application of U.S. 
patent application Ser . No. 15 / 466,889 , filed Mar. 23 , 2017 , 
which claims priority from U.S. provisional patent applica 
tion 62 / 312,162 dated Mar. 23 , 2016 , both of which are 
incorporated herein by reference . 

FIELD OF THE INVENTION 

vector ( 1x m ) and the multiplier is a matrix ( mxn ) , the 
complexity of the computation may be O ( mn ) . 
[ 0010 ] FIG . 1 , to which reference is now made , illustrates 
an example of a multiplicand vector i ( 1X3 ) , a multiplier 
matrix H ( 3x3 ) and a result vector z ( 1x3 ) . Multiplicand 
vector i has three columns CO , C1 and C2 , storing values io , 
i , and i2 , respectively . Multiplier matrix H has three columns 
CO , C1 and C2 and three rows RO , R1 and R2 . The values 
stored in matrix H are each labeled with a two digit 
subscript , j and k , where j stands for the row and k stands for 
the column . For example , value H21 , is stored in row R2 and 
column C1 . Vector z stores the results of the multiplication 
Zo , Z , and zz . In the figure , each bit of vector i , has a different 
pattern , each row of matrix H has a different shade of gray 
and bits of vector z , has no shade and no pattern . 
[ 0011 ] The multiplication result , vector z , is computed 
according to equation 1. As a vector has only one row , the 
subscript notation may omit the row number ( instead of 
using i .. the notation will be i . ) , and the expansion of 
equation 1 for this specific example may be presented as the 
following three equations : equation 1-0 , equation 1-1 and 
equation 1-2 

Zo = 1xHo + i , xHo + i xH 20 Equation 1-0 

[ 0002 ] The present invention relates to memory devices 
generally and to matrix multiplication in associative 
memory devices in particular . 

BACKGROUND OF THE INVENTION 

zo = ixH01 + i1xH11 + i7xH21 Equation 1-1 

[ 0003 ] Matrix multiplication is a common task performed 
in computational procedures and algorithms in numerous 
fields , such as graph theory , graphics , artificial intelligence , 
data mining , big data computing , prediction analysis , deep 
learning , neural networks and the like . The matrix multipli 
cation procedure is a complex procedure and consumes a lot 
of computational resources . 
[ 0004 ] An artificial neural network is a computation para 
digm inspired by the way a brain processes information , 
aimed at solving problems in the same way that the human 
brain would . The brain is composed of a large number of 
cells highly interconnected to each other . Information in the 
brain is relayed between cells using signals ( chemical or 
electrical ) that pass through specialized structures between 
cells , that enable the signal to be relayed between the cells , 
called synapses . 
[ 0005 ] The artificial neural network is mathematically 
modeled and used to provide output according to specific 
input , imitating the flow in the brain . The mathematical 
model of an artificial neural network includes multiple nodes 
( representing the cells of the brain ) connected by multiple 
weighted links ( representing the synapses connecting the 
cells of the brain ) . The nodes and links are mathematically 
represented by matrices and vectors and activating an arti 
ficial neural network requires significant matrix operations . 
[ 0006 ] IfA is an nxm multiplicand matrix and B is an mxp 
multiplier matrix , their product matrix AB is an nxp output 
matrix , in which the m entries of a row of A are multiplied 
with the m entries of a column of B and summed to produce 
an entry of AB as described in equation 1 : 

( AB ) i ; = & k = 1 " ( 411B kj ) Equation 1 

[ 0007 ] It may be worth noting that , in order to perform 
matrix multiplication , the number of columns m in the 
multiplicand matrix must be equal to the number of rows m 
of the multiplier matrix . 
[ 0008 ] A vector is a special type of matrix having only one 
row , i.e. the vector can be perceived as nxm matrix where 
n = 1 . The multiplication of a vector and a matrix , naturally , 
uses the same formula described in equation 1 hereinabove . 
When the multiplicand is a 1xp vector and the multiplier is 
a pxm matrix , the result of a multiplication is a 1xm vector . 
[ 0009 ] The naïve complexity of a general matrix multi 
plication is O?mpn ) . When both the multiplicand and mul 
tiplier matrices are square matrices ( nxn ) the computation 
complexity may be O ( n ) and when the multiplicand is a 

z2 = ioxHo2 + i1xH 12 + 12xH22 Equation 1-2 

[ 0012 ] A visual representation of the multiplications 
needed during a vector matrix multiplication is illustrated 
in FIG . 2 , to which reference is now made . Each operand 
( bit ) from the multiplicand vector i needs to be multiplied by 
an entire row of matrix H , ( i.e. by each operand ( bit ) from 
the row ) . Note that the sum operation between all the 
multiplication results is not illustrated in FIG . 2. The mul 
tiplication between operands is visualized by a connecting 
line and it may be appreciated that the number of connec 
tions between operands is mxn , and in the example , the 
number of connections is 3x3 = 9 . 
[ 0013 ] Matrix multiplication may be regarded as repeating 
the vector multiplication several times , once for each row of 
the multiplicand matrix . 

SUMMARY OF THE PRESENT INVENTION 

[ 0014 ] There is also provided , in accordance with a pre 
ferred embodiment of the present invention , a method for in 
memory computation of a neural network , the neural net 
work having weights arranged in a matrix . The method 
includes previously storing the matrix in an associated 
memory device , receiving an input arranged in a vector and 
storing it in the memory device , and in - memory , computing 
an output of the network using the input and the weights . 
[ 0015 ] Moreover , in accordance with a preferred embodi 
ment of the present invention , the storing of the input 
includes storing a copy of the input in a same column of a 
column of the previously stored weights . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0016 ] The subject matter regarded as the invention is 
particularly pointed out and distinctly claimed in the con 
cluding portion of the specification . The invention , however , 
both as to organization and method of operation , together 
with objects , features , and advantages thereof , may best be 
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understood by reference to the following detailed descrip 
tion when read with the accompanying drawings in which : 
[ 0017 ] FIG . 1 is a schematic illustration of a multiplicand 
vector , a multiplier matrix and a result vector ; 
[ 0018 ] FIG . 2 is a schematic visual representation of the 
multiplication operation during a vector— matrix multipli 
cation ; 
[ 0019 ] FIG . 3 is a schematic illustration of an associative 
memory device , constructed and operative in accordance 
with a preferred embodiment of the present invention ; 
[ 0020 ] FIG . 4 is a schematic illustration of a memory 
arrangement of operands of a vector - matrix multiplication , 
in accordance with a preferred embodiment of the present 
invention , useful in understanding the operation of the 
device of FIG . 3 ; 
[ 0021 ] FIG . 5 is a schematic illustration of the placement 
in memory of the different participants in the vector matrix 
multiplication process , useful in understanding the operation 
of the device of FIG . 3 ; 
[ 0022 ] FIGS . 6A , 6B , 6C and 6D are detailed schematic 
illustrations of the value of cells in a section of the asso 
ciative memory array , one figure for each of type of storage 
in a row , useful in understanding the source of the data 
described in FIG . 5 ; 
[ 0023 ] FIG . 7 is a schematic illustration of an alternative 
embodiment for row assignments in a single segment of the 
associative memory array ; 
[ 0024 ] FIG . 8 is a schematic illustration of row assignment 
in a multi segment associative memory array , constructed 
and operative in accordance with a preferred embodiment of 
the present invention ; 
[ 0025 ] FIG . 9 is a schematic illustration of an artificial 
neural network computation in an associative memory array , 
constructed and operative in accordance with a preferred 
embodiment of the present invention ; 
[ 0026 ] FIG . 10 is a schematic illustration of a constant 
complexity procedure for storing a vector in an associative 
memory array constructed and operative in accordance with 
a preferred embodiment of the present invention ; and 
[ 0027 ] FIG . 11 is a schematic illustration of neural net 
work scaling capabilities using an associative memory array , 
constructed and operative in accordance with a preferred 
embodiment of the present invention . 
[ 0028 ] It will be appreciated that for simplicity and clarity 
of illustration , elements shown in the figures have not 
necessarily been drawn to scale . For example , the dimen 
sions of some of the elements may be exaggerated relative 
to other elements for clarity . Further , where considered 
appropriate , reference numerals may be repeated among the 
figures to indicate corresponding or analogous elements . 

No. 8,238,173 , filed on Jul . 16 , 2009 , and U.S. Pat . No. 
9,558,812 , filed on May 5 , 2016 , both assigned to the 
common assignee of the present invention , and incorporated 
herein by reference . 
[ 0031 ] As discussed in the above mentioned patents , mul 
tiple rows may be accessed in each computation cycle , 
resulting in the ability to perform multiple cell operations , 
such as a multi - cell write operation and a multi - cell com 
putation . 
[ 0032 ] FIG . 3 , to which reference is now made , illustrates 
an associative memory device 300 constructed and operative 
in accordance with a preferred embodiment of the present 
invention . Associative memory device 300 may comprise a 
memory array 310 , a multiple row decoder 320 , sensing 
circuitry 330 , a selective write unit 340 and a controller 350 . 
[ 0033 ] Memory array 310 may be any suitable memory 
array , volatile or non - volatile , destructive or non - destructive 
such as RAM , DRAM , SRAM , Re - RAM , ZRAM , MRAM , 
Memristor and the like , and may comprise pure memory 
cells , designed to store data only with no additional circuitry . 
In accordance with a preferred embodiment of the present 
invention , memory array 310 may be a single memory array 
or may be divided into two or more sections , each of which 
comprises multiple cells arranged in rows and columns in 
which the data may be stored . For the examples of FIG . 3 , 
memory array 310 is assumed to be divided into two 
sections : section 315 and , section 316. Data from different 
sources is stored in rows of section 315 in a unique manner . 
Rows , labeled as R - vector - bit , may store data from a vector , 
rows , labeled as R - matrix - row , may store data from a matrix , 
rows labeled as R - SUM may store a sum , calculated in 
memory , and rows labeled as Temporary may store inter 
mediate values calculated in memory that may be needed for 
other calculations . As an example , section 315 includes 3 
rows of type R - vector - bit ( R - vector - bit - O , R - vector - bit - 1 and 
R - vector - bit - 2 ) , 3 rows of type R - matrix - row ( R - matrix 
row - 0 , R - matrix - row - 1 and R - matrix - row - 2 ) 1 row of type 
R - SUM and a plurality of rows of type Temporary . It may be 
appreciated that the number of rows and columns in the 
illustration is merely an example for the illustration and the 
number of rows and columns in section 315 may be com 
pletely different . The allocation of rows in section 316 is not 
specified . 
[ 0034 ] Multiple row decoder 320 may be any suitable row 
decoder capable of concurrently activating a plurality of 
rows . Row decoder 320 may activate two or more rows of 
memory array 310 at a time . All columns of memory array 
310 may be activated at the same time , providing concurrent 
computation on all columns of memory array 310 when a 
read operation is performed , and providing a concurrent 
write operation when a write operation is performed . 
[ 0035 ] Sensing circuitry 330 may be formed of any suit 
able sensing circuitry and may be capable of sensing the 
value on any bit - line connecting cells of a column and may 
provide the result of a Boolean function performed between 
selected cells of each column . 
[ 0036 ] Selective write unit 340 may select which sensed 
columns to write back to memory array 310 and is capable 
of writing the value from a plurality of sensing circuitry 
components concurrently . 
[ 0037 ] Controller 350 may indicate to multiple row 
decoder 320 which rows to activate for the current operation , 
read or write , and may also indicate to selective write unit 
340 from which columns to write the output of sensing 

DETAILED DESCRIPTION OF THE PRESENT 
INVENTION 

[ 0029 ] In the following detailed description , numerous 
specific details are set forth in order to provide a thorough 
understanding of the invention . However , it will be under 
stood by those skilled in the art that the present invention 
may be practiced without these specific details . In other 
instances , well - known methods , procedures , and compo 
nents have not been described in detail so as not to obscure 
the present invention . 
( 0030 ) Applicant has realized that matrix multiplication 
may be performed more efficiently in memory using asso 
ciative memory devices , such as those described in U.S. Pat . 
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vector i and from matrix H are stored on a same column , and 
the computation result may be associated to a relevant 
location in the result vector . 
[ 0045 ] FIG . 5 , to which reference is now made , illustrates 
the placement of the different participants in the vector 
matrix multiplication process . Cells in one section , such as 
section 315 of memory array 310 ( of FIG . 3 ) , are illustrated . 
[ 0046 ] Section 315 may comprise n columns CO , C1 ... 
Cn , and a plurality of rows , each row storing values from 
different sources . The source of a value stored in a row may 
be vector i , matrix H , a multiplication operation sum opera 
tion and any temporary computation needed to achieve a 
sum or a product computation . 
[ 0047 ] Section 315 may have the following row types : 
R - vector - bit rows , repeatedly storing the value of a specific 
bitj of vector i in all the cells of the row ; R - matrix - row rows , 
storing an entire row j of matrix H ; R - product rows ; each 
storing the product of the vector bits and matrix bits of 
associated rows ; and an R - sum row that may store the sum 
of all associated products . It may be appreciated that the 
products and sum may be calculated according to equation 
1 . 
[ 0048 ] FIGS . 6A , 6B , 6C and 6D , to which reference is 
now made , illustrate in more detail the value of cells in 
section 315 according to an embodiment of the present 
invention . FIG . 6A illustrates the process of storing values in 
R - vector - bit rows . Row R - vector - bit - 0 may store the value 
of bit i0 of vector i in all the columns ( CO , C1 and C2 ) ; row 
R - vector - bit - 1 may store the value of bit il of vector i in all 
the columns and similarly , row R - vector - bit - 2 may repeat 
edly store the value of bit i2 of vector i in all the cells of the 
row . 

circuitry 330 back into memory array 310. The rows to 
which the data may be written in a selective write operation 
may be in the same section as the previously selected rows 
or in a different section . 
[ 0038 ] It may be appreciated that the computations occur 
within the memory array , as a result of the multi read 
operation . Thus , associative memory device 300 may imple 
ment concurrently any Boolean operation , on all the col 
umns of memory array 310 , resulting in a massive , in place , 
parallel computation . 
[ 0039 ] Applicant has realized that storing the vector and 
the matrix data in specific locations in memory array 310 
may have a profound implication on the complexity of the 
vector - matrix computation . As described hereinbelow , the 
computation complexity of a vector - matrix multiplication , 
in the present invention , may be linear and even constant . 
[ 0040 ] In accordance with a preferred embodiment of the 
present invention , the operands of a specific vector - matrix 
computation may be stored in cells connected to the same 
bit - line , i.e. in one column , as described hereinbelow , such 
that concurrently activating several rows may provide a 
result of a vector - matrix multiplication , which result may 
further be written back to memory array 310 . 
[ 0041 ] Reference is now made to FIG . 4 , which illustrates 
a memory arrangement of operands from multiplicand vec 
tor i , and operands from multiplier matrix H in memory 
array 310. In accordance with a preferred embodiment of the 
present invention , vector i is stored as a column ( rather than 
as a row ) in each and every column of memory array 310 , 
which is used to store matrix H , such that bit i , of vector i 
is repeatedly stored in columns CO , C1 and C2 of a row of 
memory array 310 , bit i , is repeatedly stored in a second row 
and bit iz is repeatedly stored in a third row . It may be 
appreciated that the operands from vector i and the operands 
from matrix H used in each computation are all stored in the 
same column , connected to a same bit - lines : BLO in columns 
CO , BL1 in column C1 and BL2 in C2 . Additional rows , used 
for intermediate storage and final results , may also be used , 
as further described hereinbelow . It may be appreciated that 
a single operand from vector i is stored in several locations 
to optimize the computation at the expense of some extra 
storage . 
[ 0042 ] Since each data item from the vector is replicated 
over an entire row of the array , the number of needed 
connections between all operands of a computation may be 
reduced , as can be seen in FIG . 4. It may be appreciated that 
the number of connections is dramatically reduced from 
those in FIG . 2 by an order of magnitude , from m2 to m 
( where m is 3 in the example ) . 
[ 0043 ] It may be appreciated that , as can be seen in FIG . 
4 , the bits iz from vector i may be placed right above the bits 
H ,, from matrix H , providing a close vicinity between 
operands . 
( 0044 ] It may be appreciated that the number of rows and 
columns in memory array 310 may be larger than the 
number of rows and columns of matrix H. For simplicity , the 
description uses the same row [ s ] and column [ s ] identifiers to 
identify a row / column from matrix H and a row / column in 
memory array 310. However , any other placement of rows 
and columns from matrix H in memory array 310 is possible 
as long as the order of rows and columns in the array remains 
identical to the order in the matrix , the relevant items from 

[ 0049 ] FIG . 6B illustrates the process of storing values in 
R - matrix rows . Row R - matrix - row - 0 of section 315 may 
store the value of row RO of matrix H ; row R - matrix - row - 1 
in section 315 may store the value of row R1 of matrix H and 
similarly row R - matrix - row - 2 in section 315 may store the 
value of row R2 of matrix H. 
[ 0050 ] FIG . 6C illustrates the content that may be stored 
in rows R - product . Each R - product - j row of section 315 may 
store a result of a multiplication operation between cells in 
R - vector - bit - j ( bit j from vector i ) and cells in R - matrix 
row - j ( row j from matrix H ) of the same column , for all 
columns at once . Row R - product - 0 may store the multipli 
cation result of cells in R - vector - bit - O and cells in R - matrix 
row - 0 : iOxH00 , iOxH01 , iOxH02 ; Row R - product - 1 may 
store the multiplication result of cells in R - vector - bit - 1 and 
cells in R - matrix - row - 1 : ilxH10 , ilxH11 , ilxH12 ; and Row 
R - product - 2 may store the multiplication result of cells in 
R - vector - bit - 2 and cells in R - matrix - row - 2 : i2xH20 , 
i2xH21 , i2xH22 . As both cells are connected to the same 
bit - line , the bit - line may have a result of a Boolean operation 
performed on those two cells . Since , as discussed hereinbe 
low , the result is not yet the multiplication result , Selective 
Write Unit 340 ( of FIG . 3 ) may write the Boolean result to 
a temporary location to be used during the calculation of the 
product . 
[ 0051 ] Repeating this procedure of activating two rows 
and writing a Boolean result to a third row of the same 
column may , by selecting the correct rows each time , as 
discussed in U.S. Pat . No. 8,238,173 to Akerib et al . , result 
in a product between a vector multiplicand bit and a matrix 
multiplier bit , for all columns . A similar operation may 
provide a sum of all the multiplication results , which may be 
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stored in row R - sum ( FIG . 6D ) , i.e. it may store the sum of 
R - product - O + R - product - 1 + R - product - 2 of a column . 
[ 0052 ] It may be appreciated that the computation , per 
formed on all columns of the array concurrently , may 
include two steps : multiplication in parallel and sum in 
parallel of all multiplication results . 
[ 0053 ] The multiplication operation may be performed for 
each pair of rows R - vector - bit - jxR - matrix - row - j by the 
following steps : controller 350 ( of FIG . 3 ) may instruct 
multiple row decoder 320 to concurrently activate a pair of 
rows . Row decoder 320 may activate the pair of rows as 
instructed . The bit - lines of each column may hold the results 
of a Boolean operation between values stored in activated 
cells in a column : izxH ; k . 
[ 0054 ] It will be appreciated that , when all columns are 
concurrently activated , the multiplication of one of the 
vector bits by all of the relevant matrix elements ( i.e. i ; * H ; k ) 
may be calculated simultaneously . Thus , the number of steps 
needed to perform the multiplications of the entire matrix H 
is just the number of rows in the multiplying matrix , 3 in the 
example . Similarly , when all columns are concurrently acti 
vated , the sum of all columns may be calculated simultane 
ously , i.e. the entire output vector z may be calculated 
concurrently in a single step . Thus , the complexity of a 
vector - matrix multiplication using this memory configura 
tion , may be linear , i.e. O ( n ) . 
[ 0055 ] It may be appreciated that R - vector - bit rows 
( sourced from vector i ) and R - matrix - row rows ( sourced 
from matrix H ) may be located remotely in memory and do 
not have to be located as consecutive rows . They must , 
however , provide a connectivity via a single bit - line between 
operands of a computation . FIG . 7 , to which reference is 
now made , illustrates an alternative embodiment for row 
assignments in memory array 310 in a single section . In FIG . 
7 , the elements of each type are stored in consecutive rows : 
all the vector related rows are stored in consequent rows in 
section 315 , all matrix related rows are stored in consequent 
rows in section 315 and all computation rows are stored in 
consequent rows in section 315. As long as the operand of 
each computation is stored on cells of a same column , 
connected by the same bit - line , the multiplication and sum 
mation may be performed in place , concurrently on all 
columns . 

[ 0056 ] FIG . 8 , to which reference is now made , illustrates 
an alternative preferred embodiment of the present inven 
tion . In this embodiment , memory array 800 may comprise 
several sections 810 , 820 and 830 where each pair of 
associated rows , the row storing the multiplicand bit from 
vector i and the row storing the multiplier row from matrix 
H , may be stored in one of the available sections . Memory 
array 800 may comprise local bit lines BLi within sections 
and global bit lines GBLk which connect local bit lines of 
different sections . Using this configuration , storing each pair 
of rows in a dedicated section , it may be possible to activate 
all rows concurrently , providing the multiplication results of 
the entire vector - matrix multiplication in a single step , a 
result in each section , instead of activating a pair of rows at 
a time . In the summing step , cells connected with a global 
bit - line may be activated to provide the sum of all products . 
Using a dedicated section to each pair of rows may provide 
all the multiplication results in a single step and an addi 
tional step for the sum calculation , providing a complexity 
of O ( 1 ) the entire vector - matrix multiplication process . 

[ 0057 ] As described hereinabove , storing all rows in a 
single section may provide a complexity of O ( n ) , and any 
combination of the number of sections and the row arrange 
ment inside the sections may provide a complexity between 
O ( 1 ) and O ( n ) . In each case , the number of available 
sections and the size of the matrix may be taken into 
consideration when arranging the vector and matrix infor 
mation in the memory array . 
[ 0058 ] Improving the complexity of a vector - matrix mul 
tiplication may significantly improve the computation com 
plexity of artificial neural networks . In artificial neural 
networks , multiple nodes , representing the cells of the brain , 
are connected by weighted links , representing the connec 
tivity strength in the synapses between the cells . FIG . 9 , to 
which reference is now made , illustrates an exemplary 
artificial neural network . The nodes of an artificial neural 
network are arranged in layers : an input layer includes the 
input values of the problem in question ( circles in the 
drawing ) , a group of hidden layers ( rectangles in the draw 
ing ) connected by weighted links ( arrows in the drawing ) , 
and an output layer ( ellipses in the drawing ) that may 
provide an answer to the question in mind . 
[ 0059 ] FIG . 9 illustrates the usage of vectors and matrices 
in such an artificial neural network . The neural network 
comprises input nodes Nio - Ni2 , hidden layers nodes NHOO 
NH 12 and an output layer NOO - NO2 . This neural network . 
may be calculated using the vector - matrix calculation of the 
example of FIGS . 6A - 6D , using a mapping . The weights i0 , 
il , i2 between the nodes of the input layer Ni0 , Nil Ni2 and 
the first layer of the hidden layer NHOO , NHO1 NH02 may 
be mapped to vector i . The weights HOO , H01 , HO2 , H10 , 
H11 , H12 , H20 , H21 , H22 between the first layer of the 
hidden layers NHOO , NH01 , NHO2 and the second layer of 
the hidden layer NH10 , NH11 NH22 , may be mapped to 
matrix H. The weights zo , zl z2 between the hidden layers 
and the output layer : NOO , NO1 NO2 , may be mapped to 
vector z . 

[ 0060 ] In accordance with a preferred embodiment of the 
present invention , the data of the neural network may be 
arranged in the associative memory array in a manner 
similar to the vector matrix multiplication described here 
inabove , such that the operands of a processing step are 
located on the same column ( i.e. on the same bit - line ) . In this 
manner the multiplier and the multiplicand may be simul 
taneously activated to provide the result of the multiplication 
on a result row , and simultaneously activating a plurality of 
result rows may provide the sum , with the advantage of 
performing the entire computation in memory without hav 
ing to perform any input - output ( IO ) operation of the data 
used for computation . The only needed IO is receiving an 
input vector i and providing and output vector z . 
[ 0061 ] The matrix ( the hidden layers of the neural net 
work ) may be stored once in memory array 310 ( of FIG . 3 ) 
and may be used multiple times , for different input vectors , 
providing an output vector for each . Since the matrix is 
stored once , when the network is trained and ready to 
operate , the complexity of the matrix insertion to memory 
array 310 has no impact on the computation complexity of 
the on - going activity of the neural network . 
[ 0062 ] A typical on - going usage of a neural network may 
be receiving and storing an input vector , performing the 
computation and receiving [ a ] an output . It may be appre 
ciated that storing the input vector into memory array is a 
repeated task whose complexity may have an impact on the 
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overall complexity of the neural network since a new input 
vector is provided for each computation . It may be appre 
ciated that the entire vector may be written to memory array 
310 , in the arrangement described hereinabove , at once . All 
cells storing a bit from the input vector ( in each relevant 
column and each relevant row ) may be set to the appropriate 
value in a single step , using the multi - cell write operation 
defined in U.S. Pat . No. 9,558,812 to Akerib et al . 
[ 0063 ] FIG . 10 , to which reference is now made , illus 
trates how vector i may be stored in memory array 310 in a 
constant complexity regardless of the size of the vector . 
[ 0064 ] First , the cells of each row R - vector - bit - j must be 
cleared to ensure that previous content is erased . Using the 
multi - cell write operation , the value “ 0 ” may be concur 
rently written to all cells of all rows R - vector - bit - j . Control 
ler 350 may instruct multiple row decoder 320 to set the 
value “ 0 ” on write enable ( WE ) lines WEvio , WEvil , 
WEvi2 . . . WEvin ( the WE of all R - vector - bit rows ) . 
Controller 350 may activate all columns in selective write 
unit 340 which may set the value “ 0 ” to all selected cells . 
[ 0065 ] After clearing all cells in R - vector - bit rows , con 
troller 350 may set the values of the bits of vector i to the WE 
lines . Using the multi - cell write operation , controller 350 
may set the value of i0 to WEvio , il to WEvil i2 to WEvi2 , 
etc. until the last bit from vector i is set to WEvin . Controller 
350 may instruct selective write unit 340 to activate all 
columns which may result by setting the value of i0 to all 
cells of row R - vector - bit - 0 , the value il to all cells of row 
R - vector - bit - 1 and so on to all R - vector bit rows until 
R - vector - bit - n . 
[ 0066 ] It may be appreciated that the entire distribution of 
all bits from vector i to all bits of all rows R - vector - bit may 
typically take 2 clock cycles : one to clear any previous 
content from cells storing vector related operands in 
memory array 310 and the other to distribute all bit values 
1 from vector i to the relevant operand cells . 
[ 0067 ] The concurrent bit distribution has a complexity of 
O ( 1 ) since it does not depend on the number of columns of 

preferred embodiment of the present invention . Item 1200A 
is an exemplary memory configuration of a neural network 
with a 1x3 input vector , a 3x3 matrix and a 1x3 output 
vector , capable of computing the neural network of FIG . 9 . 
[ 0072 ] Item 1200B is an exemplary network configuration 
where an additional value 1201 is added to the input vector 
increasing the size of the input vector to 1x4 . This change 
may be reflected in the network by adding an additional row 
to the matrix ( as the number of rows of a multiplier matrix 
must be equal to the number of columns of the multiplicand 
vector ) . The new row of the matrix may be reflected in the 
memory array by a new row 1202 storing the new matrix 
line and an additional new row 1203 storing the value of the 
added bit repeatedly in all row cells . 
[ 0073 ] Item 1200C is an exemplary network configuration 
where an additional value 1204 is added to the output vector 
increasing the size of the output vector to 1x4 . Adding a new 
output value may be reflected in the network by adding an 
additional column to the matrix , as the number of column of 
the matrix must be equal to the number of columns of the 
product vector ) . The new column in the matrix is reflected 
in memory by a new column 1205 in the memory array . 
[ 0074 ] It may be appreciated that a single neural network 
may also be implemented by a distributed system comprised 
of several associative memory devices 300 of FIG . 3. Each 
memory device 300 may compute the entire computation 
related to a single output node of a neural network . In such 
a distributed configuration , scalability is also easily 
achieved . Increasing the output vector i.e. adding output 
nodes to the neural network ) may be implemented by adding 
an associative memory devices 300 , while increasing the 
input vector ( i.e. adding more input nodes ) may be achieved 
by adding rows ( each input row may store an additional the 
input value ) to each memory device 300 of the distributed 
system . 
[ 0075 ] As already mentioned hereinabove , matrix - matrix 
multiplication may be regarded as multiple vector - matrix 
multiplications ( the number of rows of the multiplicand 
vector is the number of needed vector - matrix multiplica 
tions ) . The multiplier matrix may be stored as described 
hereinabove while each vector ( i.e. row of the multiplicand 
matrix ) may be stored in memory as described hereinabove . 
The multiplication process is performed one row of the 
multiplicand at a time by selecting , for each multiplicand 
row , the associated pair of rows . 
[ 0076 ] Unless specifically stated otherwise , as apparent 
from the preceding discussions , it is appreciated that , 
throughout the specification , discussions utilizing terms 
such as “ processing , " " computing , " " calculating , " " deter 
mining , ” or the like , refer to the action and / or processes of 
a general purpose computer of any type such as a client / 
server system , mobile computing devices , smart appliances 
or similar electronic computing device that manipulates 
and / or transforms data represented as physical , such as 
electronic , quantities within the computing system's regis 
ters and / or memories into other data similarly represented as 
physical quantities within the computing system's memo 
ries , registers or other such information storage , transmis 
sion or display devices . 
[ 0077 ] Embodiments of the present invention may include 
apparatus for performing the operations herein . This appa 
ratus may be specially constructed for the desired purposes , 
or it may comprise a general - purpose computer selectively 
activated or reconfigured by a computer program stored in 

array 310 . 
[ 0068 ] It may be appreciated that all multiplication steps 
may be performed in parallel , i.e. all A , Bk ; may be done in 
a single step in the best case and in n steps in the worst case , 
depending on the number of sections in memory array 310 . 
It may further be appreciated the all the sum operations 
Ex = 1 " ( A / B / 0 ) may also be done in a single step . 
[ 0069 ] It may be further appreciated that there are no 
crossing interconnections between operands , as in the prior 
art , and all outputs are generated at the same time because 
the input data is repeated in several locations , replacing the 
cross interconnections with data repeats ' . Input vector i is 
stored in a vertical manner together with each row j of 
matrix H in a column of memory array 310 . 
[ 0070 ] In addition to the low computation complexity , it 
may be appreciated that it may be easy to provide linear 
scaling to the network . Increasing the output vector ( i.e. 
adding output nodes to the neural network ) may be imple 
mented by adding columns to the memory array , and 
increasing the input vector ( i.e. adding more input nodes ) 
may be achieved by adding rows ( each input row may store 
an additional input value ) as is illustrated in FIG . 11 to which 
reference is now made . 
[ 0071 ] FIG . 11 schematically illustrates the outcome of 
adding an input node or an output node to an existing neural 
network , constructed and operative in accordance with a 



US 2021/0209191 A1 Jul . 8 , 2021 
6 

the computer . The resultant apparatus when instructed by 
software may turn the general purpose computer into inven 
tive elements as discussed herein . The instructions may 
define the inventive device in operation with the computer 
platform for which it is desired . Such a computer program 
may be stored in a computer readable storage medium , such 
as , but not limited to , any type of disk , including optical 
disks , magnetic - optical disks , read - only memories ( ROMs ) , 
volatile and non - volatile memories , random access memo 
ries ( RAMS ) , electrically programmable read - only memo 
ries ( EPROMs ) , electrically erasable and programmable 
read only memories ( EEPROMs ) , magnetic or optical cards , 
Flash memory , disk - on - key or any other type of media 
suitable for storing electronic instructions and capable of 
being coupled to a computer system bus . 
[ 0078 ] The processes and displays presented herein are not 
inherently related to any particular computer or other appa 
ratus . Various general - purpose systems may be used with 
programs in accordance with the teachings herein , or it may 
prove convenient to construct a more specialized apparatus 
to perform the desired method . The desired structure for a 
variety of these systems will appear from the description 
herein . In addition , embodiments of the present invention 
are not described with reference to any particular program 
ming language . It will be appreciated that a variety of 

programming languages may be used to implement the 
teachings of the invention as described herein . 
[ 0079 ] While certain features of the invention have been 
illustrated and described herein , many modifications , sub 
stitutions , changes , and equivalents will now occur to those 
of ordinary skill in the art . It is , therefore , to be understood 
that the appended claims are intended to cover all such 
modifications and changes as fall within the true spirit of the 
invention . 
What is claimed is : 
1. A method for in memory computation of a neural 

network , said neural network having weights arranged in a 
matrix , the method comprising : 

previously storing said matrix in an associated memory 
device ; 

receiving an input arranged in a vector and storing it in 
said memory device ; and 

in - memory , computing an output of said network using 
said input and said weights . 

2. The method of claim 1 wherein said storing of said 
input comprises : 

storing a copy of said input in a same column of a column 
of said previously stored weights . 

* * * * * 


