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METHOD AND DEVICES FOR SCHEDULING 
TRANSMISSIONS OF CARRIERS TO 

NARROWBAND INTERNET OF THINGS 
CELLS 

TECHNICAL FIELD 

[ 0001 ] The proposed technology generally relates to meth 
ods , devices and computer programs for scheduling trans 
missions of multiple carriers from a single transmitting 
network node for multiple Narrow Band Internet of Things 
cells . 

BACKGROUND 

specific NB - IoT cell . This information may e.g. , be syn 
chronization and system information . This mandatory cell 
specific information is regularly conveyed by corresponding 
signals that have certain sub - frames allocated for their 
transmission . The remaining sub - frames of the anchor car 
rier may be used to transmit signals that convey user data 
and , e.g. , transmissions of signals related to paging and 
random access . In NB - IoT environments it is often the case 
that a single network node supports a large number of 
NB - IoT cells . That is , a single network node is responsible 
for providing more than one NB - IoT cells with cell specific , 
or cell defining , information that is mandatory for the 
workings of the NB - IoT cells . A particular issue with such 
a scenario is that the single network node that is transmitting 
several simultaneous NB IoT carriers , e.g. , anchor carriers , 
may experience a highly varying power consumption . This 
is especially true for a network node that serves multiple 
cells and which needs to provide multiple anchor carriers in 
order to convey the mandatory cell specific functionality 
information . Consider for example the simple case of a 
3 - sector site in a terrestrial network where a single power 
supply may need to serve three transmission points . Further 
consider the case of a non - terrestrial network where a single 
satellite may need to serve hundreds of cells . Both of these 
scenarios require the transmitting node to simultaneously 
transmit a plurality of cell specific anchor carriers . This will 
in turn put some severe momentary strain on the power 
supply due to the fact that the information that is necessary 
for the cells to function will be transmitted within a very 
small time window . This may in turn lead to a degradation 
of the signal quality and may , if the number of cells are large , 
even lead to situations where the available power bound is 
saturated and further transmissions becomes impossible . 
[ 0004 ] The proposed technology aims to provide mecha 
nisms that at least counter some parts of the problem with 
the highly time varying demands that are put on a transmit 
ting network node when transmitting multiple anchor car 
riers for multiple Narrow Band Internet of Things cells . 

a 

[ 0002 ] Narrow Band Internet of Things , NB - IoT is a 
developed radio access technology . This radio access tech 
nology is dedicated for cellular Internet of Things , IoT , and 
provides connectivity to services and applications that 
demand qualities such as reliable indoor coverage and high 
capacity in combination with low system complexity and 
optimized power consumption . To deliver a maximal 
deployment flexibility NB - IoT supports three basic mode of 
operations . In stand - alone operation NB - IoT may operate as 
a standalone system in dedicated spectrum . In guard band 
operation NB - IoT is instead located within the guard - band 
of a Long Term Evolution carrier , LTE carrier . In in - band 
operation NB - IoT may be deployed on resource blocks 
within a normal LTE carrier . NB - IoT also supports operation 
within a New Radio carrier , NR carrier , preferably by using 
the configuration specified for guard - band mode . 
[ 0003 ] The minimum system bandwidth in NB - IoT is 200 
kHz . In such a basic setup a NB - IoT anchor carrier is 
transmitted in the cell . It supports basic cellular functionality 
such as synchronization , broadcast of system information , 
data transmission , as well as paging and random access . The 
synchronization is supported by Narrowband Primary Syn 
chronization Signals , NPSS and Secondary Synchronization 
Signals , NSSS . The Narrowband Physical Broadcast Chan 
nel , NPBCH , supports transmission of the Master Informa 
tion Block , while the Narrowband Physical Downlink 
Shared Channel , NPDSCH , supports transmission of the 
narrowband system information messages , SI messages . A 
mapping of the physical channels and signals on the anchor 
carrier is schematically illustrated in FIG . 5A , which illus 
trates a particular mapping of NPSS , NSSS , NPBCH and 
SIB1 - NB on two radio frames in the anchor carrier . To 
facilitate operation within a Long Term Evolution network , 
LTE network , the carrier sub - frames that are used by NB 
IoT are indicated as NB - IoT sub - frames . This indication 
may be done through a broadcasted bitmap having , e.g. , a 
length of 20 or 40 bits . Each specific bit corresponds to a 
sub - frame . If a specific bit is set the corresponding sub 
frame is considered to be a NB - IoT sub - frame . If the bit is 
not set , the sub - frame is in turn not intended to be used for 
NB - IoT transmissions . In case of NB - IoT sub - frames certain 
sub - frames in the anchor carrier is generally used for the 
transmission of NPSS , NSSS , NPBCH and SIB1 - NB , while 
the remaining sub - frames in the anchor carriers are available 
for Narrowband Physical Downlink Control Channel , 
NPDCCH transmission and Narrowband Physical Downlink 
Shared Channel transmission , NPDSCH transmission . 
When cell specific anchor carriers are transmitted for mul 
tiple NB - IoT cells they all comprise signals that convey 
mandatory information related to the functionality of their 

SUMMARY 

[ 0005 ] It is an object to provide mechanisms that reduces 
the risk of having radio transmitted signals impaired or 
corrupted during the transmission of multiple carriers from 
a single transmitting network node for multiple Narrow 
Band Internet of Things cells . Such an impairment or 
corruption of the signal might result if the power source is 
not able to provide the instant need of the modulators and 
power amplifiers for the transmission of multiple carriers . 
[ 0006 ] It is in particular an object of the proposed tech 
nology to provide a scheduling method that enables a 
controlled transmission of multiple carriers from a single 
transmitting network node for multiple Narrow Band Inter 
net of Things cells . The transmission schedule enables 
control of the power demands of a network node that is 
transmitting the multiple carriers . 
[ 0007 ] It is still another object of the proposed technology 
to provide a network device that is configured to schedule 
transmissions of multiple carriers from a single transmitting 
network node for multiple Narrow Band Internet of Things 
cells in order to reduce the risk of having radio transmitted 
signals impaired or corrupted when transmitted from a 
single transmitting network node for multiple Narrow Band 
Internet of Things cells . 
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[ 0008 ] It is yet another object of the proposed technology 
to provide a computer program that , when executed , sched 
ules transmissions of multiple carriers from a single trans 
mitting network node for multiple Narrow Band Internet of 
Things cells in order to order to reduces the risk of having 
radio transmitted signals impaired or corrupted during the 
transmission of multiple carriers from a single transmitting 
network node for multiple Narrow Band Internet of Things 
cells . 
[ 0009 ] These and other objects are met by embodiments of 
the proposed technology . 
[ 0010 ] According to a first aspect , there is provided 
method for scheduling transmissions of multiple carriers 
from a single transmitting network node for multiple Narrow 
Band Internet of Things ( NB - IoT ) cells . The multiple car 
riers comprising a respective cell specific anchor carrier 
having NB - IoT sub - frames allocated for the transmission of 
mandatory information related to the functionality of the 
specific cell . The method comprises scheduling at least two 
cell specific anchor carriers using time interleaved transmis 
sions that enables NB - IoT sub - frames belonging to different 
cell specific anchor carriers , and being allocated for the 
transmission of the mandatory information , to be transmitted 
at non - overlapping times . 
[ 0011 ] According to a second aspect there is provided a 
network device configured to schedule transmissions of 
multiple carriers from a single transmitting network node for 
multiple Narrow Band Internet of Things cells ( NB - IoT 
cells ) , the multiple carriers comprising a respective cell 
specific anchor carrier having NB - IoT sub - frames allocated 
for the transmission of mandatory information related to the 
functionality of the specific cell . The network device is 
configured to schedule at least two cell specific anchor 
carriers for time interleaved transmissions that enables NB 
IoT sub - frames belonging to different cell specific anchor 
carriers , and being allocated for the transmission of the 
mandatory information , to be transmitted at non - overlapping 
times . 
[ 0012 ] According to a third aspect there is provided com 
puter program for scheduling transmissions of multiple 
carriers from a single transmitting network node for multiple 
Narrow Band Internet of Things ( NB - IoT ) cells . The mul 
tiple carriers comprising a respective cell specific anchor 
carrier having NB - IoT sub - frames allocated for the trans 
mission of mandatory information related to the function 
ality of the specific cell . The computer program comprises 
instructions , which when executed by at least one processor , 
cause the at least one processor to schedule at least two cell 
specific anchor carriers using time interleaved transmissions 
that enables NB - IoT sub - frames belonging to different cell 
specific anchor carriers and being allocated for the trans 
mission of the mandatory information to be transmitted at 
non - overlapping times . 
[ 0013 ] One of the advantages with the proposed technol 
ogy is that it enables a transmitting network node to control 
resource demands such as power demand and modulation 
and power amplification resources . This will in turn reduce 
the risks that signals are impaired or corrupted during the 
transmission of multiple carriers from a single transmitting 
network node for multiple Narrow Band Internet of Things 
( NB - IoT ) cells . 
[ 0014 ] Other advantages will be appreciated when reading 
the detailed description . 

[ 0015 ] The embodiments , together with further objects 
and advantages thereof , may best be understood by making 
reference to the following description taken together with 
the accompanying drawings , in which : 
[ 0016 ] FIG . 1A is a schematic illustration of a network 
node in a terrestrial environment that is transmitting multiple 
anchor carriers for multiple cells . 
[ 0017 ] FIG . 1B is a schematic illustration of a network 
node in a non - terrestrial environment that is transmitting 
multiple anchor carriers for multiple cells . 
[ 0018 ] FIG . 2 is a schematic representation of the sub 
frame structure of a number of anchor carriers . 
[ 0019 ] FIG . 3 is a schematic representation of an embodi 
ment of the proposed technology that illustrates a particular 
time interleaved transmission of multiple anchor carriers . 
[ 0020 ] FIG . 4 is a schematic representation of an alterna 
tive embodiment of the proposed technology that illustrates 
a particular time interleaved transmission of multiple anchor 
carriers . 
[ 0021 ] FIG . 5A is an illustration of a typical sub - frame 
structure in an anchor carrier . It is illustrated how certain 
sub - frames are allocated for the transmission of certain 
signals . 
[ 0022 ] FIG . 5B is a schematic representation of an 
embodiment of the proposed technology that illustrates a 
particular time interleaved transmission of two anchor car 
riers having sub - frames allocated for the transmission of 
certain signals . 
[ 0023 ] FIG . 5C is a schematic representation of an 
embodiment of the proposed technology that illustrates a 
particular time interleaved transmission of three anchor 
carriers having sub - frames allocated for the transmission of 
certain signals . 
[ 0024 ] FIG . 6 is a schematic representation of an embodi 
ment of the the proposed technology that illustrates a 
particular time interleaved transmission of two anchor car 
riers having sub - frames allocated for the transmission of 
certain signals and one or two non - anchor carriers . 
[ 0025 ] FIG . 7 is a graph illustrating Peak to Average 
Power Ratio , PAPR , statistics for NPSS , NSSS , NPBCH , 
NPDCCH and NPDSCH . The NPBCH , NPDCCH and 
NPDSCH PAPR is following a Gaussian PAPR profile 
expected for an OFDM carrier , while NPSS and NSSS are 
defined by the sequence they carry . 
[ 0026 ] FIG . 8A is a flow diagram illustrating a method 
according to the proposed technology . 
[ 0027 ] FIG . 8B is a flow diagram illustrating a particular 
embodiment of a method according to the proposed tech 
nology 
[ 0028 ] FIG . 9 is a flow diagram illustrating another par 
ticular embodiment of a method according to the proposed 
technology 
[ 0029 ] FIG . 10 is a block diagram illustrating a network 
device according to the proposed technology . 
[ 0030 ] FIG . 11A is a block diagram illustrating a particular 
embodiment of a network device according to the proposed 
technology 
[ 0031 ] FIG . 11B is a block diagram illustrating a network 
device according to the proposed technology when arranged 
in a network node . 
[ 0032 ] FIG . 12 is a block diagram illustrating a computer 
program implementation of a computer program according 
to the proposed technology . 

a 

a 

a 
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[ 0033 ] FIG . 13 is a schematic diagram illustrating an 
example of how functionality can be distributed or parti 
tioned between different network devices 
[ 0034 ] FIG . 14 is a schematic diagram illustrating an 
example of a wireless communication system , including an 
access network and / or a core network and / or an Operations 
and Support System ( OSS ) , in cooperation with one or more 
cloud - based network devices . 

0 DETAILED DESCRIPTION 

a 

a 

anchor carrier mapping where a particular sub - frame - sub 
frame ( ) —is allocated for NPBCH transmission , sub - frame 
four is allocated for SIB1 transmissions and sub - frame 5 and 
9 are allocated for NPSS transmission and NSSS transmis 
sion , respectively . SIB1 transmissions uses every second 
subframe 4 and not every subframe 4. The frame spanned by 
the sub - frames are in this example 10 ms long . 
[ 0038 ] Consider now the case where the first sub - frame in 
each anchor carrier , i.e. , the sub - frame denoted 1 , in the first 
anchor carrier , 20 in the second anchor carrier , 30 in the third 
anchor carrier and 4 , in the fourth anchor carrier , is allocated 
for transmission of mandatory information that is relevant 
for the basic functionality of the specific cell associated with 
the respective anchor carrier . It is clear that a simultaneous 
transmission of the first sub - frame will put a lot of strain on 
the power supply of the transmitting network node since the 
power supply should feed four transmission points in the 
same narrow time span . There are in general several sub 
frames allocated for transmission of such mandatory infor 
mation in each anchor carrier , e.g. , the zeroth , the fourth and 
the fifth sub - frame in each anchor carrier . So the problem 
associated the momentary power supply strain will be 
repeated for each of these allocated sub - frames . This leads 
to a highly time varying power consumption at the trans 
mitting network node . This will in turn put a lot of demand 
on the power supply and the resources for modulation and 
power amplification even for a rather low number of anchor 
carriers , e.g. , fewer than five , and will be amplified when the 
number of anchor carriers grows . Moreover , since the 
anchor carriers have a certain periodicity the above noted 
problems will be repeated during each anchor carrier trans 
mission . The proposed technology aims to provide mecha 
nisms that enables a more time balanced power consumption 
that avoids momentary power consumption peaks that may , 
for large number of anchor carriers , saturate the ability of the 
transmitting network node . 
[ 0039 ] The proposed technology provides in brief terms a 
set of mechanisms that enables an averaging out of the 
power consumption , over time , in the case where a single 
transmitting network node serves multiple NB IoT cells . In 
its most basic version the proposed technology suggests a 
time interleaved transmission of cell specific anchor carriers 
in order to reduce the simultaneous occurrence of transmis 
sions related to mandatory information that is relevant for 
the basic functionality of the specific cell associated with a 
cell specific anchor carrier . With time interleaved transmis 
sion of two or more anchor carriers is intended a transmis 
sion mode where certain sub - frames in the anchor carriers 
are transmitted at slightly different times with respect to each 
other . That is , there is a coordinated transmission whereby 
the transmission of certain sub - frames in an anchor carrier is 
offset in time relative corresponding sub - frames in other 
anchor carriers . 
[ 0040 ] To counter at least part of the above mentioned 
drawbacks the proposed technology provides a method for 
scheduling transmissions of multiple carriers from a single 
transmitting network node 10 ; 100 for multiple Narrow 
Band Internet of Things cells ( NB - IoT cells ) 50. The mul 
tiple carriers comprising a respective cell specific anchor 
carrier having NB - IoT sub - frames allocated for the trans 
mission of mandatory information related to the function 
ality of the specific cell . The method comprises scheduling 
S1 at least two cell specific anchor carriers using time 
interleaved transmissions that enables NB - IoT sub - frames 

[ 0035 ] Throughout the drawings , the same reference des 
ignations are used for similar or corresponding elements . 
[ 0036 ] Generally , all terms used herein are to be inter 
preted according to their ordinary meaning in the relevant 
technical field , unless a different meaning is clearly given 
and / or is implied from the context in which it is used . All 
references to a / an / the element , apparatus , component , 
means , step , etc. are to be interpreted openly as referring to 
at least one instance of the element , apparatus , component , 
means , step , etc. , unless explicitly stated otherwise . The 
steps of any methods disclosed herein do not have to be 
performed in the exact order disclosed , unless a step is 
explicitly described as following or preceding another step 
and / or where it is implicit that a step must follow or precede 
another step . Any feature of any of the embodiments dis 
closed herein may be applied to any other embodiment , 
wherever appropriate . Likewise , any advantage of any of the 
embodiments may apply to any other embodiments , and vice 
versa . Other objectives , features and advantages of the 
enclosed embodiments will be apparent from the following 
description . 
[ 0037 ] For a better understanding of the proposed tech 
nology , it may be useful to begin with a brief system 
overview and analysis of the technical problem . To this end 
reference is made to FIG . 1. FIG . 1A provides a schematic 
illustration of a network environment where a single trans 
mitting node 10 transmits multiple anchor carriers , ACs , to 
a multiple NB - IoT cells 50. The different anchor carriers are 
cell specific and can be seen as a way to define the various 
cells , i.e. , a particular anchor carrier may be considered to 
span a corresponding NB - IoT cell . In an environment such 
as the one depicted in FIG . 1A , where a single node serves 
several cells — potentially a very large number of cells — in 
the order of hundreds , the single transmitting node is respon 
sible for providing all of the cells with basic cell function 
ality information conveyed through the cell specific anchor 
carriers . A particular scenario , when potentially hundreds of 
anchor carriers are needed is illustrated in FIG . 1B where a 
non - terrestrial network node , e.g. , a satellite , is responsible 
for providing potentially hundreds of cell specific anchor 
carriers . A simultaneous transmission of these anchor carri 
ers put a lot of demand on the network node power supply . 
Consider for example the case where a single network node 
is responsible for transmitting cell specific anchor carriers 
for four NB - IoT cells . A particular anchor carrier mapping 
for such a case is illustrated in FIG . 2 which illustrates four 
anchor carriers having a number n of sub - frames in a 
particular transmission frame . Some of the sub - frames in a 
cell specific anchor carrier are allocated for the transmission 
of mandatory information that is relevant for the basic 
functionality of the specific cell associated with the anchor 
carrier while the remaining sub - frames may be used for 
transmitting signals associated to other data , such as user 
specific data . FIG . 5A provides a concrete example of an 

a 



US 2022/0278785 A1 Sep. 1 , 2022 
4 

a 
a 

the scope 

a 

belonging to different cell specific anchor carriers , and being 
allocated for the transmission of the mandatory information , 
to be transmitted at non - overlapping times . A schematic flow 
diagram illustrating the method is provided by FIG . 8A . 
[ 0041 ] In other words the proposed technology suggests a 
scheduling method that will enable a controlled transmission 
of multiple anchor carriers for multiple Narrow Band Inter 
net of Things cells , NB - IoT cells . The scheduling method is , 
in its most basic form , focused on obtaining a time inter 
leaved transmission of the NB - IoT sub - frames that are 
allocated for the transmission of the mandatory information 
and belong to different anchor carriers . With time inter 
leaved transmission is intended a specific transmission 
schedule whereby certain sub - frames belonging to different 
anchor carriers , i.e. , anchor carriers for different NB - IoT 
cells , are transmitted at non - overlapping times . FIG . 5B 
provides a concrete illustration of two anchor carriers that 
have been scheduled using time interleaved transmissions . 
The anchor carriers have an identical sub - frame structure 
where particular sub - frame sub - frame ( ) is allocated for 
NPBCH transmission , the fourth sub - frame is allocated for 
SIB1 transmissions and sub - frame 5 and 9 are allocated for 
NPSS transmission and NSSS transmission , respectively . 
The time interleaved scheduling will ascertain that no trans 
mission of these sub - frames occurs at the same time . This 
will reduce reduce the risk of having radio transmitted 
signals impaired or corrupted during the transmission of 
multiple carriers from a single transmitting network node for 
multiple Narrow Band Internet of Things cells . Such an 
impairment or corruption of the signal might result if the 
power source is not able to provide the instant need of the 
modulators and power amplifiers for the transmission of 
multiple carriers . 
[ 0042 ] As another concrete example , consider the anchor 
carrier 1 and anchor carrier 2 in FIG . 3. Assume that 
sub - frame 1 , in the first anchor carrier is allocated for the 
transmission of a mandatory signal conveying a particular 
kind of information that is relevant for the basic cell func 
tionality of a first cell , e.g. , a synchronization signal . Assume 
further that the corresponding sub - frame 2 , in the second 
anchor carrier in turn is allocated for the transmission of a 
mandatory signal conveying a particular kind of information 
that is relevant for the basic cell functionality of a second 
cell . The information conveyed by this signal may be 
synchronization information but might also be any other 
kind of information that is necessary for the functionality of 
the second cell . The scheduling method would in this 
particular case aim to ensure that signals allocated for 
transmission in sub - frame 1 , in the first anchor carrier is 
transmitted at a different and non - overlapping time com 
pared to the transmission of the signals allocated for trans 
mission in sub - frame 2 , in the second anchor carrier . There 
are several possibilities for achieving this purpose . The 
sub - frame structure may for example be different for differ 
ent anchor carriers so as to ensure that the anchor carriers 
may be transmitted at the same initial time but where the 
relevant sub - frames are offset , e.g. , the relevant sub - frame 
may correspond to sub - frame 1 , in the first anchor carrier 
and sub - frame 2 , in the second anchor carrier . This would 
ensure that the relevant sub - frames , i.e. , those sub - frames 
that are allocated for transmission of mandatory informa 
tion , have different transmission times . 
[ 0043 ] Additional examples and explanations of time 
interleaved transmissions according to the proposed tech 

nology will be provided in what follows . The basic mecha 
nism is however to provide a particular scheduling of anchor 
carrier transmissions that ensures that sub - frames belonging 
to different anchor carriers and are allocated for mandatory 
transmissions are transmitted at different and non - overlap 
ping times in order to avoid the momentary power peaks that 
are associated with a simultaneous transmission and reduce 
the risk of having radio transmitted signals impaired or 
corrupted due to the transmission of several anchor carriers . 
[ 0044 ] Some of the embodiments contemplated herein 
will now be described more fully with reference to the 
accompanying drawings . Other embodiments , however , are 
contained within the scope of the subject matter disclosed 
herein , the disclosed subject matter should not be construed 
as limited to only the embodiments set forth herein ; rather , 
these embodiments are provided by way of example to 
convey of the subject matter to those skilled in the 
art . 

[ 0045 ] According to a particular embodiment of the pro 
posed technology , schematically illustrated in the flow dia 
gram of FIG . 8B , there is provided a method wherein the 
step S1 of scheduling the at least two cell specific anchor 
carriers using the time interleaved transmissions comprises 
creating S12 a NB - IoT sub - frame structure for each of the at 
least two cell specific anchor carriers , the NB - IoT sub - frame 
structure comprising NB - IoT sub - frames allocated for the 
transmission of mandatory information . The method also 
comprises selecting S13 , based on the created NB - IoT 
sub - frame structure , a time interleaved transmission sched 
ule for the at least two anchor carriers that enables NB - IoT 
sub - frames belonging to different cell specific anchor carri 
ers and being allocated for the transmission of the manda 
tory information to be transmitted at non - overlapping times . 
[ 0046 ] In other words , this embodiment creates a particu 
lar sub - frame structure for each of the at least two anchor 
carriers . The first anchor carrier may for example be pro 
vided with a sub - frame structure where the mandatory 
information are to be transmitted in one , or several , specified 
sub - frame ( s ) , e.g. , sub - frames 0 , 2 and 4. The remaining 
anchor carrier ( s ) are instead provided with a sub - frame 
structure , or sub - frame configuration , where the mandatory 
information are to be transmitted in one , or several , specified 
sub - frame ( s ) that differs from the allocated sub - frames in the 
first anchor carrier . By generating a series of anchor carriers 
with mutually non - overlapping sub - frames for the manda 
tory information it is possible to initiate the transmission of 
all the anchor carriers at the same time since the specific 
sub - frames allocated for the transmission of mandatory 
information will be transmitted at non - overlapping times by 
construction . To further illustrate this embodiment reference 
is made to FIG . 4. FIG . 4 illustrates a particular example 
with four anchor carriers . Each of the anchor carrier is given 
their own specific sub - frame structure specified by the 
anchor carrier number and an index that refer to a particular 
signal . The reference 1 , thus specifies the first anchor carrier 
and a first signal or signal type . Assume in this particular 
example that the index 1 specifies the signal type that convey 
mandatory information . This would , for FIG . 4 , mean that 
the first anchor carrier has sub - frame 1 allocated for the 
transmission of mandatory information while anchor carrier 
2 has sub - frame 2 allocated for the transmission of manda 
tory information and anchor carriers 3 and 4 have , respec 
tively , sub - frames 3 and e.g. , 4 allocated for the transmission 
of mandatory information . It is thus possible to generate 
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particular sub - frame patterns that enables mandatory infor 
mation to be transmitted by different anchor carriers at 
non - overlapping times , thus avoiding the problems of 
momentary power load peaks at the transmitting network 
node . 

[ 0047 ] According to a specific embodiment of the earlier 
described method there is provided a method wherein the 
step S12 of creating a NB - IoT sub - frame structure com 
prises providing S12-1 each of the at least two cell specific 
anchor carriers with an identical NB - IoT sub - frame struc 
ture , and wherein the step of selecting S13 a time interleaved 
transmission schedule for the at least two cell specific 
anchor carriers is based on a time offset parameter specify 
ing the time offset between the transmission of the at least 
two cell specific anchor carriers . The time offset parameter 
being selected to ensure that at least the NB - IoT sub - frames 
belonging to different cell specific anchor carriers , and being 
allocated for the transmission of mandatory information , are 
transmitted at non - overlapping times . This embodiment is 
schematically illustrated in the flow diagram of FIG . 9 . 
[ 0048 ] To illustrate this embodiment consider the case 
where two cell specific anchor carriers has been configured 
in essentially the same manner , i.e. , so that at least the 
sub - frames that are allocated for transmission of signals 
carrying mandatory information have an identical mapping 
in the different anchor carriers . In such a case it is possible 
to select a time offset parameter that specifies an initial time 
offset between the initial transmissions of the different 
anchor carriers . The first anchor carrier 1 may for example 
be transmitted at an initial time to and the second anchor 
carrier be transmitted at a time to + At , where At is the time 
offset parameter . The time offset parameter may for example 
correspond to the length of a sub - frame , e.g. , the length of 
a frame divided by the number of sub - frames within a frame . 
Such an example of a time interleaved transmission would 
at least ensure that the relevant sub - frames belonging to 
different anchor carriers are transmitted at different and 
non - overlapping times . FIG . 5B provides an illustration of 
the time offset transmission of two anchor carriers having an 
identical sub - frame structure . By transmitting the first 
anchor carrier at time t , and the second anchor carrier at 
to + At , the time interleaved transmissions will ensure that 
mandatory information transmitted in sub - frames 0 , 4 , 5 and 
9 are transmitted in a non - overlapping fashion . In this 
particular example is the mandatory information to be 
transmitted in NPBCH , SIB1 - NB , NPSS and NSSS . The 
time offset parameter At is in this particular example selected 
to correspond to the length of two sub - frames . 
[ 0049 ] To further illustrate this particular embodiment 
proposed technology we refer to FIG . 3 , and consider the 
case with four anchor carriers having the depicted sub - frame 
structure , i.e. , having identical sub - frame structures . As in 
the case with merely two anchor carriers it is possible to 
have an initial time offset between the initial transmissions 
of the different anchor carriers . The first anchor carrier may 
for example be transmitted at an initial time to and the 
second anchor carrier be transmitted at a time to + At , where 
At is the time offset parameter which may , as an example , 
correspond to the length of a sub - frame , e.g. , the length in 
time of a frame divided by the number of sub - frames within 
the frame . The third anchor carrier may be transmitted at a 
time to + 2At while the fourth anchor carrier may be trans 
mitted at a time to + 3At . This would ensure a non - overlap 
ping transmission of the relevant sub - frames 10 , 20 , 3 , and 

4 , of the respective anchor carriers . It is possible to select 
different time offset parameters for each anchor carrier as 
long as one achieves that the sub - frames allocated for the 
transmission of mandatory information is transmitted at 
non - overlapping times . 
[ 0050 ] According to still another embodiment of the pro 
posed technology there is provided a method , wherein the 
step S12 of creating a NB - IoT sub - frame structure is further 
based on a time window parameter specifying the length of 
the transmission window for the cell specific anchor carriers 
and at least one of the following parameters : 

[ 0051 ] a periodicity parameter , specifying how the 
transmission window is repeated in time ; and 

[ 0052 ] a parameter indicating how frequently manda 
tory information are to be transmitted in each trans 
mission window . 

[ 0053 ] This particular embodiment may be used in a 
scenario where the mandatory information comprises a 
System Information Block , SIB , to be transmitted on the 
NPDSCH . NB - IoT supports a number of SIBs ranging from 
SIB 1 to SIB 23 that are characterized by the type of 
information they carry . SIB 1 has its own specific configu 
ration and is transmitted at a fixed schedule and with a 
specified periodicity and does not , in contrast to the remain 
ing SIBs , use a SI window concept . In order to avoid 
transmitting time overlapping SIBs it is possible to base the 
proposed scheduling of the different anchor carriers on a 
configured periodicity , on a starting offset in each period , on 
a SI window during which the SIB is sent , and on a 
parameter that specifies how often or frequently the SIBs 
should be sent in each SI window . By taking this information 
into consideration it will be possible to schedule time 
interleaved transmissions of at least two anchor carriers that 
will ascertain that SIBs in different anchor carriers are 
transmitted at non - overlapping times . That is , it is possible 
to provide a SI scheduling that is coordinated across the cells 
served by the network node to avoid simultaneous transmis 
sion of SIBs . This can , as was explained above , be achieved 
by coordinating the start offset parameter , the SI window 
pa meter and the SI periodicity pa ter across the sup 
ported cells . 
[ 0054 ] A particular embodiment of the above method 
provides a method wherein the step of selecting S13 a time 
interleaved transmission schedule for the at least two anchor 
carriers comprises to select a time interleaved transmission 
schedule that enables time periodically repeating NB - IoT 
sub - frames belonging to different cell specific anchor carri 
ers , and being allocated for the transmission of the manda 
tory information , to be transmitted at non - overlapping times . 
[ 0055 ] Consider for example a case where certain sub 
frames in an anchor carrier are transmitted with a specified 
periodicity , i.e. , the sub - frames are transmitted at periodi 
cally repeating times , e.g. , at time t , and at time to + 2 , where 
12 denotes the periodicity — in units of time . In such a case 
it will be possible to engineer the number of anchor carriers 
that can be transmitted in an non - overlapping fashion by 
specifying the periodicity 2. Consider for example the 
scenario where a transmission frame comprises N sub 
frames and one of these sub - frames , let say the zeroth 
sub - frame , is allocated for the transmission of mandatory 
information and where in addition the periodicity 12 = 0 , i.e. , 
the same anchor carrier is re - transmitted as soon as the 
transmission frame has ended . In such a scenario it will be 
possible to transmit N - 1 different anchor carriers having 
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SIB1 - NB transmissions . FIG . 5C illustrates a scenario with 
three different anchor carriers where an overlap is only 
observed for NPSS and SIB1 - NB and for NSSS and 
NPBCH . Thanks to the lower PAPR of the NPSS and NSSS 
this interleaving scheme will reduce the peak power con 
sumption at the transmitting network node . 
[ 0059 ] By way of example , the proposed technology pro 
vides a method wherein the mandatory information to be 
transmitted at non - overlapping times is comprised in at least 
one of the following : 
a Narrowband Primary Synchronization Signals , NPSS ; 

a 

identical sub - frame structures such that the relevant sub 
frames are non - overlapping by using the time offset scheme 
described above , i.e. , where the first anchor carrier is trans 
mitted at time to , the second at time to + At , the third at t , + 2At , 
etc. The fact that the first transmitted anchor carrier 1 will be 
transmitted again as soon as the transmission frame has 
ended will prohibit a non - overlapping transmission of an 
N : th anchor carrier since that particular anchor carrier would 
be transmitted at a time when its zeroth sub - frame could 
overlap with the transmission of the first sub - frame of the 
first carrier . A way to increase the number of anchor carriers 
that can be transmitted in the non - overlapping fashion of the 
proposed technology is to avoid having identical sub - frame 
allocations in consecutive transmission frames . This would 
for example ensure that an N : th anchor carrier could be 
transmitted in the example above since the zeroth sub - frame 
of the first anchor carrier would not be allocated for the 
transmission of mandatory information in the subsequent 
transmission frame . 
[ 0056 ] Yet another embodiment of the proposed technol 
ogy provides a method according to wherein the mandatory 
information to be transmitted at non - overlapping times is 
transmitted with Orthogonal Frequency - Division Multiplex 
ing modulated , OFDM modulated , signals having a non 
Gaussian Peak to Average Power profile , PAPR profile . 
[ 0057 ] To further explain this particular embodiment 
appreciate that the NB IoT downlink uses OFDM modula 
tion . The waveform is in the frequency domain defined by 12 
subcarriers , each of 15 kHz bandwidth . In time domain the 
transmission is defined by OFDM symbols . 14 consecutive 
symbols form a sub - frame . Even though OFDM is a spectral 
efficient modulation , it comes at the cost of a high peak to 
average power ratio , PAPR . FIG . 7 presents the PAPR 
statistics of the 5 NB IOT Release 13 downlink signals and 
channels : NPSS , NSSS , NPBCH , NPDCCH and NPDSCH . 
Shown is the Cumulative Distribution Function , CDF , of the 
PAPR of the respective signals and channels . While the 
NPBCH , NPDCCH and NPDSCH PAPR is following a 
Gaussian PAPR profile expected for an OFDM carrier , the 
PAPR of the NPSS and NSSS are defined by the sequences 
they carry . The NPSS contains a length 11 Zadoff - Zhu 
sequence that is mapped in frequency over 11 sub - carriers in 
the last 11 OFDM symbols in sub - frame 5. The NSSS 
contains a length 131 Zadoff - Zhu sequence that is mapped 
in frequency and time over the last 11 OFDM symbols in 
every second sub - frame 9. It is seen that the PAPR of NPSS 
and NSSS are lower than the PAPR of the NPBCH , 
NPDCCH and NPDSCH . The proposed technology is well 
suited for scheduling the transmission of multiple anchor 
carriers so that mandatory information transmitted with 
Orthogonal Frequency - Division Multiplexing modulated , 
OFDM modulated , signals having a non - Gaussian Peak to 
Average Power profile , PAPR profile are transmitted at 
non - overlapping times . It is particularly well suited for 
scenarios when the mandatory information is transmitted 
with Orthogonal Frequency - Division Multiplexing modu 
lated , OFDM modulated , signals that have a lower Peak to 
Average Power profile , PAPR profile than the signals trans 
mitted on NPBCH , NPDCCH or NPDSCH . 
[ 0058 ] A scenario where the characteristics of PAPR is 
used enables a particular application of the scheduling 
method according to the proposed technology . This appli 
cation ascertains that different anchor carriers are time 
interleaved in a manner to avoid simultaneous NPBCH , and 

a Narrowband Secondary Synchronization Signals , NSSS ; 
[ 0060 ] a Master information block transmitted over the 
Narrowband Physical Broadcast Channel , NPBCH ; 
a System information block transmitted over the Narrow 
band Physical Downlink Shared Channel , NPDSCH . 
[ 0061 ] It may in particular be comprised in System infor 
mation block 1 , as was described earlier but there are also 
possible to provide the information in other System Infor 
mation Blocks , referred to generally as SIB - X such as SIB - X 
where X = 2 , 3 , 4 , 5 , 14 , 15 , 16 , 20 , 22 , 23. All SIBs are 
transmitted over the Narrowband Physical Downlink Shared 
Channel , NPDSCH . Note that among these SIBs , SIB 2 is of 
special importance it is always sent and can be considered to 
comprise mandatory information in certain embodiments . 
The other SIBs can also be treated as comprising mandatory 
information in certain embodiments but they can also be 
scheduled if needed . 
[ 0062 ] To improve the system capacity NB - IoT can be 
configured as a multi - carrier system where the anchor carrier 
is complemented by a set of non - anchor carriers , each of 200 
kHz . The non - anchor carriers support data transmission in 
RRC_CONNECTED but they also support paging and ran 
dom access in RRC_IDLE . In the non - anchor carrier down 
link typically NPDCCH and NPDSCH transmissions are 
performed . 
[ 0063 ] According to a particular embodiment of the pro 
posed technology there is provided a method that enables the 
time interleaved transmissions of the anchor carriers to also 
be time interleaved with one or several non - anchor carriers . 
Such an embodiment provides additional mechanism for 
controlling the power demand of the transmitting nodes and 
ensures that resources such as modulation and power ampli 
fication are free to be used in a controlled fashion , that is , the 
resources are not saturated due to the transmission of several 
signals in the same sub - frame . 
[ 0064 ] According to this particular embodiment there is 
provided a method wherein the multiple carriers further 
comprises non - anchor carriers having NB - IoT sub - frames 
dedicated to transmissions of data communication . The 
method comprises in addition the step S2 of selecting , for at 
least one non - anchor carrier , a NB - IoT sub - frame configu 
rations whereby transmissions in a subset of the NB - IoT 
sub - frames is allowed and transmissions in the remaining set 
of the NB - IoT sub - frames is prohibited . The method also 
comprises the step S3 of scheduling the at least one non 
anchor carrier for time interleaved transmissions whereby at 
least the selected subset of NB - IoT sub - frames , in which 
transmissions are allowed , are transmitted at non - overlap 
ping times with the sub - frames of the at least two cell 
specific anchor carriers that are allocated for the transmis 
sion of the mandatory information . 
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[ 0065 ] FIG . 6 illustrates a simple example where two 
anchor carriers , anchor carrier 1 and anchor carrier 2 , are 
configured for a time interleaved transmission whereby 
sub - frame 20 of the second anchor carrier 2 is transmitted 
with a time offset from sub - frame 10 of the first anchor 
carrier 1. In addition a first non - anchor carrier is scheduled 
for time interleaved transmission with the first and second 
anchor carrier , in particular so that the sub - frames of the 
non - anchor carrier are transmitted at different times from the 
transmission of the sub - frames of the first and second anchor 
carrier that are allocated for the transmission of mandatory 
information . In this particular example , assume that the 
mandatory information of the first and second anchor carrier 
is transmitted in sub - frames 1 , and 20 , as illustrated . To 
ensure that no data is transmitted in a sub - frame of the 
non - anchor carrier 1 that overlaps in time with sub - frames 
1 , and 20 of the anchor carriers , the corresponding sub 
frames of the non - anchor carrier are selected as sub - frames 
in which transmissions are prohibited . These sub - frames are 
denoted INVAL , for invalid , in FIG . 6. The sub - frames that 
are selected to support transmissions are instead denoted 
VAL , for valid . It can be seen in FIG . 6 that no time 
overlapping transmissions occur during the transmission of 
mandatory information since the anchor carrier have time 
interleaved transmissions and the non - anchor carrier is pro 
vided with a sub - frame mapping in which the sub - frames 
that are time overlapping the relevant sub - frames 10 and 20 
of the anchor carriers are selected as sub - frames in which 
transmissions are prohibited . 
[ 0066 ] FIG . 6 also illustrates an optional embodiment with 
two non - anchor carriers . The above example can be 
extended to also encompass the use of several non - anchor 
carriers . To this end it is possible to provide each non - anchor 
carrier with a specific sub - frame mapping that ensures that 
no time overlapped transmissions are possible . Consider as 
an illustration the example in FIG . 6 where a second 
non - anchor carrier 2 is present . As in the example above , the 
non - anchor carriers should be furnished with a sub - frame 
mapping that ensures that no time overlapping transmissions 
are possible when the mandatory information in the anchor 
carriers are transmitted . Here , in this example , this means 
that the first two sub - frames of the first and second non 
anchor carrier are selected and declared as sub - frames where 
transmissions are prohibited , denoted INVAL in FIG . 6. The 
remaining sub - frames of the non - anchor carriers may be 
allocated for the transmission of data traffic , as long as these 
sub - frames does not overlap with the sub - frames of the 
anchor carriers that are allocated for the transmission of 
mandatory information . 
[ 0067 ] The latter scenario may be further improved to 
ensure that the instant power demand of the transmitting 
network node is not saturated and that any additional 
resources , such as modulation and power amplification can 
be used in a manner that does not compromise the signal 
quality . To achieve this the remaining sub - frames of the 
non - anchor carriers may , for example , be given a sub - frame 
mapping whereby every second sub - frame of the non - anchor 
carrier is being declared as an invalid sub - frame where no 
transmissions are allowed . By further offsetting the different 
non - anchor carriers with a time offset corresponding to the 
length of a single sub - frame it will be possible to obtain time 
interleaved non - anchor carriers where a sub - frame of a first 
non - anchor carrier that is declared as an invalid sub - frame 
where transmissions are prohibited overlaps in time with a 

sub - frame in a second non - anchor carrier that is declared as 
a valid sub - frame where transmissions are allowed . In this 
manner also the different non - anchor carriers will be sched 
uled for a time non - overlapping transmission . This together 
with the fact that the anchor carriers are scheduled for a time 
non - overlapping transmission of the sub - frames allocated 
for mandatory information ensures that the resource 
demands of the network node can be controlled . 
[ 0068 ] According to an embodiment of the proposed tech 
nology there is provided a method according , wherein the 
step S4 of initiating a transmission of at least the cell specific 
anchor carriers further comprises initiating a transmission of 
the non - anchor carriers based on the scheduled time inter 
leaved transmission of the non - anchor carriers . 
[ 0069 ] The method is , according to a possible embodiment 
of the proposed technology , method is performed by a 
network device 1 . 
[ 0070 ] The network device 1 is , according to another 
possible embodiment of the proposed technology comprised 
in the single transmitting network node 10 ; 100. The single 
transmitting network node 10 ; 100 may in particular be a 
network node 10 in a terrestrial network , or a satellite 100 
in a non - terrestrial network , serving the multiple NB - IoT 
cells . 
[ 0071 ] It should be noted that a network node such as a 
base station can be located in a satellite . It can however also 
be located on the ground . In such scenarios the satellite 
receives the network node signal , e.g , the base station signal , 
and repeats it back to devices on earth . 
[ 0072 ] In the embodiments discussed transmission of 
mandatory information on different anchor carriers is made 
on non - overlapping sub - frames . However , in a network 
node transmitting a high number of anchor carriers it might 
not be possible to transmit the mandatory information in 
non - overlapping sub - frames for all anchor carriers . Its trans 
mission should then be distributed over the sub - frames 
evenly . 
[ 0073 ] Having describe numerous embodiments of the 
method according to the proposed technology , in the fol 
lowing a description will be given regarding particular 
devices suitable to perform the method . The advantages and 
functionalities obtained with the devices correspond to the 
advantages and functionalities provided by the method and 
will not be reiterated . 
[ 0074 ] As used herein , the non - limiting terms “ wireless 
communication device ” , “ station ” , “ User Equipment ( UE ) ” , 
and “ terminal ” or “ terminal device ” may refer to a mobile 
phone , a cellular phone , a Personal Digital Assistant ( PDA ) , 
equipped with radio communication capabilities , a smart 
phone , a laptop or Personal Computer ( PC ) , equipped with 
an internal or external mobile broadband modem , a tablet 
with radio communication capabilities , a target device , a 
Machine - to - Machine ( M2M ) device , a Machine Type Com 
munication ( MTC ) device , an Internet of Thing ( IoT ) 
device , a Device - to - Device ( D2D ) UE , a machine type UE 
or UE capable of machine to machine communication , 
Customer Premises Equipment ( CPE ) , Laptop Embedded 
Equipment ( LEE ) , Laptop Mounted Equipment ( LME ) , 
USB dongle , a portable electronic radio communication 
device , and / or a sensor device , meter , vehicle , household 
appliance , medical appliance , camera , television , radio , 
lightning arrangement and so forth equipped with radio 
communication capabilities or the like . In particular , the 
term " wireless communication device ” should be interpreted 
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as non - limiting terms comprising any type of wireless 
device communicating with a network node in a wireless 
communication system and / or possibly communicating 
directly with another wireless communication device . In 
other words , a wireless communication device may be any 
device equipped with circuitry for wireless communication 
according to any relevant standard for communication . 
[ 0075 ] As used herein , the non - limiting term “ network 
node ” may refer to base stations , access points , network 
control nodes such as network controllers , radio network 
controllers , base station controllers , access controllers , and 
the like . In particular , the term “ base station ” may encom 
pass different types of radio base stations including stan 
dardized base station functions such as Node Bs , or evolved 
Node Bs ( eNBs ) , gNodeBs , and also macro / micro / pico radio 
base stations , home base stations , also known as femto base 
stations , relay nodes , repeaters , radio access points , Base 
Transceiver Stations ( BTSs ) , and even radio control nodes 
controlling one or more Remote Radio Units ( RRUs ) , or the 
like . A network node may be terrestrial as well as non 
terrestrial , a satellite providing an example of a non - terres 
trial network node . 
[ 0076 ] As used herein , the term “ network device ” may 
refer to any device located in connection with a communi 
cation network , including but not limited to devices in 
access networks , core networks and similar network struc 
tures . The term network device may also encompass cloud 
based network devices . 
[ 0077 ] It will be appreciated that the methods and arrange 
ments described herein can be implemented , combined and 
re - arranged in a variety of ways . 
[ 0078 ] For example , embodiments may be implemented in 
hardware , or in software for execution by suitable process 
ing circuitry , or a combination thereof . 
[ 0079 ] The steps , functions , procedures , modules and / or 
blocks described herein may be implemented in hardware 
using any conventional technology , such as discrete circuit 
or integrated circuit technology , including both general 
purpose electronic circuitry and application - specific cir 
cuitry . 
[ 0080 ] Alternatively , or as a complement , at least some of 
the steps , functions , procedures , modules and / or blocks 
described herein may be implemented in software such as a 
computer program for execution by suitable processing 
circuitry such as one or more processors or processing units . 
[ 0081 ] Examples of processing circuitry includes , but is 
not limited to , one or more microprocessors , one or more 
Digital Signal Processors ( DSPs ) , one or more Central 
Processing Units ( CPUs ) , video acceleration hardware , and / 
or any suitable programmable logic circuitry such as one or 
more Field Programmable Gate Arrays ( FPGAs ) , or one or 
more Programmable Logic Controllers ( PLCs ) . 
[ 0082 ] It should also be understood that it may be possible 
to re - use the general processing capabilities of any conven 
tional device or unit in which the proposed technology is 
implemented . It may also be possible to re - use existing 
software , e.g. by reprogramming of the existing software or 
by adding new software components . 
[ 0083 ] According to an aspect of the proposed technology 
there is provided A network device 1 configured to schedule 
transmissions of multiple carriers from a single transmitting 
network node 10 ; 100 for multiple Narrow Band Internet of 
Things cells ( NB - IoT cells ) 50 , the multiple carriers com 
prising a respective cell specific anchor carrier having 

NB - IoT sub - frames allocated for the transmission of man 
datory information related to the functionality of the specific 
cell . The network device 1 is configured to schedule at least 
two cell specific anchor carriers for time interleaved trans 
missions that enables NB - IoT sub - frames belonging to dif 
ferent cell specific anchor carriers , and being allocated for 
the transmission of the mandatory information , to be trans 
mitted at non - overlapping times . 
[ 0084 ] According to an embodiment of the proposed tech 
nology there is provided a network device 1 that is config 
ured to schedule the at least two cell specific anchor carriers 
using the time interleaved transmissions by being configured 
to create a NB - IoT sub - frame structure for each of the at 
least two cell specific anchor carriers , the NB - IoT sub - frame 
structure comprising NB - IoT sub - frames allocated for the 
transmission of mandatory information , and configured to 
select , based on the created NB - IoT sub - frame structures , a 
time interleaved transmission schedule for the at least two 
cell specific anchor carriers that enables NB - IoT sub - frames 
belonging to different cell specific anchor carriers , and being 
allocated for the transmission of the mandatory information , 
to be transmitted at non - overlapping times . 
( 0085 ] Yet another embodiment of the proposed technol 
ogy provides a network device 1 that is configured to create 
an identical NB - IoT sub - frame structure for each of the at 
least two cell specific anchor carriers . The network device 1 
is also configured to select a time interleaved transmission 
schedule for the at least two cell specific anchor carriers 
based on a time offset parameter specifying the time offset 
between the transmission of the at least two cell specific 
anchor carriers . The time offset parameter being selected to 
ensure that at least the NB - IoT sub - frames belonging to 
different cell specific anchor carriers , and being allocated for 
the transmission of mandatory information , are transmitted 
at non - overlapping times . 
[ 0086 ] According to yet another embodiment of the pro 
posed technology there is provided a network device 1 that 
is further configured to create a NB - IoT sub - frame configu 
ration based on a time window parameter specifying the 
length of the transmission window and on at least one of the 
following parameters : 
a periodicity parameter , specifying how the transmission 
window is repeated in time ; and a parameter indicating the 
frequency with which mandatory information are to be 
transmitted in each transmission window . 
[ 0087 ] A particular embodiment of the proposed technol 
ogy provides a network device 1 that is configured to select 
a time interleaved transmission schedule for the at least two 
cell specific anchor carriers that enables time periodically 
repeating NB - IoT sub - frames belonging to different cell 
specific anchor carriers , and being allocated for the trans 
mission of the mandatory information , to be transmitted at 
non - overlapping times . 
[ 0088 ] By way of example , the proposed technology pro 
vides an embodiment of a network device 1 wherein the 
mandatory information to be transmitted at non - overlapping 
times is transmitted with Orthogonal Frequency - Division 
Multiplexing modulated , OFDM modulated , signals having 
a non - Gaussian Peak to Average Power profile , PAPR pro 
file . 
[ 0089 ] Still another embodiment of the proposed technol 
ogy provides a network device 1 wherein the mandatory 
information to be transmitted at non - overlapping times is 
comprised in at least one of the following : 

? 
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a Narrowband Primary Synchronization Signals , NPSS ; 
a Narrowband Secondary Synchronization Signals , NSSS ; 
[ 0090 ] a Master information block transmitted over the 
Narrowband Physical Broadcast Channel , NPBCH ; 
a System information block transmitted over the Narrow 
band Physical Downlink Shared Channel , NPDSCH . 
[ 0091 ] It may in particular be comprised in System infor 
mation block 1 , as was described earlier but there are also 
possible to provide the information in other System Infor 
mation Blocks , referred to generally as SIB - X such as SIB - X 
where X = 2 , 3 , 4 , 5 , 14 , 15 , 16 , 20 , 22 , 23. All SIBs are 
transmitted over the Narrowband Physical Downlink Shared 
Channel , NPDSCH . 
[ 0092 ] Yet another embodiment of the proposed technol 
ogy provides a network device 1 wherein the multi carriers 
further comprises non - anchor carriers having NB - IoT sub 
frames dedicated to transmissions of data communication , 
and wherein the network device 1 is configured to select , for 
at least two one non - anchor carrier , a NB - IoT sub - frame 
configurations whereby transmissions in a subset of the 
NB - IoT sub - frames is allowed and transmissions in the 
remaining set of the NB - IoT sub - frames is prohibited . The 
network device 1 is also configured to schedule the at least 
one non - anchor carrier for time interleaved transmissions 
whereby at least the selected subset of NB - IoT sub - frames , 
in which transmissions are allowed , are transmitted at non 
overlapping times with the sub - frames of the at least two cell 
specific anchor carriers that are allocated for the transmis 
sion of the mandatory information . 
[ 0093 ] The proposed technology provides in addition an 
embodiment wherein the network device 1 comprises com 
munication circuitry 110 and is configured to initiate a 
transmission of at least the scheduled cell specific anchor 
carriers . 
[ 0094 ] The proposed technology also provides a network 
device 1 , wherein the network device 1 comprises commu 
nication circuitry 110 and is furthered configured to initiate 
a transmission of at least one non - anchor carrier based on the 
scheduled time interleaved transmission of the at least one 
non - anchor carrier . 
[ 0095 ] In the embodiments discussed transmission of 
mandatory information on different anchor carriers is made 
on non - overlapping sub - frames . However , in a network 
node transmitting a high number of anchor carriers it might 
not be possible to transmit the mandatory information in 
non - overlapping sub - frames for all anchor carriers . Its trans 
mission should then be distributed over the sub - frames 
evenly . 
[ 0096 ] Yet another embodiment of the proposed network 
device 1 is illustrated in FIG . 10. The network device 1 
comprises communication circuitry 130 and the network 
device is furthered configured to initiate a transmission of 
the non - anchor carriers . The communication circuit 130 may 
include functions for wired and / or wireless communication 
with other devices and / or network nodes in the network . In 
a particular example , the communication circuit 130 may be 
based on radio circuitry for communication with one or 
more other nodes , including transmitting and / or receiving 
information . The communication circuit 130 may in turn be 
interconnected to the processor 110 and / or memory 120. The 
communication circuit 230 may be interconnected to the 
hardware circuitry 210 and / or REG / MEM 220. By way of 
example , the communication circuit 130 ; 230 may include 

any of the following : a receiver , a transmitter , a transceiver , 
input / output ( 1/0 ) circuitry , input port ( s ) and / or output port 
( s ) . 
[ 0097 ] The network device 1 is , according to a possible 
embodiment , comprised in a single transmitting network 
node 10 ; 100. This embodiment is schematically illustrated 
in FIG . 11B . 
[ 0098 ] The network device 1 may , according to a particu 
lar embodiment , be comprised in a transmitting network 
node 10 ; 100 that is a network node 10 in a terrestrial 
network , or a satellite 100 in a non - terrestrial network , 
serving the multiple NB - IoT cells . 
[ 0099 ] A particular embodiment of the proposed network 
device is illustrated in FIG . 10. The network device 1 
comprises processing circuitry 110 and memory 120 , 
wherein the memory 120 comprises instructions executable 
by the processing circuitry 110 , whereby the processing 
circuitry is operative to schedule the transmissions of multi 
carriers to multiple Narrow Band Internet of Things cells , 
NB - IoT cells . 
[ 0100 ] FIG . 11A is a schematic block diagram illustrating 
another example of a network device 1 , based on a hardware 
circuitry implementation according to an embodiment . Par 
ticular examples of suitable hardware circuitry 210 include 
one or more suitably configured or possibly reconfigurable 
electronic circuitry , e.g. Application Specific Integrated Cir 
cuits ( ASICs ) , Field Programmable Gate Arrays ( FPGAs ) , 
or any other hardware logic such as circuits based on 
discrete logic gates and / or flip - flops interconnected to per 
form specialized functions in connection with suitable reg 
isters ( REG ) and / or memory units ( MEM ) 220 . 
[ 0101 ] It is also possible to provide a solution based on a 
combination of hardware and software . The actual hard 
ware - software partitioning can be decided by a system 
designer based on a number of factors including processing 
speed , cost of implementation and other requirements . 
[ 0102 ] FIG . 12 is a schematic diagram illustrating an 
example of a computer - implementation 400 according to an 
embodiment . In this particular example , at least some of the 
steps , functions , procedures , modules and / or blocks 
described herein are implemented in a computer program 
425 ; 435 , which is loaded into the memory 420 for execution 
by processing circuitry including one or more processors 
410. The processor ( s ) 410 and memory 420 are intercon 
nected to each other to enable normal software execution . 
An optional input / output device 440 may also be intercon 
nected to the processor ( s ) 410 and / or the memory 420 to 
enable input and / or output of relevant data such as input 
parameter ( s ) and / or resulting output parameter ( s ) . 
[ 0103 ] The term “ processor should be interpreted in a 
general sense as any system or device capable of executing 
program code or computer program instructions to perform 
a particular processing , determining or computing task . 
[ 0104 ] The processing circuitry including one or more 
processors 410 is thus configured to perform , when execut 
ing the computer program 425 , well - defined processing 
tasks such as those described herein . 
[ 0105 ] The processing circuitry does not have to be dedi 
cated to only execute the above - described steps , functions , 
procedure and / or blocks , but may also execute other tasks . 
[ 0106 ] In a particular embodiment , there is provided a 
computer program 425 ; 435 for scheduling transmissions of 
multiple carriers from a single transmitting network node 
10 ; 100 for multiple Narrow Band Internet of Things ( NB 
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IoT ) cells , 50. The multiple carriers comprising a respective 
cell specific anchor carrier having NB - IoT sub - frames allo 
cated for the transmission of mandatory information related 
to the functionality of the specific cell , wherein the computer 
program 425 ; 435 comprises instructions , which when 
executed by at least one processor 410 , cause the at least one 
processor 410 to schedule at least two cell specific anchor 
carriers using time interleaved transmissions that enables 
NB - IoT sub - frames belonging to different cell specific 
anchor carriers and being allocated for the transmission of 
the mandatory information to be transmitted at non - over 
lapping times . 
[ 0107 ] The proposed technology also provides a carrier 
comprising the computer program , wherein the carrier is one 
of an electronic signal , an optical signal , an electromagnetic 
signal , a magnetic signal , an electric signal , a radio signal , 

microwave signal , or a computer - readable storage 
medium . 
[ 0108 ] By way of example , the software or computer 
program 425 ; 435 may be realized as a computer program 
product , which is normally carried or stored on a computer 
readable medium 420 ; 430 , in particular a non - volatile 
medium . The computer - readable medium may include one 
or more removable or non - removable memory devices 
including , but not limited to a Read - Only Memory ( ROM ) , 
a Random Access Memory ( RAM ) , a Compact Disc ( CD ) , 
a Digital Versatile Disc ( DVD ) , a Blu - ray disc , a Universal 
Serial Bus ( USB ) memory , a Hard Disk Drive ( HDD ) 
storage device , a flash memory , a magnetic tape , or any other 
conventional memory device . The computer program may 
thus be loaded into the operating memory of a computer or 
equivalent processing device for execution by the processing 
circuitry thereof . 
[ 0109 ] The network device of the proposed technology 
may be any suitable network device in the wireless com 
munication system , or a network device in connection with 
the wireless communication system . By way of example , the 
network device may be a suitable network node such a base 
station or an access point . However , the network device may 
alternatively be a cloud - implemented network device . 
[ 0110 ] It is becoming increasingly popular to provide 
computing services ( hardware and / or software ) in network 
devices such as network nodes and / or servers where the 
resources are delivered as a service to remote locations over 
a network . By way of example , this means that functionality , 
as described herein , can be distributed or re - located to one 
or more separate physical nodes or servers . The functionality 
may be re - located or distributed to one or more jointly acting 
physical and / or virtual machines that can be positioned in 
separate physical node ( s ) , i.e. in the so - called cloud . This is 
sometimes also referred to as cloud computing , which is a 
model for enabling ubiquitous on - demand network access to 
a pool of configurable computing resources such as net 
works , servers , storage , applications and general or custom 
ized services . 
[ 0111 ] The proposed technology have at least some func 
tionalities that may be handled in the cloud . It is for example 
possible to determine the particular scheduling of the time 
interleaved transmissions in the cloud or the virtual domain 
and then inform the transmitting network node of the 
decision of how the mandatory information is to be sched 
uled over time may for different anchor carriers to ensure 
that at least the mandatory information may be transmitted 
so as to avoid time overlaps during transmission . The cloud 

based functionality may also be responsible for scheduling 
the non - anchor carriers according to the scheme described 
earlier . The cloud based device may thus determine the 
potentially computation demanding scheduling scheme for 
the various embodiments that are described herein and 
provide the transmitting network node 10 ; 100 with the 
determined schedule . 
[ 0112 ] There are different forms of virtualization that can 
be useful in this context , including one or more of : 

[ 0113 ] Consolidation of network functionality into vir 
tualized software running on customized or generic 
hardware . This is sometimes referred to as network 
function virtualization . 

[ 0114 ] Co - location of one or more application stacks , 
including operating system , running on separate hard 
ware onto a single hardware platform . This is some 
times referred to as system virtualization , or platform 
virtualization . 

[ 0115 ] Co - location of hardware and / or software 
resources with the objective of using some advanced 
domain level scheduling and coordination technique to 
gain increased system resource utilization . This is 
sometimes referred to as resource virtualization , or 
centralized and coordinated resource pooling . 

[ 0116 ] By way of example , Software Defined Networking 
( SDN ) concerns the separation of the control and user plane 
of today's routers and switches . The user plane processing 
( e.g. filtering ) and packet forwarding is in most cases 
performed in hardware by a switch which is controlled by a 
( centralized ) SDN controller implemented in software . The 
SDN controller can update rules for packet processing and 
forwarding in the controlled switches e.g. using protocols 
such as OpenFlow . This makes it possible to gradually add 
more advanced functions to the network by updating the 
SDN controller . SDN can be seen as a lower level of 
separation of control and user plane compared to the sepa 
ration of control and user plane nodes between Mobility 
Management Entities ( MME ) and Serving Gateway ( S - GW ) 
in System Architecture Evolution ( SAE ) and / or Long Term 
Evolution ( LTE ) . 
[ 0117 ] There is simultaneously a trend leading to consoli 
dation of network functionality into virtualized software 
running on generic hardware in data centers . This trend is an 
operator driven forum known as Network Functions Virtu 
alization ( NFV ) and aims to take specialized functionality 
like the functions performed by the mobile packet core such 
as packet inspection , firewall services , and specialized 
packet filtering ( Quality - of - Service differentiation ) and 
implement them in software running on generic hardware 
that is configured to orchestrate the required network func 
tionality . 
[ 0118 ] Storage and processing of large amount of data 
( a.k.a. Big Data ) is becoming more and more important , 
even in real - time applications . Storing and processing of 
large and complex data from e.g. sensors and devices in the 
networked society often require distributed systems for 
analytics , collection , search , sharing , storage , transfer , ano 
nymization and virtualization . While , for instance , data 
analytics as such is not a cloud technology , its implemen 
tation often is , especially if the data handled is large . 
[ 0119 ] Distributed , large scale processing on commodity 
hardware often involves technologies for storage and pro 
cessing on clusters of commodity hardware . 
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[ 0120 ] Although it may often desirable to centralize func 
tionality in so - called generic data centers , in other scenarios 
it may in fact be beneficial to distribute functionality over 
different parts of the network . 
[ 0121 ] FIG . 13 is a schematic diagram illustrating an 
example of how the functionality of the proposed technol 
ogy can be distributed or partitioned between different 
network devices in a general case . In this example , there are 
at least two individual , but interconnected network devices , 
ND1 and ND2 , with reference numerals 610 and 620 , 
respectively , which may have different functionalities , or 
parts of the same functionality , partitioned between the 
network devices 610 and 620. There may be additional 
network devices , such as ND3 , with reference numeral 630 , 
being part of such a distributed implementation . The net 
work devices 610-630 may be part of the same wireless 
communication system , or one or more of the network 
devices may be so - called cloud - based network devices 
located outside of the wireless communication system . The 
cooperating network devices , ND1 , ND2 and ND3 , or a 
single one of these , may perform various tasks that enables 
the determination of schedule for time interleaved transmis 
sions that will ensure time interleaved transmissions of 
NB - IoT sub - frames belonging to different cell specific 
anchor carriers , and being allocated for the transmission of 
mandatory information , to be transmitted at non - overlapping 
times . 
[ 0122 ] FIG . 14 is a schematic diagram illustrating an 
example of a wireless communication system , including an 
access network 710 and / or a core network 720 and / or an 
Operations and Support System ( OSS ) , 730 in cooperation 
with one or more cloud - based network devices 740. Func 
tionality relevant for the access network 710 and / or the core 
network 720 and / or the OSS system 730 may be at least 
partially implemented for execution in a cloud - based net 
work device 740 , with suitable transfer of information 
between the cloud - based network device and the relevant 
network nodes and / or communication units in the access 
network and / or the core network and / or the OSS system . 
According to the proposed technology it is possible for a 
cloud - based network device 740 to determine a schedule for 
time interleaved transmissions that will ensure that time 
interleaved transmissions of NB - IoT sub - frames belonging 
to different cell specific anchor carriers , and being allocated 
for the transmission of mandatory information , are trans 
mitted at non - overlapping times . The cloud - based network 
device 740 may then inform the transmitting network node 
100 of the determined scheduling . The cloud - based network 
device 740 may provide the information to the transmitting 
network node 10 either directly or through functionalities in 
the core network 720 and / or the Operations and Support 
System ( OSS ) , 730 . 
[ 0123 ] A Network Device ( ND ) as described above may 
thus generally be seen as an electronic device being com 
municatively connected to other electronic devices in the 
network . By way of example , the network device may be 
implemented in hardware , software or a combination 
thereof . For example , the network device may be a special 
purpose network device or a general purpose network 
device , or a hybrid thereof . A special - purpose network 
device may use custom processing circuits and a proprietary 
operating system ( OS ) , for execution of software to provide 
one or more of the features or functions disclosed herein . It 
may in particular be suitable for the determination of a 

schedule for time interleaved transmissions that will ensure 
that time interleaved transmissions of NB - IoT sub - frames 
belonging to different cell specific anchor carriers , and being 
allocated for the transmission of mandatory information , are 
transmitted at non - overlapping times . This determined 
schedule may then be conveyed to a transmitting network 
node 10 ; 100 to enable the network node to transmit the 
anchor carriers according to the determined schedule . A 
general purpose network device may instead use common 
off - the - shelf ( COTS ) processors and a standard OS , for 
execution of software configured to provide at least the 
scheduling functions described above . 
[ 0124 ] By way of example , a special - purpose network 
device as above may include hardware comprising process 
ing or computing resource ( s ) , which typically include a set 
of one or more processors , and physical network interfaces 
( Nis ) , which sometimes are called physical ports , as well as 
non - transitory machine readable storage media having 
stored thereon software . A physical NI may be seen as 
hardware in a network device through which a network 
connection is made , e.g. wirelessly through a wireless net 
work interface controller ( WNIC ) or through plugging in a 
cable to a physical port connected to a network interface 
controller ( NIC ) . During operation , the software may be 
executed by the hardware to instantiate a set of one or more 
software instance ( s ) . Each of the software instance ( s ) , and 
that part of the hardware that executes that software 
instance , may form a separate virtual network element . 
[ 0125 ] By way of another example , a general purpose 
network device as above may for example include hardware 
comprising a set of one or more processor ( s ) , often COTS 
processors , and network interface controller ( s ) ( NICs ) , as 
well as non - transitory machine readable storage media hav 
ing stored thereon software . During operation , the processor 
( s ) executes the software to instantiate one or more sets of 
one or more applications . While one embodiment does not 
implement virtualization , alternative embodiments may use 
different forms of virtualization - for example represented 
by a virtualization layer and software containers . For 
example , one such alternative embodiment implements 
operating system - level virtualization , in which case the 
virtualization layer represents the kernel of an operating 
system ( or a shim executing on a base operating system ) that 
allows for the creation of multiple software containers that 
may each be used to execute one of a sets of applications . In 
an example embodiment , each of the software containers 
( also called virtualization engines , virtual private servers , or 
jails ) is a user space instance ( typically a virtual memory 
space ) . These user space instances may be separate from 
each other and separate from the kernel space in which the 
operating system is executed ; the set of applications running 
in a given user space , unless explicitly allowed , cannot 
access the memory of the other processes . Another such 
alternative embodiment implements full virtualization , in 
which case : 1 ) the virtualization layer represents a hypervi 
sor ( sometimes referred to as a Virtual Machine Monitor 
( VMM ) ) or the hypervisor is executed on top of a host 
operating system ; and 2 ) the software containers each rep 
resent a tightly isolated form of software container called a 
virtual machine that is executed by the hypervisor and may 
include a guest operating system . A hypervisor is the soft 
ware / hardware that is responsible for creating and managing 
the various virtualized instances and in some cases the actual 
physical hardware . The hypervisor manages the underlying 
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resources and presents them as virtualized instances . What 
the hypervisor virtualizes to appear as a single processor 
may actually comprise multiple separate processors . From 
the perspective of the operating system , the virtualized 
instances appear to be actual hardware components . 
[ 0126 ] A virtual machine is a software implementation of 
a physical machine that runs programs as if they were 
executing on a physical , non - virtualized machine ; and appli 
cations generally do not know they are running on a virtual 
machine as opposed to running on a “ bare metal ” host 
electronic device , though some systems provide para - virtu 
alization which allows an operating system or application to 
be aware of the presence of virtualization for optimization 
purposes . 
[ 0127 ] The instantiation of the one or more sets of one or 
more applications as well as the virtualization layer and 
software containers if implemented , are collectively referred 
to as software instance ( s ) . Each set of applications , corre 
sponding software container if implemented , and that part of 
the hardware that executes them ( be it hardware dedicated to 
that execution and / or time slices of hardware temporally 
shared by software containers ) , forms a separate virtual 
network element ( s ) . 
[ 0128 ] The virtual network element ( s ) may perform simi 
lar functionality compared to Virtual Network Element ( s ) 
( VNEs ) . This virtualization of the hardware is sometimes 
referred to as Network Function Virtualization ( NFV ) ) . 
Thus , NFV may be used to consolidate many network 
equipment types onto industry standard high volume server 
hardware , physical switches , and physical storage , which 
could be located in data centers , NDs , and Customer Prem 
ise Equipment ( CPE ) . However , different embodiments may 
implement one or more of the software container ( s ) differ 
ently . For example , while embodiments are illustrated with 
each software container corresponding to a VNE , alternative 
embodiments may implement this correspondence or map 
ping between software container - VNE at a finer granularity 
level ; it should be understood that the techniques described 
herein with reference to a correspondence of software con 
tainers to VNEs also apply to embodiments where such a 
finer level of granularity is used . 
[ 0129 ] According to yet another embodiment , there is 
provided a network device that is configured to determine a 
schedule for time interleaved transmissions that will ensure 
that time interleaved transmissions of NB - IoT sub - frames 
belonging to different cell specific anchor carriers , and being 
allocated for the transmission of mandatory information , are 
transmitted at non - overlapping times . The network device is , 
in this embodiment , a hybrid network device . A hybrid 
network device includes both custom processing circuitry / 
proprietary OS and COTS processors / standard OS in a 
network device , e.g. in a card or circuit board within a 
network device ND . In certain embodiments of such a 
hybrid network device , a platform Virtual Machine ( VM ) , 
such as a VM that implements functionality of a special 
purpose network device , could provide for para - virtualiza 
tion to the hardware present in the hybrid network device . 
This network device may , as in the earlier described embodi 
ments , be configured to convey the determined schedule to 
a transmitting network node 10 ; 100 . 
[ 0130 ] The embodiments described above are merely 
given as examples , and it should be understood that the 
proposed technology is not limited thereto . It will be under 
stood by those skilled in the art that various modifications , 

combinations and changes may be made to the embodiments 
without departing from the present scope as defined by the 
appended claims . In particular , different part solutions in the 
different embodiments can be combined in other configura 
tions , where technically possible . 

1-27 . ( canceled ) 
28. A method for scheduling transmissions of multiple 

carriers from a single transmitting network node for multiple 
Narrow Band Internet of Things ( NB - IoT ) cells , the multiple 
carriers comprising a respective cell specific anchor carrier 
having NB - IoT sub - frames allocated for the transmission of 
mandatory information related to the functionality of the 
specific cell , the method comprising : 

scheduling at least two cell specific anchor carriers using 
time interleaved transmissions that enables NB - IoT 
sub - frames belonging to different cell specific anchor 
carriers , and being allocated for the transmission of the 
mandatory information , to be transmitted at non - over 
lapping times . 

29. The method of claim 28 , wherein the scheduling 
comprises : 

creating a NB - IoT sub - frame structure for the at least two 
cell specific anchor carriers , the NB - IoT sub - frame 
structure comprising NB - IoT sub - frames allocated for 
the transmission of mandatory information , and 

selecting , based on the created NB - IoT sub - frame struc 
tures , a time interleaved transmission schedule for the 
at least two anchor carriers that enables NB - IoT sub 
frames belonging to different cell specific anchor car 
riers , and being allocated for the transmission of the 
mandatory information , to be transmitted at non - over 
lapping times . 

30. The method of claim 29 : 
wherein the creating the NB - IoT sub - frame structure 

comprises providing each of the at least two cell 
specific anchor carriers with an identical NB - IoT sub 
frame structure ; and 

wherein the selecting a time interleaved transmission 
schedule for the at least two cell specific anchor carriers 
is based on a time offset parameter specifying a time 
offset between the transmission of the at least two cell 
specific anchor carriers , the time offset parameter being 
selected to ensure that at least the NB - IoT sub - frames 
belonging to different cell specific anchor carriers , and 
being allocated for the transmission of mandatory 
information , are transmitted at non - overlapping times . 

31. The method of claim 29 , wherein the creating the 
NB - IoT sub - frame structure is based on a time window 
parameter specifying a length of a transmission window for 
the cell specific anchor carriers and : 

a periodicity parameter , specifying how the transmission 
window is repeated in time ; and / or 

a parameter indicating the frequency with which manda 
tory information are to be transmitted in each trans 
mission window . 

32. The method of claim 31 , wherein the selecting a time 
interleaved transmission schedule for the at least two anchor 
carriers comprises selecting a time interleaved transmission 
schedule that enables time periodically repeating NB - IoT 
sub - frames belonging to different cell specific anchor carri 
ers , and being allocated for the transmission of the manda 
tory information , to be transmitted at non - overlapping times . 

33. The method of claim 28 , wherein the mandatory 
information to be transmitted at non - overlapping times is 
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transmitted with Orthogonal Frequency - Division Multiplex 
ing ( OFDM ) modulated signals having a non - Gaussian Peak 
to Average Power profile . 

34. The method of claim 28 , wherein the mandatory 
information to be transmitted at non - overlapping times is 
comprised in : 

Narrowband Primary Synchronization Signals ; 
Narrowband Secondary Synchronization Signals ; 
Master information block transmitted over a Narrowband 

Physical Broadcast Channel ; 
System information block transmitted over a Narrowband 

Physical Downlink Shared Channel . 
35. The method of claim 28 : 
wherein the multiple carriers further comprise non - anchor 

carriers having NB - IoT sub - frames dedicated to trans 
missions of data communication ; 

wherein the method further comprises : 
selecting , for at least one non - anchor carrier , a NB - IoT 

sub - frame configuration whereby transmissions in a 
subset of the NB - IoT sub - frames is allowed and 
transmissions in the remaining set of the NB - IoT 
sub - frames is prohibited ; and 

scheduling the at least one non - anchor carrier for time 
interleaved transmissions whereby at least the 
selected subset of NB - IoT sub - frames , in which 
transmissions are allowed , are transmitted at non 
overlapping times with the sub - frames of the at least 
two cell specific anchor carriers that are allocated for 
the transmission of the mandatory information . 

36. The method of claim 28 , further comprising initiating 
a transmission of at least the cell specific anchor carriers 
based on the scheduled time interleaved transmission . 

37. The method of claim 35 , further comprising : 
initiating a transmission of at least the cell specific anchor 

carriers based on the scheduled time interleaved trans 
mission ; 

wherein the initiating the transmission comprises initiat 
ing a transmission of the at least one non - anchor carrier 
based on the scheduled time interleaved transmission of 
the at least one non - anchor carrier . 

38. The method of claim 28 , wherein the method is 
performed by a network device . 

39. The method of claim 38 , wherein the network device 
is comprised in the single transmitting network node . 

40. The method of claim 39 , wherein the single transmit 
ting network node is a network node in a terrestrial network , 
or a satellite in a non - terrestrial network , serving the mul 
tiple NB - IoT cells . 

41. A network device configured to schedule transmis 
sions of multiple carriers from a single transmitting network 
node for multiple Narrow Band Internet of Things cells 
( NB - IoT cells ) , the multiple carriers comprising a respective 
cell specific anchor carrier having NB - IoT sub - frames allo 
cated for the transmission of mandatory information related 
to the functionality of the specific cell ; the network device 
comprising : 

processing circuitry ; 
memory containing instructions executable by the pro 

cessing circuitry whereby the network device is opera 
tive to : 
schedule at least two cell specific anchor carriers for 

time interleaved transmissions that enables NB - IoT 
sub - frames belonging to different cell specific 

anchor carriers , and being allocated for the transmis 
sion of the mandatory information , to be transmitted 
at non - overlapping times . 

42. The network device of claim 41 , wherein the instruc 
tions are such that the network device is operative to : 

create a NB - IoT sub - frame structure for each of the at 
least two cell specific anchor carriers , the NB - IoT 
sub - frame structure comprising NB - IoT sub - frames 
allocated for the transmission of mandatory informa 
tion ; and 

select , based on the created NB - IoT sub - frame structures , 
a time interleaved transmission schedule for the at least 
two cell specific anchor carriers that enables NB - IoT 
sub - frames belonging to different cell specific anchor 
carriers , and being allocated for the transmission of the 
mandatory information , to be transmitted at non - over 
lapping times . 

43. The network device of claim 42 , wherein the instruc 
tions are such that the network device is operative to : 

create an identical NB - IoT sub - frame structure for each of 
the at least two cell specific anchor carriers ; and 

select a time interleaved transmission schedule for the at 
least two cell specific anchor carriers based on a time 
offset parameter specifying a time offset between the 
transmission of the at least two cell specific anchor 
carriers , the time offset parameter being selected to 
ensure that at least the NB - IoT sub - frames belonging to 
different cell specific anchor carriers , and being allo 
cated for the transmission of mandatory information , 
are transmitted at non - overlapping times . 

44. The network device of claim 42 , wherein the instruc 
tions are such that the network device is operative to create 
a NB - IoT sub - frame configuration based on a time window 
parameter specifying the length of the transmission window 
and : 

a periodicity parameter , specifying how the transmission 
window is repeated in time ; and / or 

a parameter indicating the frequency with which manda 
tory information are to be transmitted in each trans 
mission window . 

45. The network device of claim 44 , wherein the instruc 
tions are such that the network device is operative to select 
a time interleaved transmission schedule for the at least two 
cell specific anchor carriers that enables time periodically 
repeating NB - IoT sub - frames belonging to different cell 
specific anchor carriers , and being allocated for the trans 
mission of the mandatory information , to be transmitted at 
non - overlapping times . 

46. The network device of claim 41 , wherein the manda 
tory information to be transmitted at non - overlapping times 
is transmitted with Orthogonal Frequency - Division Multi 
plexing ( OFDM ) modulated signals having a non - Gaussian 
Peak to Average Power profile . 

47. A non - transitory computer readable recording medium 
storing a computer program product for controlling a net 
work device for scheduling transmissions of multiple carri 
ers from a single transmitting network node for multiple 
Narrow Band Internet of Things cells ( NB - IoT cells ) , the 
multiple carriers comprising a respective cell specific anchor 
carrier having NB - IoT sub - frames allocated for the trans 
mission of mandatory information related to the function 
ality of the specific cell ; the computer program product 
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comprising program instructions which , when run on pro 
cessing circuitry of the network device , causes the network 
device to : 

schedule at least two cell specific anchor carriers for time 
interleaved transmissions that enables NB - IoT sub 
frames belonging to different cell specific anchor car 
riers , and being allocated for the transmission of the 
mandatory information , to be transmitted at non - over 
lapping times . 


