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METHOD FOR AUTOMATICALLY
GENERATING BLANK FILLING QUESTION
AND RECORDING MEDIUM DEVICE FOR
RECORDING PROGRAM FOR EXECUTING
SAME

TECHNICAL FIELD

[0001] The present invention relates to a language process-
ing technology, and more particularly to a method for auto-
matically generating a blank filling question and a recording
medium on which a program for executing the same is
recorded.

BACKGROUND ART

[0002] A cloze test is a test in which a correct vocabulary
word for a given sentence is selected, viewing vocabulary
words having similar meaning as the selected correct vocabu-
lary word are generated, and a sentence having a blank in a
position for the correct vocabulary word is provided to a user
together with the selected correct vocabulary word and the
viewing vocabulary words. The cloze test is used for foreign
language education or for evaluating foreign language abili-
ties.

[0003] The cloze test was originated from a Gestalt theory,
which is a theory based on that a human has an unconscious
psychology of filling a broken part or a blank space of an
object when the human observes a shape of the object. Also,
according to the theory, as a human is more familiar with an
object, the human can identify the object more easily. The
Gestalt theory was applied to language education whereby
the theory has been developed to a learning theory that better
linguistic ability gives better blank filling ability. Also, the
cloze test has been introduced based on the theory.

[0004] The first cloze test was developed by Taylor in 1952
for use of evaluating difficulty in reading, and widely distrib-
uted by John Oiler in 1971. Until now, it has been widely used
for foreign language ability testing or education of foreign
languages.

[0005] However, traditional methods for generating blank
filling questions simply enumerate the predetermined num-
ber of viewing vocabulary words having similar meaning as a
correct vocabulary word from a vocabulary word database.
Since the viewing vocabulary words generated in such the
manner may be too evidently incorrect vocabulary words as
compared to the correct vocabulary word, they may be not
suitable for the foreign language ability testing or foreign
language education. Thus, there is inconvenience that addi-
tional processing on the generated blank filling question
should be required.

DISCLOSURE

Technical Problem

[0006] The purpose of the present invention for resolving
the above-described problems is to provide a method for
automatically generating blank filling questions which can
improve effectiveness of foreign language ability testing and
foreign language education.

[0007] Also, another purpose of the present invention is to
provide a recording medium on which a program code for
executing the method of automatically generating blank fill-
ing questions is recorded.
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Technical Solution

[0008] Insomeexample embodiments of the present inven-
tion, a method for automatically generating a blank filling
question, performed in a digital information processing appa-
ratus, may comprise selecting a correct word according to
preset criteria from an input sentence; acquiring a plurality of
first words from a vocabulary database such that a relation-
ship between the selected correct word and each of the plu-
rality of first words satisfies a preset first criterion; acquiring
a plurality of second words from the plurality of first words
such that a relationship between the input sentence and each
of the plurality of second words satisfies a preset second
criterion; and acquiring one or more viewing words satisfying
a preset third criterion from the plurality of second words by
using a relationship between each of the plurality of second
words and the input sentence and a relationship between each
of' the plurality of second words and the correct word.
[0009] Here, the acquiring a plurality of first words may
comprise calculating at least one similarity for each word of
the vocabulary database by comparing the correct word and
each word of the vocabulary database; calculating first simi-
larities for each word of the vocabulary database by using one
or more of the at least one similarity; and acquiring a plurality
ofwords whose first similarities satisfy a preset criterion from
the vocabulary database as the plurality of first words.
[0010] Here, in the calculating at least one similarity, each
word in the vocabulary database may be compared with the
correct word so that semantic similarity, phonetic similarity,
and spelling similarity for the each word are calculated.
[0011] Here, the acquiring a plurality of second words from
the plurality of first words may comprise calculating a simi-
larity of each word of the plurality of first words to the input
sentence as a second similarity of each word of the plurality of
first words by comparing each of the plurality of first words
with the input sentence; and comparing the second similarity
of each of the plurality of first words with a predetermined
threshold, and acquiring a plurality of words whose second
similarities satisfy a predetermined threshold as the plurality
of'second words from the plurality of first vocabulary words.
[0012] Here, the second similarity may be calculated by
applying first weighting values for adjusting selection of the
plurality of second words to the similarity between the input
sentence and each of the plurality of first words.

[0013] Here, the acquiring one or more viewing words may
comprise generating a distributed semantic matrix satisfying
a first predetermined criterion based on at least one vocabu-
lary database and at least one text database; generating a S
row vector which has a same column size and same column
indexes as the distributed semantic matrix and satisfies a
second predetermined criterion for words except the correct
word in the input sentence; calculating input sentence simi-
larities of the respective plurality of second words by using
the S row vector, calculating correct word similarities of the
respective plurality of second words by using the distributed
semantic matrix; calculating third similarities of the respec-
tive plurality of second words based on the input sentence
similarities of the respective plurality of second words and the
correct word similarities of the respective plurality of second
words; and acquiring, as the one or more view words, words
whose third similarities satisfy a third predetermined crite-
rion from the plurality of second words.

[0014] Here, in the calculating input sentence similarities
of'the respective plurality of second words, row vectors of the
distributed semantic matrix corresponding to the respective
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plurality of second words and the S row vector are used to
calculate the input sentence similarities of the respective plu-
rality of second words.

[0015] Here, in the calculating correct word similarities of
the respective plurality of second words, row vectors of the
distributed semantic matrix corresponding to the respective
plurality of second words and a row vector of the distributed
semantic matrix corresponding to the correct word are used to
calculate the correct word similarities of the respective plu-
rality of second words.

[0016] Here, in the calculating third similarities of the
respective plurality of second words, the third similarities are
calculated by respectively applying second weighting values
for adjusting influences that each of the input sentence simi-
larities and the correct word similarities cause on the third
similarities to the input sentence similarities and the correct
word similarities.

[0017] Inother example embodiments of the present inven-
tion, a computer-readable recording medium on which a pro-
gram which can be read out by a digital processing apparatus
and in which a method for automatically generating a blank
filling question is implemented is recorded may be provided.
Also, the program may execute a step of selecting a correct
word according to preset criteria from an input sentence; a
step of acquiring a plurality of first words from a vocabulary
database such that a relationship between the selected correct
word and each of the plurality of first words satisfies a preset
first criterion; a step of acquiring a plurality of second words
from the plurality of first words such that a relationship
between the input sentence and each of the plurality of second
words satisfies a preset second criterion; and a step of acquir-
ing one or more viewing words satisfying a preset third cri-
terion from the plurality of second words by using a relation-
ship between each of the plurality of second words and the
input sentence and a relationship between each of the plural-
ity of second words and the correct word.

Advantageous Effects

[0018] According to the above-described method for auto-
matically generating a blank filling question and a recording
medium storing the program for executing the method, a
correct word is compared to each word in a vocabulary data-
base, and semantic similarities, phonetic similarities, and
spelling similarities of respective words in the vocabulary
database to the correct word are calculated. Then, at least one
of'the calculated similarities is used for extracting a plurality
of first words among the words in the vocabulary database.
Then, second similarities of the plurality of first words which
are similarities of the respective first words to the input sen-
tence and calculated as probability values are compared with
athreshold, and a plurality of second words are acquired from
the plurality of first words. Also, a distributed semantic matrix
and a S row vector are generated based on one or more
vocabulary databases and one or more text databases. Then,
based on the generated distributed semantic matrix and the
generated S row vector, input sentence similarities of the
respective second words to the input sentence and correct
word similarities of the respective second words to the correct
word are calculated. Then, based on the input sentence simi-
larities and the correct word similarities, third similarities of
the respective second words are calculated and used to
acquire one or more viewing words from the plurality of
second words.
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[0019] Therefore, candidate viewing words having lower
relevance to the correct word are filtered such that a blank
filling question can be efficiently generated. Through this,
necessity of regenerating the blank filling question can be
reduced.

[0020] Also, relations between viewing words and the cor-
rect word are not restricted to the semantic similarities, the
phonetic similarities, and the spelling similarities. All prop-
erties which the correct word can have, such as antonyms,
standard languages, examples, refined words, and examples,
can be applied to the filtering of the viewing words.

[0021] Also, without being restricted to a specific language,
if vocabulary databases and text databases whose target lan-
guages are same as a language of an input sentence are pre-
pared, blank filling questions for various languages can be
generated.

DESCRIPTION OF DRAWINGS

[0022] FIG. 1is a flow chart illustrating a method for auto-
matically generating a blank filling question according to an
exemplary embodiment of the present invention.

[0023] FIG. 2 is a flow chart for explaining a procedure of
acquiring a plurality of first words illustrated in FIG. 1 in
detail.

[0024] FIG. 3 is a flow chart illustrating a procedure of
acquiring a plurality of second words of FIG. 1 specifically.

[0025] FIG. 4 is a flow chart illustrating the procedure of
acquiring one or more viewing words of FIG. 1 in detail.

BEST MODE

[0026] The present invention may be variously modified
and may include various embodiments. However, particular
embodiments are exemplarily illustrated in the drawings and
will be described in detail.

[0027] However, it should be understood that the particular
embodiments are not intended to limit the present disclosure
to specific forms, but rather the present disclosure is meant to
cover all modification, similarities, and alternatives which are
included in the spirit and scope of the present disclosure. Like
reference numerals refer to like elements throughout the
description of the drawings.

[0028] The terminology used herein is for the purpose of
describing particular embodiments only and is not intended to
be limiting of the invention. As used herein, the singular
forms “a,” “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises,”
“comprising,” “includes” and/or “including,” when used
herein, specity the presence of stated features, integers, steps,
operations, elements, and/or components, but do not preclude
the presence or addition of one or more other features, inte-
gers, steps, operations, elements, components, and/or groups
thereof.

[0029] Unless otherwise defined, all terms (including tech-
nical and scientific terms) used herein have the same meaning
as commonly understood by one of ordinary skill in the art to
which this invention belongs. It will be further understood
that terms, such as those defined in commonly used dictio-
naries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant art
and will not be interpreted in an idealized or overly formal
sense unless expressly so defined herein.
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[0030] Hereinafter, preferred exemplary embodiments
according to the present disclosure will be explained in detail.
For easiness of understanding, same reference numbers will
beused for same components in accompanying drawings, and
redundant explanation of same components will be omitted.
[0031] Also, a method for automatically generating a blank
filling question according to an exemplary embodiment of the
present disclosure, which will be described hereinafter, may
be implemented as a software program, and an information
processing apparatus capable of processing digital signals
may read the software program and execute the same. Here,
the information processing apparatus may be at least one of
various apparatuses such as a computer, a laptop computer, a
smartphone, a pad-type terminal, etc. Hereinafter, for conve-
nience of explanation, the information processing apparatus
may be referred to as ‘computer’. However, the method
according to the present disclosure may be executed by not
only a computer but also one of various apparatuses having
capability of digital signal processing. Also, a method for
automatically generating a blank filling question according to
an exemplary embodiment of the present disclosure may be
implemented as one or more hardware chips.

[0032] FIG.1is aflow chart illustrating a method for auto-
matically generating a blank filling question according to an
exemplary embodiment of the present invention. FIG. 1
briefly illustrates a complete procedure of the method for
automatically generating a blank filling question.

[0033] Hereinafter, the method according to an exemplary
embodiment of the present invention will be explained.
[0034] Referring to FIG. 1, a computer may select at least
one correct word from an input sentence according to preset
criteria (S100). For example, if a sentence “According to the
information board at the city bus terminal, buses bound for
Orchard Road, and Bridgeway Park are scheduled to depart
every hour” is given, a word “scheduled” may be selected as
the correct word based on the preset criteria. According to
exemplary embodiments, the input sentence may be inputted
in various manners. For example, the input sentence may be
selected from a text database or from a plurality of sentences
stored in the computer. Also, the input sentence may be input-
ted by using a user interface through a wireless network or a
wire network. However, the input method of the input sen-
tence may not be restricted to the above-described methods,
and any known methods can be used for inputting the input
sentence. Also, the preset criteria may be predetermined con-
ditions. For example, at least one of a conditional random
field (CRF) manner, a linear-chain CRFs manner, a general
CRF's manner, a hidden-state CRFs manner, a first-order and
second-order Markov CRFs manner, a first restricted linear-
chain CRFs manner, and any other predetermined manner
may be used as the predetermined conditions.

[0035] Alternatively, a user interface such as a menu screen
may be provided for setting the preset criteria, and a user may
configure the preset criteria by using the user interface.
[0036] However, the conditions used for selecting the cor-
rect word from the input sentence may not be restricted to the
above-described manners.

[0037] Forexample, without using the preset criteria, a user
interface for the user to directly select the correct word from
the input sentence may be provided to the user, and the user
may directly select the correct word.

[0038] Re-referring to FIG. 1, after the correct word is
selected from the input sentence in the step S100 as described
above, the computer may acquire a plurality of first words
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according to first similarities based on a preset criterion
(S110). Here, the selected correct word may be compared
with respective words included in a vocabulary database to
calculate first similarities between respective words and the
correct word. Then, the plurality of first words may be
acquired from words in the vocabulary database whose first
similarities satisfy the preset criterion. For example, the com-
puter may compare the correct word “scheduled” selected
from the input sentence with respective words in the vocabu-
lary database, and acquire words having higher first similari-
ties (e.g., {fare, plan, program, docket, time, book} in the
vocabulary database) as the plurality of first words.

[0039] Also, the computer may further perform a step of
converting word classes of the acquired plurality of first
words into a word class of the correct word. For example, the
computer may convert the acquired words {fare, plan, pro-
gram, docket, time, book} to {fared, planned, programmed,
docketed, timed, booked} such that the converted words have
the same word classes as that ofthe correct word “scheduled”.

[0040] Then, the computer may acquire a plurality of sec-
ond words from the plurality of first words according to
second similarities of the plurality of first words (S120). Here,
the computer may calculate similarities of the respective first
words as probability values of the respective first words,
assign the calculated probability values as the second simi-
larities of the respective first words, and acquire a plurality of
second words based on results of comparison between the
second similarities and a preset criterion. For example, the
computer may remove (programmed, timed) whose second
similarities do not satisfy the preset criterion from the plural-
ity of first words (fared, planned, programmed, docketed,
timed, booked), and acquire the remaining words (fared,
planned, docketed, booked) as the plurality of second words.

[0041] Then, the computer may acquire one or more view-
ing words from the plurality of second words according to
third similarities of the respective second words (S130). Here,
the computer may calculate third similarities of the respective
second words based on similarities between the input sen-
tence and the respective second words and similarities
between the correct word and the respective second words,
and acquire the one or more viewing words from the plurality
of'second words based on third similarities of the plurality of
second words. For example, the computer may acquire one or
more viewing words {fared, planned, booked} from the plu-
rality of second words {fared, planned, docketed, booked}
based on third similarities of the plurality of second words.

[0042] Then, the computer may generate a blank filling
question with the acquired viewing words, the correct word,
and a question sentence having a blank in a position of the
correct word (S140). For example, the computer may con-
struct a blank filling question by generating the question
sentence ‘According to the information board at the city bus
terminal, buses bound for Orchard Road, and Bridgeway Park
are to depart every hour.” from the input sentence, and pro-
viding “a) fared b) planned c¢) booked d) scheduled” as the
viewing words and the correct word.

[0043] FIG. 2 is a flow chart for explaining a procedure of
acquiring a plurality of first words illustrated in FIG. 1 in
detail. That is, FIG. 2 specifically illustrates the step of acquir-
ing the plurality of first words from a vocabulary database.

[0044] Hereinafter, the step of acquiring the plurality of
first words will be explained more specifically by referring to
FIG. 2.
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[0045] Referring to FIG. 2, the computer may compare the
selected correct word with respective words in the vocabulary
database, thereby calculating semantic similarities of respec-
tive words in the vocabulary database, which mean similari-
ties between meaning of the correct word and meanings of
respective words in the vocabulary database (S111).

[0046] Also, the computer may compare the selected cor-
rect word with respective words in the vocabulary database,
thereby calculating phonetic similarities of respective words
in the vocabulary database, which mean similarities between
pronunciation of the correct word and pronunciations of
respective words in the vocabulary database (S112).

[0047] Also, the computer may compare the selected cor-
rect word with respective words in the vocabulary database,
thereby calculating spelling similarities of respective words
in the vocabulary database, which mean similarities between
spelling of the correct word and spelling of respective words
in the vocabulary database (S113).

[0048] Although it is explained that the computer sequen-
tially performs the step of calculating semantic similarity
(S11), the step of calculating phonetic similarity (S112), and
the step of calculating spelling similarity (S113) in FIG. 2, it
is only for convenience of explanation. That is, the above
steps may be performed without being restricted to the above
sequence. For example, the steps S111, S112, and S113 may
be performed simultaneously, or may be performed with their
sequences being altered.

[0049] Meanwhile, the semantic similarity of each of
words in the vocabulary database may be calculated by using
abelow equation 1, the phonetic similarity of each of words in
the vocabulary database may be calculated by using a below
equation 2, and the spelling similarity of each of words in the
vocabulary database may be calculated by using a below
equation 3.

Semantic Similarity= Argmax SemanticSimilarity [Equation 1]

X| Xy

(answerWord, X)

Phonetic Similarity= Argmax PhoneticSimilarity [Equation 2]

X[ Xy,
(answerWord, X)

Spelling Similarity= Argmax ErrorPairCount [Equation 3]

X[ - Xn

(answerWord, X)

[0050] Intheequations 1,2, and 3, ‘answerWord’ means the
selected correct word, ‘X’ means respective words in the
vocabulary database, and ‘X, —X,’ may mean that the words
in the vocabulary database are sequentially inputted to the
equations 1 to 3.

[0051] Here, the computer may input respective words in
the vocabulary database to the equations 1 to 3, and compare
the correct word with each of words in the vocabulary data-
base thereby calculating similarities between the correct
word and the respective words in the vocabulary database.
That is, the computer may calculate semantic similarities of
respective words in the vocabulary database by using the
equation 1, calculate phonetic similarities of respective words
in the vocabulary database by using the equation 2, and cal-
culate spelling similarities of respective words in the vocabu-
lary database by using the equation 3.
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[0052] Re-referring to FIG. 2, after the semantic similari-
ties, the phonetic similarities, and the spelling similarities are
calculated as described above, the computer may calculate
first similarities of respective words in the vocabulary data-
base according to a preconfigured manner (S114). Here, the
preconfigured manner for calculating the first similarities
may be a manner according to the number of similarities
among the semantic similarity, the phonetic similarity, and
the spelling similarity which are used for calculating the first
similarities. For example, the computer may calculate the first
similarity of each word in the vocabulary database by using
one of the semantic similarity, the phonetic similarity, and the
spelling similarity, or calculate the first similarity of each
word in the vocabulary database by using two of the semantic
similarity, the phonetic similarity, and the spelling similarity
(e.g., {semantic similarity, phonetic similarity}, {semantic
similarity, spelling similarity }, or {phonetic similarity, spell-
ing similarity}). Alternatively, the computer may calculate
the first similarity of each word in the vocabulary database by
using all of the semantic similarity, the phonetic similarity,
and the spelling similarity.

[0053] Also, in another exemplary embodiment, the first
similarity may be calculated by summing at least two of the
semantic similarity, the phonetic similarity, and the spelling
similarity. However, the method for calculating the first simi-
larity is not restricted to the above method of summing. That
is, the first similarity may be calculated by using various
operations on the semantic similarity, the phonetic similarity,
and the spelling similarity (e.g., subtraction, multiplication,
division, etc.)

[0054] Also, the preconfigured manner for calculating the
first similarities may be configured as fixed, or may be
directly configured by a user through a user interface pro-
vided by the computer.

[0055] Re-referring to FIG. 2, the computer may select a
plurality of words from the vocabulary database which satisfy
a predetermined threshold by comparing the first similarities
calculated for respective words in the vocabulary database
with the predetermined threshold (S115). For example, the
computer may select words having first similarities higher
than the predetermined threshold from the vocabulary data-
base, or may select words having first similarities lower than
the predetermined threshold from the vocabulary database.

[0056] In the step S115, the predetermined threshold used
for the computer to select the plurality of words may be
configured as a fixed value, or may be configured by a user
through a user interface.

[0057] The computer may determine whether the selected
words satisfy a preset condition (S116). If the preset condi-
tion is not satisfied, the step S115 is repeated. For example, in
a case that the preset condition is the number of words
selected from the vocabulary database, the computer may
determine whether the number of the selected words satisfies
the preset condition (i.e., the predetermined number) in the
step S116, and then if the preset condition is not satisfied, the
step S115 may be repeated until the preset condition is satis-
fied. For example, if the preset condition indicates 10 to 20
words, the computer may perform the step S115 repeatedly
until the number of selected words belongs to the range of 10
to 20 words.

[0058] Here, the preset condition may be configured as
fixed, or may be directly configured by a user through a user
interface provided by the computer.
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[0059] If the selected words in the step S116 satisfy the
preset condition, the computer may acquire the selected
words as the plurality of first words, and convert word classes
of'the plurality of first words such that the word classes of the
plurality of first words become identical to that of the correct
word (S117).

[0060] In the procedure of acquiring the plurality of first
words illustrated in FIG. 2, meaning, pronunciation, and
spelling of the correct word are compared with those of
respective words in the vocabulary database, and the plurality
of first words are acquired based on the result of the compari-
sons. However, exemplary embodiments according to the
present invention are not restricted to the exemplary embodi-
ment illustrated in FIG. 2. That is, in order to acquire the
plurality of first words, a relation with respect to any proper-
ties such as antonyms, standard languages, examples, dialect
which words can have may be used.

[0061] Also, in yet another exemplary embodiment, words
whose first similarities have the smallest values (i.e., words
having converse relations with the correct word) may be
acquired as some of the plurality of first words, and the blank
filling question may be generated.

[0062] Also, as the vocabulary database which can be used
in the exemplary embodiments, “The CMU pronouncing Dic-
tionary of American English”, “WordNet”, “MRC Psychol-
inguistic Database”, “Dante”, “British National Corpus”,
“Celex”, “The Verb Semantics Ontology Project” or “Twitter
Current English Lexicon” may be used. However, without
being restricted to the above databases, various vocabulary
databases may be used. Also, without being restricted to a
specific language (such as English), blank filling questions
can be generated for any kind of languages if an input sen-
tence and a vocabulary database suitable for a language used
in the input sentence are given.

[0063] FIG. 3 is a flow chart illustrating a procedure of
acquiring a plurality of second words of FIG. 1 specifically.
That is, FIG. 3 illustrates a step of acquiring the plurality of
second words from the plurality of first words in further
detail.

[0064] Hereinafter, the procedure of acquiring the plurality
of second words from the plurality of first words will be
explained in detail by referring to FIG. 3.

[0065] Referring to FIG. 3, the computer may calculate
similarities between the input sentence and respective first
words as probability values of the respective first words by
using first weighting values, and assign the calculated respec-
tive probability values as second similarities of the respective
first words (S121). Here, the second similarities of the respec-
tive first words to the input sentence may be calculated as a
below equation 4.

Second Similarity= [Equation 4]

N

. o (Wi
Pows Wi = a )

K 1
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[0066] In the equation 4, W may mean the respective first
words, 1 may mean respective positions of W in the input
sentence in reference to a position of the correct word defined
as 0, N may mean N of N-gram, k may mean a variable
indicating one of 1 to N, and j may mean a variable indicating
one of 1 to k. The first term of the equation 4, P(W,IW,_,/
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1W,, ") may mean probability values of the plurality of first
words W in the input sentence. For example, the first term of
the equation 4 for deriving an average value of the plurality of
first words i and N of which are respectively 0 and 5 may be
represented as P(W,IW_,~*W %). Here, W_,~' means prob-
ability values for words corresponding to the first to fourth
positions in the left side of the correct word with respect to the
plurality of first words W, and W, * means probability values
for words corresponding to the first to fourth positions in the
right side of the correct word with respect to the plurality of
first words W.

[0067] The probability values for the respective first words
may be calculated as the second term

N

k s
PRE
L
(Wi ™)

i il

of'the equation 4. Here, A mean the first weighting values, and
C(*) means a N-gram count. Here, fixed values preconfigured
by the computer or values inputted by a user through a user
interface may be used as the first weighting values. The sec-
ond term

(W)

(Wi

of'the equation 4 may mean a ratio of a (N-1) gram count to
the N-gram count for each of the plurality of first words. That
is, if N of the N-gram counter is 4,

W)

of the plurality of first vocabulary words may be (4-gram
count)/(3-gram count). For example, if an input sentence
“According to the information board at the city bus terminal,
buses bound for Orchard Road, and Bridgeway park are [cor-
rect word] to depart every hour.” is given, N of a desired
N-gram is 4, and the plurality of words is ‘fared’, the com-
puter may generate {(Bridgeway Park are fared), (Park are
fared to), (are fared to depart), (fared to depart every)} as
4-grams for ‘fared’, and generate {(Park are fared), (are fared
to), (fared to depart)} as 3-grams for ‘fared’. Also, the com-
puter may calculate (count of (Bridgeway Park are fared))/
(count of (Bridgeway Park are)) as the second term of the
equation 4.

[0068] Re-referring to FIG. 3, the computer may compare
second similarities of the respective first words with a thresh-
old according to a preset criterion, and select a plurality of
second words whose second similarities satisfy the threshold
according to a preset criterion among the plurality of first
words (S122). For example, the computer may select a plu-
rality of words having higher second similarities than the
threshold or a plurality of words having lower second simi-
larities than the threshold among the plurality of first words.
Here, the threshold may be preconfigured by the computer, or
inputted directly by the user through the user interface.
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[0069] Re-referring to FIG. 3, the computer may determine
whether the plurality of first words satisfy the preset criterion
(S123). If the preset criterion is not satisfied, the first weight-
ing values are adjusted (S124), and the steps S121 to S123 are
repeated. For example, if the preset criterion is the number of
words selected from the plurality of first words and the preset
criterion is not satisfied in the step S123, the first weighting
values are adjusted in the step S124, and the steps S121 to
S123 are performed again. If the preset criterion is satisfied in
the step S123, a step S125 is performed. Here, fixed values
preconfigured by the computer or values inputted by the user
through the user interface may be used as the first weighting
values.

[0070] Re-referring to FIG. 3, the computer may acquire
the words selected from the plurality of first words in the step
S123 as a plurality of second words (S124).

[0071] In an exemplary embodiment according to the
present disclosure, similarities of the respective first words
are calculated as probability values of the equation 4, and the
plurality of second words are acquired. However, exemplary
embodiments according to the present disclosure are
restricted to the above example. That is, any methods for
defining the similarities of the respective first words for the
input sentence may be used for acquiring the plurality of
second words from the plurality of first words.

[0072] Also, in an exemplary embodiment according to the
present disclosure, English corpuses such as ‘Google Books
corpora’, ‘The Corpus of Contemporary American English’,
‘American English corpora’, ‘Michigan Corpus of Academic
Spoken English’, ‘Penn and Penn-Helsinki corpora ofhistori-
cal and modern English’, ‘The Salamanca Corpus-Digital
Archive of English Dialect Texts’, etc. or any directly com-
posed corpus may be used as a corpus used for deriving the
N-gram counter. However, exemplary embodiments are not
restricted to the above examples, and any kind of corpuses
which can be used for deriving corpus counter values may be
used. Also, in an exemplary embodiment according to the
present disclosure, the N-gram count may be calculated by
using a corpus N-gram count program such as ‘Google
N-gram count’, ‘Microsoft’s web n-grams service’, ‘Stochas-
tic Language Models (N-gram) Specification’, ‘Corpus of
Contemporary American English n-gram’, ‘Peachnote’s
music n-gram’, etc. or a directly composed N-gram count
program. However, exemplary embodiments are not
restricted to the above examples, and any kind of corpus count
programs may be used.

[0073] Also, in an exemplary embodiment according to the
present disclosure, the plurality of second words may be
acquired from the plurality of first words based on the second
similarities of the respective first words to the input sentence
so that the blank filling questions can be generated efficiently.
[0074] Also, if a corpus and a corpus count program corre-
sponding to a language of the input sentence, the blank filling
questions can by generated without being restricted to a spe-
cific language.

[0075] FIG. 4 is a flow chart illustrating the procedure of
acquiring one or more viewing words of FIG. 1 in detail. In
FIG. 4, the procedure of acquiring one or more viewing words
from the plurality of second words will be explained in detail.
[0076] Hereinafter, the procedure of acquiring one or more
viewing words from the plurality of second words will be
explained specifically by referring to FIG. 4.

[0077] Referring to FIG. 4, the computer may generate a
distributed semantic matrix for words according to a preset
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criterion by using one or more vocabulary databases and one
or more text databases (S131). Here, the computer may select
N words from the one or more vocabulary databases accord-
ing to the preset criterion, and arrange the selected N words as
corresponding to indexes of rows and columns of the distrib-
uted semantic matrix. For example, in the distributed seman-
tic matrix having a size of NxN, an index of a n-th row of the
matrix and an index of a n-th column of the matrix have a
same word.

[0078] Here, in order to generate values of the distributed
semantic matrix, a zero matrix having the size of NxN is
generated as the distributed semantic matrix, and the values of
elements of the matrix are generated by repeating a first
repetition step, a second repetition step, and a third repetition
step which will be explained later.

[0079] In the first repletion step, a text database may be
selected from one or more text databases according to a preset
criterion, a first sentence may be selected from the selected
text database, a row and column of the distributed semantic
matrix corresponding to a first word of the first sentence may
be searched, and a value 1 is added to columns corresponding
to a window size configured based on a predetermined con-
dition in the corresponding row. After the above procedure for
the first word of the first sentence is completed, the above step
is repeated until the last word of the first sentence. For
example, if the row corresponding to the first word of'the first
sentence is a n-th row, the corresponding column for the word
also becomes a n-th column. Also, if the predetermined win-
dow size is 3, a value 1 is respectively added to a (n-3)-th
column, a (n-2)-th column, a (n-1)-th column, a (n+1)-th
column, a (n+2)-th column, and a (n+3)-th column of the n-th
row. A fixed value or a value inputted by the user through the
user interface may be used as the predetermined window size.
[0080] After the completion of the first repetition step, the
computer may perform the second repetition step by repeat-
ing the first repetition steps until a last sentence of the selected
text database.

[0081] After the completion of the second repletion step,
the computer may perform the third repetition step by select-
ing a next text database according to a preset criterion and by
sequentially repeating the first repetition steps and the second
repetition steps. In the exemplary embodiment of FIG. 4, the
computer may generate the distributed semantic matrix by
preforming the first repetition steps, the second repetition
steps, and the third repetition steps for the words of one or
more vocabulary databases and one or more text databases,
and the distributed semantic matrix may represent a distribu-
tion of neighbor words for respective words. However, with-
out being restricted to the above-described repetition steps,
any methods for representing the distribution of neighbor
words for respective words may be used for exemplary
embodiments of the present disclosure.

[0082] Here, the computer may generate a S row vector,
having the same column size and the same column indexes as
the distributed semantic matrix, for all words except the cor-
rect word in the input sentence (S132). For example, all words
except the correct word in the input sentence may be searched
in the corresponding column indexes of the S row vector, and
a value 1 is added to the corresponding columns and a value
0 is added to a column index having no corresponding word.
For example, if an input sentence “According to the informa-
tion board at the city bus terminal, buses bound for Orchard
Road and Bridgeway Pare are [correct word] to depart every
hour” is given, and first column indexes of the distributed
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semantic matrix is generated as [according, at, the, in, and,
but, ok, to, any, or, therefore, . . . ], the first column indexes of
the S row vector may be also generated as [according, at, the,
in, and, but, ok, to, any, or, therefore, . . . ], and the corre-
sponding S-row vector may become [1,1,2,0,1,0,0,2,0,0,
0, ... ]. Although an exemplary method for generating the
S-row vector is explained in the exemplary embodiment of
FIG. 4, exemplary embodiments according to the present
disclosure are not restricted to the above exemplary method,
any methods for generating the S-row vector, which has the
same column size and column indexes as the distributed
semantic matrix and represents a distribution of all vocabu-
lary words except the correct vocabulary word in the input
sentence, may be used.

[0083] Referring to FIG. 4, the computer may calculate
similarities between the input sentence and the respective
second words (S133). Here, the similarities of the respective
second words to the input sentence may be calculated based
on an inner product or a dot product between the S-row
vectors generated for all words except the correct word in the
input sentence and respective row vectors of the distributed
semantic matrix corresponding to the plurality of second
words. However, the method for calculating the similarities of
respective second words to the input sentence may not be
restricted to the above exemplary method, and any kind of
methods for calculating the similarities of the respective sec-
ond words to the input sentence may be used for exemplary
embodiments according to the present disclosure.

[0084] Also, the computer may calculate similarities of the
respective second words to the correct word (S134). Here, the
similarities of the respective second words to the input sen-
tence may be calculated based on an inner product or a dot
product between the row vector of the distributed semantic
matrix corresponding to the correct word and respective row
vectors of the distributed semantic matrix corresponding to
the plurality of second words. However, the method for cal-
culating the similarities of respective second words to the
correct word may not be restricted to the above exemplary
method, and any kind of methods for calculating the similari-
ties of the respective second words to the correct word may be
used for exemplary embodiments according to the present
disclosure.

[0085] Re-referring to FIG. 4, the computer may calculate
third similarities by using second weighting values based on
the similarities of the respective second words to the input
sentence and the similarities of the respective second words to
the correct word (S135). Here, the third similarities may be
represented as a below equation 5.

[Equation 5]

e w3 wiw;
Third Similarities= Argmay ¢——— +(1 - a) -
iy WIS Wi IW,|

[0086] In the equation 5, W,” may mean a corresponding
row vector in the distributed semantic matrix for the plurality
of second words, means a s row vector for words except the
correct word in the input sentence, We may mean a row vector
corresponding to the correct word in the distributed semantic
matrix, and a may mean second weighting values. Here, fixed
values or values inputted through the provided user interface
may be used for the second weighting values. The first term
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w3

IWTIB]

of'the equation 5 may mean an inner product or a dot product

of W,” and s, and the second term

Wl

(W IW,|

may mean an inner product or a dot product of W,” and W,.
[0087] In exemplary embodiments, the method for calcu-
lating the third similarities of the respective second words
may not be restricted to the above exemplary method based on
the equation 5. That is, any methods for calculating the third
similarities of the respective second words based on similari-
ties of the respective second words to the input sentence and
similarities of the respective second words to the correct word
may be used as well as the method based on the equation 5.
[0088] Re-referring to FIG. 4, the computer may compare
the third similarities of the respective second words with a
preset criterion, and select a plurality of words satisfying the
preset criterion among the plurality of second words (S136).
Here, a fixed value or a value inputted through the user inter-
face may be used as the preset criterion which is compared to
the third similarities of the respective second words. The
computer may select a plurality of words having similarities
higher than the preset criterion or having similarities lower
than the preset criterion from the plurality of second words.
[0089] Re-referring to FIG. 4, the computer may determine
whether the plurality of second words satisfy the preset cri-
terion (S137). Ifthe preset criterion is not satisfied, the second
weighting values are adjusted (S138), and the steps S135 to
S137 are repeated. For example, if the preset criterion is the
number of words selected from the plurality of second words
and the preset criterion is satisfied in the step S137, a step
S138 is performed.

[0090] Re-referring to FIG. 4, the computer may acquire
the words selected from the plurality of second words as one
or more viewing words (S138). Here, the computer may gen-
erate a blank filling questing by using the one or more viewing
words, the correct word, and the input sentence from which
the correct word is removed.

[0091] According to an exemplary embodiment of the
present disclosure, the third similarities of the respective sec-
ond words may be calculated by using similarities of the
respective second words to the input sentence and similarities
of'the respective second words to the correct word, and one or
more viewing words may be generated based on the third
similarities of the respective second words so that the blank
filling question can be efficiently generated.

[0092] Also, if a corpus and a corpus count program corre-
sponding to a language of the input sentence, the blank filling
questions can by generated without being restricted to a spe-
cific language.

[0093] While the example embodiments of the present
invention and their advantages have been described in detail,
it should be understood that various changes, substitutions
and alterations may be made herein without departing from
the scope of the invention.
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1. A method for automatically generating a blank filling
question, performed in a digital information processing appa-
ratus, the method comprising:

selecting a correct word according to preset criteria from an

input sentence;
acquiring a plurality of first words from a vocabulary data-
base such that a relationship between the selected cor-
rect word and each of the plurality of first words satisfies
a preset first criterion;

acquiring a plurality of second words from the plurality of
first words such that a relationship between the input
sentence and each of the plurality of second words sat-
isfies a preset second criterion; and

acquiring one or more viewing words satisfying a preset

third criterion from the plurality of second words by
using a relationship between each of the plurality of
second words and the input sentence and a relationship
between each of the plurality of second words and the
correct word.

2. The method according to claim 1, wherein the acquiring
a plurality of first words comprises:

calculating at least one similarity for each word of the

vocabulary database by comparing the correct word and
each word of the vocabulary database;

calculating first similarities for each word of the vocabu-

lary database by using one or more of the at least one
similarity; and

acquiring a plurality of words whose first similarities sat-

isfy a preset criterion from the vocabulary database as
the plurality of first words.

3. The method according to claim 2, wherein, in the calcu-
lating at least one similarity, each word in the vocabulary
database is compared with the correct word, and semantic
similarity, phonetic similarity, and spelling similarity for the
each word is calculated.

4. The method according to claim 1, wherein the acquiring
a plurality of second words from the plurality of first words
comprises:

calculating a similarity of each word of the plurality of first

words to the input sentence as a second similarity ofeach
word of the plurality of first words by comparing each of
the plurality of first words with the input sentence; and
comparing the second similarity of each of the plurality of
first words with a predetermined threshold, and acquir-
ing a plurality of words whose second similarities satisfy
a predetermined threshold as the plurality of second
words from the plurality of first vocabulary words.

5. The method according to claim 4, wherein the second
similarity is calculated by applying first weighting values for
adjusting selection of the plurality of second words to the
similarity between the input sentence and each of the plurality
of first words.

5. The method according to claim 1, wherein the acquiring
one or more viewing words comprises:

generating a distributed semantic matrix satisfying a first

predetermined criterion based on at least one vocabulary
database and at least one text database;

generating a S row vector which has a same column size

and same column indexes as the distributed semantic
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matrix and satisfies a second predetermined criterion for
words except the correct word in the input sentence;
calculating input sentence similarities of the respective
plurality of second words by using the S row vector;
calculating correct word similarities of the respective plu-
rality of second words by using the distributed semantic
matrix;

calculating third similarities of the respective plurality of
second words based on the input sentence similarities of
the respective plurality of second words and the correct
word similarities of the respective plurality of second
words; and

acquiring, as the one or more view words, words whose
third similarities satisfy a third predetermined criterion
from the plurality of second words.

7. The method according to claim 6, wherein, in the calcu-
lating input sentence similarities of the respective plurality of
second words, row vectors of the distributed semantic matrix
corresponding to the respective plurality of second words and
the S row vector are used to calculate the input sentence
similarities of the respective plurality of second words.

8. The method according to claim 6, wherein, in the calcu-
lating correct word similarities of the respective plurality of
second words, row vectors of the distributed semantic matrix
corresponding to the respective plurality of second words and
arow vector of the distributed semantic matrix corresponding
to the correct word are used to calculate the correct word
similarities of the respective plurality of second words.

9. The method according to claim 6, wherein, in the calcu-
lating third similarities of the respective plurality of second
words, the third similarities are calculated by respectively
applying second weighting values for adjusting influences
that each of the input sentence similarities and the correct
word similarities cause on the third similarities to the input
sentence similarities and the correct word similarities.

10. A computer-readable recording medium on which a
program, which can be read by a digital processing apparatus
and in which a method for automatically generating a blank
filling question is implemented, is recorded,

wherein the program executes:

a step of selecting a correct word according to preset cri-
teria from an input sentence;

a step of acquiring a plurality of first words from a vocabu-
lary database such that a relationship between the
selected correct word and each of the plurality of first
words satisfies a preset first criterion;

a step of acquiring a plurality of second words from the
plurality of first words such that a relationship between
the input sentence and each of the plurality of second
words satisfies a preset second criterion; and

a step of acquiring one or more viewing words satisfying a
preset third criterion from the plurality of second words
by using a relationship between each of the plurality of
second words and the input sentence and a relationship
between each of the plurality of second words and the
correct word.



