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POSITION AND ORIENTATION 
CALCULATION METHOD , 

NON - TRANSITORY COMPUTER - READABLE 
STORAGE MEDIUM AND INFORMATION 

PROCESSING APPARATUS 

CROSS - REFERENCE TO RELATED 
APPLICATION 

image feature of second image information acquired from a 
moving object or an imaging apparatus of the moving 
object ; and specifying a calculation environment map to be 
used for calculating a position and orientation of the moving 
object or the imaging apparatus of the moving object , among 
the plurality of environment maps , based on a result of the 
comparison . 
[ 0009 ] The object and advantages of the invention will be 
realized and attained by means of the elements and combi 
nations particularly pointed out in the claims . 
[ 0010 ] It is to be understood that both the foregoing general description and the following detailed description 
are exemplary and explanatory and are not restrictive of the 
invention . 

[ 0001 ] This application is based upon and claims the 
benefit of priority of the prior Japanese Patent Application 
No. 2020-144087 , filed on Aug. 28 , 2020 , the entire contents 
of which are incorporated herein by reference . 

FIELD 

BRIEF DESCRIPTION OF DRAWINGS [ 0002 ] The embodiments discussed herein are related to a 
position and orientation calculation method , a non - transitory 
computer - readable storage medium , and an information pro 
cessing apparatus of calculating an imaging position and an 
orientation of an image . 

BACKGROUND 

a 

[ 0003 ] In the related art , there is a technology called 
simultaneous localization and mapping ( SLAM ) that uses 
data related to surrounding conditions acquired while a 
moving object is moving as an input and simultaneously 
creates a traveling route of the moving object and a sur 
rounding environment map . In addition , among the SLAM 
technologies , a technology for using , as an input , an moving 
image such as a video captured by a moving object to 
estimate a position and an orientation of a camera during 
traveling of the moving object is referred to as Visual - SLAM 
( hereinafter referred to as “ V - SLAM ” ) . 
[ 0004 ] The V - SLAM is a technology that may estimate 
and create a traveling route of an own vehicle ( a position and 
an orientation of own vehicle ) and a surrounding environ 
ment map ( a three - dimensional position map of an image 
feature point group of surrounding subjects , hereinafter 
referred to as “ 3D environment map ” ) by using a moving 
image captured by an in - vehicle camera as an input and 
using changes in a subject in the captured moving image . An 
own vehicle position and orientation may be calculated and 
estimated from the moving image . 
[ 0005 ] In recent years , with the spread of connected cars 
and the like , a service has been studied in which a vehicle 
is used as a sensor for grasping surrounding feature condi 
tions by collecting and analyzing data ( videos ) of in - vehicle 
devices and drive recorders of a moving object such as a 
vehicle at a center . For example , there are an event occur 
rence detection service for specifying and using a location of 
a falling object , a map change detection service for grasping 
an installation position change of a feature for map update , 
and the like . 
[ 0006 ] As a related art , there is a technology for perform 
ing position and orientation estimation with high accuracy 
by using the V - SLAM . 
[ 0007 ] Related technique is disclosed in for example Japa 
nese Laid - open Patent Publication No. 2020-67439 . 

[ 0011 ] FIG . 1 is an explanatory diagram illustrating an 
example of an overview of a position and orientation cal 
culation method and a position and orientation calculation 
program according to the present embodiment ; 
[ 0012 ] FIG . 2 is an explanatory diagram illustrating an 
example of a system configuration for implementing the 
position and orientation calculation method according to 
Embodiment 1 ; 
[ 0013 ] FIG . 3 is a block diagram illustrating an example of 
a hardware configuration of a server ; 
[ 0014 ] FIG . 4 is a block diagram illustrating an example of 
a hardware configuration of an in - vehicle device ; 
[ 0015 ] FIG . 5 is an explanatory diagram illustrating an 
example of a configuration of a 3D environment map 
according to Embodiment 1 ; 
[ 0016 ] FIG . 6 is a flowchart illustrating an example of 
processing of an environment map creation unit and a map 
registration unit according to Embodiment 1 ; 
[ 0017 ] FIG . 7 is an explanatory diagram illustrating an 
example of contents of image feature appearance informa 
tion of a processing target image ; 
[ 0018 ] FIG . 8 is an explanatory diagram illustrating an 
example of contents of image feature appearance informa 
tion of an image feature A ; 
[ 0019 ] FIG . 9 is an explanatory diagram illustrating an 
example of contents of image feature appearance informa 
tion of an image feature B ; 
[ 0020 ] FIG . 10 is a flowchart illustrating an example of 
processing of a map image feature comparison unit , a map 
acquisition unit , and a position and orientation estimation 
unit according to Embodiment 1 ; 
[ 0021 ] FIG . 11 is an explanatory diagram illustrating an 
example of a system configuration for implementing a 
position and orientation calculation method according to 
Embodiment 2 ; 
[ 0022 ] FIG . 12 is an explanatory diagram illustrating an 
example of a configuration of a 3D environment map 
according to Embodiment 2 ; 
[ 0023 ] FIG . 13A is a flowchart illustrating an example of 
processing of an environment map creation unit and a map 
deployment registration unit according to Embodiment 2 ; 
[ 0024 ] FIG . 13B is a flowchart illustrating an example of 
processing of an environment map creation unit and a map 
deployment registration unit according to Embodiment 2 ; 
and 

a 

a 

SUMMARY 

[ 0008 ] According to an aspect of the embodiments , a 
position and orientation calculation method includes com 
paring a first image feature of first image information 
included in a plurality of environment maps with a second 
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[ 0025 ] FIG . 14 is a flowchart illustrating an example of 
processing of a map image feature comparison unit and a 
position and orientation estimation unit according to 
Embodiment 2 . 

DESCRIPTION OF EMBODIMENTS 

[ 0026 ] In order to realize these services while quickly 
responding to surrounding changes , it is desirable to esti 
mate an own vehicle position and orientation at a time of 
acquiring in - vehicle data , that is , a position and orientation 
of a camera which captures an in - vehicle image or an 
imaging position and orientation of a video in an actual 
coordinate system at high speed and with high accuracy as 
possible . 
[ 0027 ] Hereinafter , embodiments of a position and orien 
tation calculation method and a position and orientation 
calculation program disclosed herein are described in detail 
with reference to the drawings . a map 

a 
Overview of Position and Orientation Calculation 
Method and Position and Orientation Calculation 

Program 

lation ) may be executed at a higher speed with a smaller 
amount of calculation . Thus , when a service is executed in 
a wide range , it is desirable to accumulate and manage the 
3D environment map of each road in a service range . 
Further , in order to deploy the 3D environment map resistant 
to video changes depending on scenes , it is considered that 
a plurality of 3D environment maps are created and man 
aged even on the same road due to ascending and descending 
of the road in which appearances of features are changed , a 
time such as weather or day and night , seasons of big 
changes in roadside trees , so that it is desirable to accumu 
late and manage more 3D environment maps . 
[ 0033 ] Therefore , in order to estimate the imaging position 
and orientation in real - time and at a low cost by using the 
created and managed 3D environment map , a method of 
more quickly specifying a map to be used from a large 
number of 3D environment map group is desirable . 
[ 0034 ] In general , as a method of searching for that 
matches any traveling from an accumulation database of a 
map group in a wide range in the related art , there is a 
method using a regional mesh . That is , there is a method in 
which a deployment map group is divided for each regional 
mesh , the current regional mesh is specified from position 
information ( latitude and longitude information , and GPS 
information accompanying a moving image of an estimation 
target in a case of imaging position and orientation estima 
tion ) at any traveling desirable to a map , and a map group 
corresponding to the regional mesh is acquired . 
[ 0035 ] The regional mesh is a grid area over a map 
obtained by dividing the entire country of Japan by latitude 
and longitude . The regional mesh is stipulated by the Min 
istry of Internal Affairs and Communications ( JISX040 ) for 
digitization of national land information and for being used 
as a management area for statistical information . One 
regional mesh number may be calculated and specified from 
latitude and longitude values . 
[ 0036 ] In addition , as another common method of search 
ing for a map that matches any traveling from an accumu 
lation database of a map group in a wide - range in the related 
art , there is a method of using road position and coupling 
information ( latitude and longitude information including a 
coupling shape ) of national roads such as road network 
information . That is , the road position and coupling infor 
mation of national roads such as road network information 
is prepared in advance , and a deployment map groups are 
respectively associated with which road link of the road 
network information is related in advance . Then , there is a 
method in which a road link related to position information 
( latitude and longitude information ) of any traveling desir 
able to the map is specified , and a deployment map associ 
ated with the same road link is acquired . 
[ 0037 ] The road network is data information representing 
roads in the country as coupling routes ( links ( road links ) ) 
coupling features ( nodes having latitude and longitude val 
ues ) such as intersections . The road network may hold , as 
attributes , various pieces of information such as a speed 
limit , a road width , the number of road lanes , and a link 
travel speed ( a turnaround time ) . 
[ 0038 ] In any of these methods of using the regional mesh 
or using the road network , a certain group ( a regional mesh 
or a road link ) associated with a map group using a latitude 
and longitude value is prepared . Then , a group is specified 
from the latitude and longitude values of a point at which a 
map is searched , and a map belonging to the group is 

[ 0028 ] A 3D environment map , which is a surrounding 
environment map , includes a 3D position group ( a 3D image 
feature point group ) of image features , analyzes which 3D 
map element ( a 3D image feature point ) of the map is 
imaged in which part of an image with respect to any 
in - vehicle moving image ( a video ) , and estimates ( calcu 
lates ) an image captured from which part , that is , an imaging 
position and orientation of the moving image . 
[ 0029 ] V - SLAM may be generally used to estimate the 
imaging position and orientation of the moving image using 
the 3D environment map . In the V - SLAM , the moving 
image is input , an image feature point group of each image 
is extracted , and along with an image feature 3D position ( a 
map of a 3D image feature group ) , an imaging position and 
orientation of each image is estimated from an appearance 
change in image of each image feature point group . Further , 
it is possible to estimate the imaging position and orientation 
in an actual coordinate system with high accuracy by using 
a global navigation satellite system ( GNSS ) information ( for 
example , a Global Positioning System ( GPS ) ) at a time of 
acquiring the moving image as an input . 
[ 0030 ] The actual coordinate system is also referred to as 
a world coordinate system , is a coordinate system capable of 
uniquely expressing a location and a direction in the world , 
and latitude , longitude , altitude , direction , and the like are 
defined . There are various methods of defining the actual 
coordinate system , and any of these may be mutually 
converted . 
[ 0031 ] In addition , every time the imaging position and 
orientation is estimated , the 3D environment map is not 
created , and the created 3D environment map is stored . 
Then , when estimating an imaging position and orientation 
of another moving image traveling on the same road , by 
using the created and stored 3D environment map , an 
estimation process on the imaging position and orientation 
may be simplified , and the imaging position and orientation 
may be calculated in the same coordinate system ( the actual 
coordinate system having identical accuracy ) as the used 3D 
environment map . 
[ 0032 ] As described above , when the 3D environment 
map is prepared , position and orientation estimation ( calcu 

a 

a 

a 
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acquired . Therefore , even when selecting the map used for 
position and orientation estimation using in - vehicle data , the 
map is selected via a certain group by using latitude and 
longitude of the GNSS information acquired simultaneously 
with the in - vehicle data . 
[ 0039 ] Here , when the 3D environment map to be used for 
calculation in the position and orientation estimation of an 
in - vehicle video is selected by using the latitude and longi 
tude value of the GPS information acquired simultaneously 
with the in - vehicle video , there are the following problems . 
For example , a 3D environment map of an elevated road and 
a 3D environment map of a road under elevated road exist 
at a location of the elevated road and the road under elevated 
road at which the roads overlap each other in a vertical 
direction , but when a position and orientation of an image of 
the road under elevated road is estimated , since the 3D 
environment map is selected only by the latitude and lon 
gitude values , there is a possibility that the map of the 
elevated road is also acquired . That is , there is a possibility 
that the 3D environment maps of both the elevated road and 
the road under elevated road are acquired . 
[ 0040 ] As a result , the position and orientation of the 
moving image of the elevated road may be estimated by 
using the incorrect 3D environment map of the road under 
elevated road . Therefore , feature information included in the 
3D environment map of the elevated road in which view 
scenes are significantly different does not coincide with data 
of a target vehicle of the road under elevated road , and thus 
the position and orientation estimation fails . Therefore , it is 
desirable to change to another 3D environment map and 
repeat the position and orientation estimation . Thus , until the 
correct 3D environment map of the road under elevated road 
is acquired and the position and orientation estimation 
succeeds , it takes an execution cost for undesirable maps , 
and it takes time until the position and orientation estimation 
succeeds , so that it is not possible to perform the position 
and orientation estimation in real - time . 
[ 0041 ] The same may occur on roads , side roads , or the 
like , at which a position difference between the roads is 
within a position error of latitude and longitude of GPS 
information . Also in this case , the execution cost of the 
undesirable map is desirable until the position and orienta 
tion estimation fails or the position and orientation estima 
tion succeeds , and it takes time until the success . 
[ 0042 ] As described above , when the 3D environment 
map is selected only based on the latitude and longitude , 
position and orientation estimation is attempted by using the 
erroneous 3D environment map , and as a result , it takes time 
to perform a position and orientation estimation process , and 
there is a possibility that the position and orientation esti 
mation may not be performed in real - time . Therefore , it is 
desirable to correctly select a 3D environment map which is 
not distinguishable only by latitude and longitude , such as an 
elevated road and a road under elevated road . 
[ 0043 ] FIG . 1 is an explanatory diagram illustrating an 
example of an overview of a position and orientation cal 
culation method and a position and orientation calculation 
program according to the present embodiment . In FIG . 1 , a 
reference numeral 100 denotes any image ( a processing 
target image ) of image information ( for example , including 
a moving image such as an in - vehicle video , a still image , 
and the like ) . In addition , a reference numeral 101 indicates 
a road under elevated road and a reference numeral 102 
indicates an elevated road , and each of the roads is illus 

trated as an overhead view . In the overhead view , arrows 
indicate traveling directions . In this manner , it is seen that 
the road under elevated road 101 and the elevated road 102 
overlap each other in latitude and longitude values . 
[ 0044 ] A reference numeral 110 indicates a 3D environ 
ment map database ( DB ) , and the 3D environment map DB 
110 stores a plurality of 3D environment maps including a 
3D environment map A 111 , and a 3D environment map B 
112. The 3D environment map A 111 is a map under the 
elevated road ( an image feature A ) , and the 3D environment 
map A 111 may be indicated by a traveling route ( dotted line 
arrow 111 ) of a creation image group in the overhead view . 
In the same manner , the 3D environment map B 112 is a map 
over the elevated road ( an image feature B ) , and the 3D 
environment map B 112 may be indicated by a traveling 
route ( solid line arrow 112 ) of the creation image group in 
the overhead view . 

[ 0045 ] In the overhead view , a © ” ( double circle ) 120 
indicates a GPS position , for example , latitude and longitude 
values of the processing target image 100 , which indicates 
an imaging position of any image of an in - vehicle video , that 
is , when the in - vehicle video for which position and orien 
tation estimation is desired is an in - vehicle video of travel 
ing the road under elevated road . In the overhead view , a 
“ O ” ( circle ) 121 on the dotted line arrow 111 indicates a 
position closest to the GPS position 120 of the processing 
target image 100 in the image group used when the 3D 
environment map A 111 is created . In the same manner , a 
“ O ” ( circle ) 122 on the arrow 112 in the overhead view 
indicates a position closest to the GPS position 120 of the 
processing target image 100 in the image group used when 
the 3D environment map B 112 is created . 
[ 0046 ] In such a situation , with the position and orienta 
tion calculation method and position and orientation calcu 
lation program , it is possible to calculate a position and 
orientation by executing each process of image feature 
comparison ( S1 ) , 3D environment map acquisition ( S2 ) , and 
position and orientation estimation ( S3 ) . 
[ 0047 ] In the processing of “ image feature comparison " 
( S1 ) , first , the 3D environment map A 111 under the elevated 
road and the 3D environment map B 112 over the elevated 
road are selected from the 3D environment map DB 110 , as 
3D environment maps having an “ imaging position of image 
information ” within a predetermined distance from the GPS 
position “ © ” 120 of the processing target image 100. “ Infor 
mation on creation image ” including the respective closest 
imaging positions in the selected 2 maps , that is , creation 
image information on the “ O ” 121 ( a reference numeral 800 
in FIG . 8 described below ) and creation image information 
on the “ O ” 122 ( a reference numeral 900 in FIG . 9 
described below ) are specified . 
[ 0048 ] Then , image feature appearance information ( the 
reference numeral 800 in FIG . 8 and the reference numeral 
900 in FIG . 9 described below ) in images of the creation 
image information of the specified 2 maps is compared with 
calculated image feature appearance information ( a refer 
ence numeral 700 in FIG . 7 described below ) of the pro 
cessing target image 100. Specifically , for example , com 
parison of appearance distributions of image features of the 
image , comparison of image luminance or histograms of the 
image features , or the like is performed . In this manner , 
appearance information ( the image feature appearance infor 
mation ) of the image features A and B of the image at a time 

a 
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of creation of each map may be compared with the image 
feature appearance information of the processing target 
image . 
[ 0049 ] In the processing of “ 3D environment map acqui 
sition ” ( S2 ) , a 3D environment map for position and orien 
tation calculation ( for example , the “ 3D environment map 
A ” 111 determined to have the highest similarity ) may be 
specified and acquired from the 3D environment map DB 
110 based on the comparison result in the processing of 
“ image feature comparison ” ( S1 ) . Unlike the method in the 
related art , the data acquisition target is limited to the 3D 
environment map obtained by narrowing down to only the 
roads which are considered to be the same road through the 
image feature comparison , not a 3D environment map 
selected only by latitude and longitude values , so that it is 
possible to acquire the 3D environment map for position and 
orientation calculation at higher speed and with higher 
accuracy and lower cost than the method in the related art . 
[ 0050 ] In the processing of " position and orientation esti 
mation ” ( S3 ) , the position and orientation is estimated 
( calculated ) based on the acquired 3D environment map A 
111. In the position and orientation estimation process , it is 
possible to estimate ( calculate ) the imaging position and 
orientation by using the acquired data of the 3D environment 
map ( the 3D environment map A 111 ) for position and 
orientation calculation , and the processing target image 
( in - vehicle video ) 100 and the GNSS data , which are posi 
tion and orientation estimation targets , for example , by using 
V - SLAM or the like . 
[ 0051 ] As a 3D environment map related to in - vehicle data 
for which imaging position and orientation is to be esti 
mated , a 3D environment map with more similar image 
feature appearance conditions in the image when creating a 
nearby position ( latitude and longitude ) may be preferen 
tially specified , so that it is possible to correctly select 3D 
environment maps of the same route , at which scenes seen 
from the route are to be similar , which may not be discrimi 
nated only by the latitude and longitude of the elevated road , 
the road under elevated road , or the like . Thus , it is possible 
to reduce a data acquisition cost for the undesirable 3D 
environment map , a position and orientation estimation 
execution cost , and a time until position and orientation 
estimation is completed , and to execute position and orien 
tation estimation in real - time . 
[ 0052 ] Hereinafter , detailed contents of a position and 
orientation calculation method and a position and orientation 
calculation program will be described in Embodiment 1 and 
Embodiment 2 . 

[ 0054 ] Then , the moving object position and orientation 
calculation system 200 is configured with the server 201 and 
the in - vehicle device 202 being connected by a network 204 . 
In addition , the moving object position and orientation 
calculation system 200 may realize functions of the moving 
object position and orientation calculation system 200 by a 
cloud computing system ( not illustrated ) . 
[ 0055 ] Specifically , the moving object 203 is , for example , 
a connected car that collects information . The moving object 
203 may be a general passenger vehicle , a commercial 
vehicle such as a taxi , a two - wheeled vehicle ( motorcycle or 
bicycle ) , a large - sized vehicle ( bus or truck ) , or the like . The 
moving object 203 may be a ship that moves on the water , 
an airplane that moves over the sky , an unmanned airplane 
( drone ) , a self - moving robot , or the like . 
[ 0056 ] The in - vehicle device 202 collects information on 
the moving image of the in - vehicle camera ( the imaging 
apparatus 406 ) . The in - vehicle device 202 collects informa 
tion on the moving object 203 including GNSS information 
which is an example of positioning information . The infor 
mation on the moving object 203 also may include orien 
tation information or the like on the moving object 203 , 
collected from the moving object 203. The in - vehicle device 
202 may collect information on an imaging time and the 
like . 
[ 0057 ] The in - vehicle device 202 may be a dedicated 
apparatus mounted on the moving object 203 or may be 
detachable device . The in - vehicle device 202 may be a drive 
recorder mounted on a general passenger vehicle , a com 
mercial vehicle such as a xi , or the like . Furth a mobile 
terminal apparatus such as a smartphone or a tablet terminal 
apparatus having a communication function may be used in 
the moving object 203. In addition , all or some of various 
functions of the in - vehicle device 202 may be achieved by 
using a function included in the moving object 203 . 
[ 0058 ] Therefore , the expression “ in - vehicle ” of the in 
vehicle device 202 is not limited to the meaning of the 
dedicated apparatus mounted on the moving object . The 
in - vehicle device 202 may be any type of apparatus as long 
as the apparatus has a function capable of collecting infor 
mation in the moving object 203 and transmitting the 
collected information to the server 201 . 
[ 0059 ] The in - vehicle device 202 acquires information 
( in - vehicle data ) of the moving object 203 that includes 
information on an in - vehicle moving image and GNSS 
information , and stores the acquired in - vehicle data . Then , 
the stored in - vehicle data is transmitted to the server 201 via 
the network 204 by wireless communication . In addition , 
various types of data including a program distributed from 
the server 201 is received by wireless communication via the 
network 204 . 
[ 0060 ] The in - vehicle device 202 may acquire information 
on another moving object 203 traveling nearby by a short 
distance communication function , and may transmit the 
information to the server 201. The in - vehicle devices 202 
may communicate with each other by the short distance 
communication function , and may communicate with the 
server 201 via another in - vehicle device 202 . 
[ 0061 ] As described above , in the moving object position 
and orientation calculation system 200 , the server 201 may 
acquire in - vehicle data from the in - vehicle device 202 
mounted on the moving object 203 , and may distribute 
various types of data to each in - vehicle device 202 . 

Embodiment 1 

System Configuration Example 
[ 0053 ] FIG . 2 is an explanatory diagram illustrating an 
example of a system configuration for implementing a 
position and orientation calculation method according to 
Embodiment 1. In FIG . 2 , a system ( a moving object 
position and orientation calculation system 200 ) that imple 
ments the position and orientation calculation method 
according to Embodiment 1 includes a server 201 and an 
in - vehicle device 202 mounted on a moving object 203. The 
in - vehicle device 202 is mounted on the moving object 203 , 
and collects GNSS information from a satellite 205 and a 
moving image from an in - vehicle camera ( an imaging 
apparatus 406 illustrated in FIG . 4 described below ) . 
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[ 0062 ] Further , the in - vehicle device 202 may not include 
a communication section . That is , the in - vehicle device 202 
may not be coupled to the server 201 via the network 204 . 
In this case , data accumulated in the in - vehicle device 202 
may be input to the server 201 in off - line ( for example , 
manually or the like via a recording medium ) . 
[ 0063 ] The server 201 includes an environment map cre 
ation unit 211 , a map registration unit 212 , a map image 
feature comparison unit 213 , a map acquisition unit 214 , and 
a position and orientation estimation unit 215. The server 
201 has an in - vehicle moving image and GNSS information 
( “ in - vehicle moving image + GNSS information ” 221a for 
3D environment map creation , and “ in - vehicle moving 
image + GNSS information ” 221b for position and orienta 
tion estimation ) . The server 201 may include a 3D environ 
ment map DB 210 as internal process data . 
[ 0064 ] The environment map creation unit 211 inputs the 
“ in - vehicle moving image + GNSS information ” 221a for 3D 
environment map creation , and creates an environment map , 
for example , a 3D ( three - dimensional ) environment map 
222 from the “ in - vehicle moving image + GNSS informa 
tion ” 221a . 
[ 0065 ] The map registration unit 212 registers the 3D 
environment map 222 created by the environment map 
creation unit 211 in the 3D environment map DB 210. At this 
time , an index for searching may be created . For example , 
any database item may be held as another table for search 
ing . By using the index , it is possible to search the 3D 
environment map DB 210 at a higher speed . 
[ 0066 ] The map image feature comparison unit 213 inputs 
the “ in - vehicle moving image + GNSS information ” 221b for 
position and orientation estimation related to the processing 
target image 100 , and compares an image feature related to 
the “ in - vehicle moving image + GNSS information ” 2216 
with an image feature of the image of the 3D environment 
maps 222 registered in the 3D environment map DB 210 . 
[ 0067 ] Based on the comparison result by the map image 
feature comparison unit 213 , the map acquisition unit 214 
specifies ( acquires ) a calculation environment map to be 
used for calculation of a position and orientation of the 
moving object 203 or the imaging apparatus of the moving 
object , from a plurality of environment maps 222 . 
[ 0068 ] The position and orientation estimation unit 215 
calculates the position and orientation ( “ estimation position 
and orientation ” 223 ) of the moving object 203 or the 
imaging apparatus ( the in - vehicle device 202 ) of the moving 
object in the processing target image 100 by using the 
calculation environment map acquired by the map acquisi 
tion unit 214 . 
[ 0069 ] In FIG . 2 , the server 201 is configured to include 
the environment map creation unit 211 , the map registration 
unit 212 , the map image feature comparison unit 213 , the 
map acquisition unit 214 , and the position and orientation 
estimation unit 215. Although not illustrated , at least one of 
these respective functional units may be included in the 
in - vehicle device 202 , in addition to the server 201 , or 
instead of the server 201. When the in - vehicle device 202 
includes at least one of the respective functional units 211 , 
212 , 213 , 214 , and 215 , the in - vehicle device 202 may have 
the same contents of the processing executed by the server 
201. The server 201 may include a plurality of servers , and 
the respective functional units may be distributed and the 
processing may be performed . 

Hardware Configuration Example of Server 
[ 0070 ] FIG . 3 is a block diagram illustrating an example of 
a hardware configuration of a server . The server 201 that is 
an example of an information processing apparatus includes 
one or more of a central processing unit ( CPU ) 301 , a 
memory 302 , a network interface ( I / F ) 303 , a recording 
medium I / F 304 , and a recording medium 305. The respec 
tive components are coupled to each other through a bus 
300 . 
[ 0071 ] Here , the CPU 301 administrates control of the 
entire server 201. For example , the memory 302 includes a 
read - only memory ( ROM ) , a random - access memory 
( RAM ) , a flash ROM , and the like . Specifically , the flash 
ROM and the ROM store various programs , while the RAM 
is used as a work area of the CPU 301. The programs stored 
in the memory 302 are loaded into the CPU 301 and cause 
the CPU 301 to execute coded processing . 
[ 0072 ] The network I / F 303 is coupled to the network 204 
through a communication line and is connected to other 
apparatuses ( for example , in - vehicle device 202 and other 
servers and systems ) via the network 204. Then , the network 
I / F 303 serves as an interface with the network 204 and the 
inside of the server 201 and controls input and output of data 
from and to the other apparatuses . As the network I / F 303 , 
a modem , a LAN adaptor , or the like may be used , for 
example . 
[ 0073 ] The recording medium I / F 304 controls reading 
and writing of data from and to the recording medium 305 
in accordance with control by the CPU 301. The recording 
medium 305 stores data written under control by the record 
ing medium I / F 304. As the recording medium 305 , a 
magnetic disk , an optical disc , or the like may be used , for 
example . 
[ 0074 ] Note that , the server 201 may include , for example , 
a solid - state drive ( SSD ) , a keyboard , a pointing device , a 
display , and the like , in addition to the components 
described above . 

2 

Hardware Configuration Example of In - vehicle 
Device 

a 

[ 0075 ] FIG . 4 is a block diagram illustrating an example of 
a hardware configuration of an in - vehicle device . The in 
vehicle device 202 , which is an example of an information 
collection apparatus , includes a CPU 401 , a memory 402 , a 
wireless communication apparatus 403 , a moving object I / F 
404 , a reception apparatus 405 , and an imaging apparatus 
406. In addition , the respective components are coupled to 
each other through the bus 400 . 
[ 0076 ] The CPU 401 administrates control of the entire 
in - vehicle device 202. The memory 402 includes , for 
example , a ROM , a RAM , a flash ROM , and the like . 
Specifically , for example the flash ROM or the ROM stores 
various programs , and the RAM is used as a work area of the 
CPU 401. The programs stored in the memory 402 are 
loaded into the CPU 401 and cause the CPU 401 to execute 
coded processing . 
[ 0077 ] The wireless communication apparatus 403 
receives transmitted radio waves or transmits the radio 
waves . The wireless communication apparatus 403 has a 
configuration including an antenna and a reception appara 
tus , and is provided with a function of transmitting and 
receiving communication such as mobile communication 
( specifically , for example , 3G , 4G , 5G , PHS communication , 
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or the like ) according to various communication standards , 
Wi - Fi ( registered trademark ) , or the like . 
[ 0078 ] The moving object I / F 404 controls an interface 
between the moving object 203 and the inside of the 
in - vehicle device 202 , and controls an input and an output of 
data from and to the moving object 203. Therefore , the 
in - vehicle device 202 , for example , may collect information 
from an ECU ( including various sensors and the like ) 407 
included in the moving object 203 via the moving object I / F 
404. The moving object I / F 404 may be , specifically , for 
example , a connector to be used when coupled by wire or a 

field wireless communication ( specifically , for 
example , a Bluetooth ( registered trademark ) ) apparatus or 
the like . 
[ 0079 ] The reception apparatus ( for example , a GNSS 
reception apparatus such as a GPS reception apparatus ) 405 
receives radio waves from a plurality of satellites 205 , and 
calculates the current position on the earth from information 
included in the received radio waves . 
[ 0080 ] The imaging apparatus ( for example , a camera or 
the like ) 406 is a device that captures a still image or a 
moving image and outputs the captured image as image 
information . Specifically , for example , the imaging appara 
tus has a configuration in which a lens and an imaging 
element are provided . Specifically , in addition to a video of 
a monocular camera , image pairs of a plurality of cameras 
( stereo cameras ) and the like are included . In this manner , 
the imaging apparatus 406 may acquire image information 
configured with a moving image including a video ( a 
moving image ) or a single image ( a still image ) . In addition , 
the imaging apparatus 406 may be a drive recorder or the 
like mounted on a general passenger vehicle or a commer 
cial vehicle such as a taxi . 
[ 0081 ] A captured image by the imaging apparatus 406 is 
stored on the memory 402. The imaging apparatus 406 , such 
as a camera , may have an image recognition function , a bar 
code or a QR code ( registered trademark ) reading function , 
an optical mark reader ( OMR ) function , an optical character 
reader ( OCR ) function , and the like . 
[ 0082 ] As illustrated in FIG . 4 , the reception apparatus 
405 and the imaging apparatus 406 may be included in the 
in - vehicle device 202 , or may be included in the moving 
object 203 or separately and externally attached and used . At 
this time , data exchange between the reception apparatus 
405 or the imaging apparatus 406 and the in - vehicle device 
202 may be performed by wired or wireless communication . 
[ 0083 ] When the reception apparatus 405 or the imaging 
apparatus 406 is not provided in the in - vehicle device 202 , 
such information may be acquired via the moving object I / F 
404 or the like . In addition , although not illustrated , the 
in - vehicle device 202 may include various input appara 
tuses , a display , an interface for reading and writing record 
ing medium such as a memory card , various input terminals , 
and the like . 

estimation ( calculation ) . Specifically , a holding element 
includes various types of information including the “ 3D map 
element ( 3D image feature ) ” 501 and the “ creation image 
information ” 502. Although not illustrated , “ ID ” informa 
tion that is unique identification information for identifying 
feature point group information may be provided . As 
described above , the 3D environment map 222 has data 
configuration having 3D image features and creation image 
information . 
[ 0086 ] The 3D map element 501 is data of a feature 
element ( image feature ) of image information ( moving 
image ) to be used in a position and orientation estimation 
process . Specifically , a " three - dimensional actual coordinate 
position of image feature ” 511 and an “ image feature 
amount ” 512 are included . The image feature may be , for 
example , an image feature point , an image feature line , or 
the like extracted from an image by a known image pro 
cessing method . The three - dimensional actual coordinate 
position of image feature 511 may be calculated by a process 
such as SLAM by using known triangulation , optimization 
calculation for a minute position change , or the like , using 
a change in a position in the image when the same image 
feature appears in a plurality of images , or the like . 
[ 0087 ] The image feature amount 512 may be extracted by 
a common image process by the processing such as SLAM . 
For example , a value or the like obtained by converting a 
luminance difference condition between a pixel serving as 
the image feature and a peripheral pixel into a binary value 
may be used . Therefore , the image feature amount 512 
depends on a type of image process to be used ( a type of 
image feature to be extracted in the image process ) . Since 
image feature amounts are generally comparable to each 
other , it is possible to specify a corresponding 3D image 
feature in the 3D environment map 222 , through comparison 
with any image feature amount . 
[ 0088 ] The position and orientation estimation unit 215 
illustrated in FIG . 2 compares an actual position at which the 
respective 3D map elements 501 of which the three - dimen 
sional actual coordinate position of image feature 511 is 
known in the 3D environment map 222 appears in the 
in - vehicle moving image of an imaging position and orien 
tation estimation target , with a position in the image to be 
captured , which may be geometrically calculated from the 
estimated imaging position and orientation . Then , optimi 
zation is performed so as to reduce a difference between the 
positions in the image , so that it is possible to estimate 
( calculate ) the imaging position and orientation of the in 
vehicle moving image . At this time , it is desirable to specify 
an image feature equivalent to the image feature extracted 
from the in - vehicle moving image of the position and 
orientation estimation target , from a large number of respec 
tive 3D map elements ( 3D image features ) 501 , and the 
image feature amount 512 may be used for this specification . 
[ 0089 ] The creation image information 502 is information 
on each any image of the in - vehicle moving image used to 
create the 3D environment map 222 by the environment map 
creation unit 211. The creation image information 502 
includes at least a “ ( information on ) imaging position ( of 
image ) ” 521 , which is a three - dimensional actual coordinate 
position or the like , and “ image feature appearance infor 
mation ( in image ) ” 522. These pieces of information are 
used in the map image feature comparison unit 213 . 
[ 0090 ] The creation image information 502 does not have 
to be held for all the images of the in - vehicle video at a time 

a 

2 

a 

Contents of 3D Environment Map 
[ 0084 ] FIG . 5 is an explanatory diagram illustrating an 
example of a configuration of a 3D environment map 
according to Embodiment 1. In FIG . 5 , the 3D environment 
map 222 ( 222a to 222c ) includes a 3D map element ( 3D 
image feature ) 501 and creation image information 502 . 
[ 0085 ] As illustrated in FIG . 5 , the 3D map element 501 is 
data of a feature element image feature ) of an in - vehicle 
moving image to be used for position and orientation 
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of creating the 3D environment map 222 , and may be held 
for only 1 image . Meanwhile , in order to improve accuracy 
of specifying the 3D environment map 222 using the map 
image feature comparison unit 213 , it is desirable to hold an 
image group that covers the entire moving image ( video ) , in 
particular , the entire traveling route of the video as much as 
possible . For example , an image group , from which a video 
is thinned out by any method such as a method with a 
traveling distance for each any distance , for each any 
imaging time interval , and for each any number of image 
frames , may be held . 
[ 0091 ] The imaging position of image 521 may be , for 
example , information on an image imaging position and 
orientation calculated simultaneously with creation of the 
3D environment map 222 by a known process such as 
SLAM . When the method of creating the 3D environment 
map 222 is a method by which the imaging position and 
orientation is not calculated , the GNSS information used to 
create the 3D environment map 222 may be used . 
[ 0092 ] The position and orientation may be estimated by 
using the 3D environment map 222 in which the in - vehicle 
moving image is newly created after the 3D environment 
map 222 is created , and information on the imaging position 
and orientation may be calculated and used . By using a 
result of the position and orientation estimation unit having 
high accuracy by the GNSS information , it is possible to 
perform more accurate comparison in the map image feature 
comparison unit 213 , so that it is possible to more accurately 
execute map selection . 
[ 0093 ] The image feature appearance information in 
image 522 is used for comparing image similarities in the 
map image feature comparison unit 213. The image feature 
appearance information in image 522 does not have to be the 
same as an image feature and information using the image 
feature used in the position and orientation estimation unit 
215 , and may be image information used for common image 
similarity comparison . The image feature appearance infor 
mation in image 522 is , for example , " list of image features 
( image feature amount and appearance position ) " , " image 
feature distribution of image ” , “ luminance distribution of 
image ” , or the like that appears in the image . Among these , 
it is preferable that calculation from the image be as simple 
as possible . Thus , it is possible to implement a higher - speed 
process . 
[ 0094 ] The list of image features ( image feature amount 
and position in image ) is , for example , an image feature 
amount extracted from the image and an appearance position 
in the image . When the image feature is the same as the 3D 
image feature 501 , a feature appearance position in the 
image ( the three - dimensional coordinate position of image 
feature 511 ) or the image feature amount 512 when the 3D 
image feature 501 is calculated may be used for the list of 
the image features . 
[ 0095 ] The image feature distribution of the image is a 
distribution condition of any image feature in the image . 
Regarding the image feature distribution of the image , for 
example , the image may be divided into N , and the number 
of appearances of the image feature for each of N divided 
image portions may be obtained , or the image features may 
be grouped in advance by the image feature amount , and the 
number of each group that appears in the divided image 
portion or the entire image , an appearance ratio , a statistical 
quantity such as a histogram , or the like may be obtained . 

[ 0096 ] In a case of dividing the image , not all of the 
divided regions of the image but some of the divided regions 
may be used , or instead of image division , only any partial 
region of the image may be used for calculation . For 
example , only the upper half of the image , division of the 
upper 1/3 of the image into 4 parts , or the like may be used 
for calculation . This image feature distribution may be 
calculated by using the same image feature as the 3D image 
feature 501 , or may be calculated by using a different image 
feature . 
[ 0097 ] Note that , when the same image feature as the 3D 
image feature 501 is used for the list of the image features , 
the image feature appearance information 522 is a structured 
element obtained by summarizing the 3D image feature 501 
as a list of the 3D image features 501 that may be simulta 
neously viewed in any image . Therefore , the position and 
orientation estimation unit 215 may also be used to select the 
3D image feature 501 to be used in the image during the 
position and orientation estimation calculation from all the 
3D image features 501 in the 3D environment map , and may 
perform more accurate position and orientation estimation . 
That is , when specifying a 3D image feature from an image 
feature amount , it is possible to determine whether or not the 
3D image feature that may not be simultaneously viewed in 
the image feature appearance information 522 is specified , 
and to avoid the wrong specification . 
[ 0098 ] On the other hand , regarding the creation image 
information 502 used in the map image feature comparison 
unit 213 , it is significant to grasp an image feature tendency 
of the entire image of each any image , and accurate asso 
ciation of individual image features in the position and 
orientation estimation unit 215 , the environment map cre 
ation unit 211 , and the like may not be desirable , so that it 
is possible to use various image features other than the 
image feature of the 3D image feature 501 . 
[ 0099 ] Regarding the luminance distribution of the image , 
for example , a luminance histogram of the image or a 
luminance statistical quantity such as frequent luminance 
may be obtained for the entire image , a part of the image , or 
each image portion obtained by dividing the image into N. 
Note that , the image feature appearance information 522 is 
not limited to one type in the entire 3D environment map 
222 , and a plurality of types may be held in one 3D 
environment map 222 , or different types depending on a 
location , a road type , a creation time , and the like may be 
held . 
[ 0100 ] The image feature appearance information 522 
may be obtained by using not only the position or distribu 
tion of these image features obtained from only the image 
holding the creation image information 502 but also another 
image in the same in - vehicle moving image as the holding 
image . For example , an appearance position of the same 
image feature point and a luminance distribution condition 
in each image are compared between the image holding the 
creation image information 502 and the other image , and the 
image feature appearance information 522 may be obtained 
by using a difference change amount that is the comparison 
result . 
[ 0101 ] As the other image , for example , a previous frame 
image , a subsequent frame image , or the like may be used as 
an image captured at a near time of the image holding the 
creation image information 502 in the same in - vehicle 
moving image . Also , for example , a difference change 
amount of the image features obtained from the 2 images is 
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an appearance position change amount in the image of the 
same image feature point or luminance of the 2 images , and 
may be obtained as an image optical flow amount by a 
common image process . 
[ 0102 ] As the image feature appearance information 522 
using the other image , a list of the optical flow amount in the 
image holding the creation image information 502 and a 
flow appearance position in the image may be obtained by 
using the position change amount in image ( optical flow 
amount ) of the image feature point , instead of the image 
feature amount of the image feature point . Instead of the 
luminance distribution , a movement change amount distri 
bution in image ( optical flow distribution ) of each pixel or 
each pixel block of the holding image may be obtained by 
using the movement change amount in image ( optical flow 
amount ) of the pixel or the pixel block obtained from a 
position change condition of similar brightness as to how 
much each pixel of one image or the pixel block obtained by 
gathering a plurality of adjacent pixels moves in the other 
image . 
[ 0103 ] The closer the subject to be imaged in the image is 
to the imaging position , the larger the movement change 
amount in image is , so that a magnitude of the movement 
change amount in image ( optical flow value ) is similar to a 
magnitude of a distance to a peripheral object . The image 
feature appearance information 522 obtained by using the 
movement change amount in image represents a distance 
condition to the peripheral object in the image . Therefore , 
the same image feature appearance information 522 may be 
stably obtained for any in - vehicle moving image regardless 
of a scene in which a change in appearance of peripheral 
objects is large , such as weather at a time of imaging . 
Therefore , the map image feature comparison unit 213 that 
compares image similarities by using an image different 
from the in - vehicle moving image at a time of map creation 
may also perform image similarity comparison more accu 
rately . 
[ 0104 ] Note that , a magnitude of the difference change 
amount , in particular , a magnitude of the optical flow 
amount is proportional to a difference ( distance ) between the 
imaging positions of the 2 images used for the calculation . 
Therefore , instead of being used as it is for the image feature 
appearance information 522 , normalization may be per 
formed by using a value obtained by dividing with the 
maximum value , the minimum value , or an average value of 
a change amount of the entire image , conversion into a level 
change amount that changes stepwise is performed by 
determining the number of steps in the entire image , or any 
statistical correction may be performed , so that a value 
independent of the difference between the imaging positions 
of the 2 images may be used . 

[ 0106 ] At this time , the conversion into the actual coor 
dinate system may be executed simultaneously with the 3D 
position calculation , or instead of converting the 3D position 
itself of the image feature of the video into a value in the 
actual coordinate system and holding the value , the 3D 
position may be held as a relative value , and a conversion 
method to the actual coordinate system , for example , a value 
of a coordinate system conversion matrix or the like may be 
held separately . 
[ 0107 ] In order to obtain a position and orientation in the 
position and orientation estimation unit 215 by using the 3D 
environment map 222 created in the environment map 
creation unit 211 , the image features for a 3D position ( the 
3D image features 501 of the 3D environment map 222 ) to 
be used in the environment map creation unit 211 and the 
position and orientation estimation unit 215 are desirable to 
be the same . 
[ 0108 ] On the other hand , the 3D environment map 222 
has image feature appearance information in image 522 as 
the creation image information 502 , and this information 
may not from the same image feature as the image feature 
( the 3D image feature 501 ) for which the 3D position is 
calculated . In this case , information of the image feature 
appearance information in image 522 of the 3D environment 
map 222 is desirable to be calculated by the environment 
map creation unit 211. For example , different image features 
are extracted to calculate a distribution ( image feature 
distribution of the image ) , a luminance distribution of the 
image is calculated ( luminance distribution of the image ) , 
and the like . 
[ 0109 ] Specifically , in the server 201 illustrated in FIG . 2 , 
the environment map creation unit 211 may realize the 
function by the CPU 301 executing the program stored in the 
memory 302. In addition , specifically , in the in - vehicle 
device 202 illustrated in FIG . 4 , the function may be realized 
by the CPU 401 executing the program stored in the memory 
402 , for example . 

a 

a 

a 

Contents of Map Registration Unit 212 
[ 0110 ] The map registration unit 212 compares and speci 
fies the 3D environment map 222 created by the environ 
ment map creation unit 211 by the map image feature 
comparison unit 213 , and registers and manages the 3D 
environment map 222 in the 3D environment map DB 210 
or the like so as to be easily quoted by the position and 
orientation estimation unit 215. Therefore , as described 
above , an index for searching may be created and registered . 
The 3D environment map DB 210 is a database for the 3D 
environment maps 222 to be used by the position and 
orientation estimation unit 215 , and a database for holding 
and managing the created 3D environment map 222 . 
[ 0111 ] Specifically , for example , in the server 201 illus 
trated in FIG . 3 , the map registration unit 212 may realize 
the function by the CPU 301 executing the program stored 
in the memory 302 or by the network I / F 303 , the recording 
medium I / F 304 , or the like . Also , specifically , in the 
in - vehicle device 202 illustrated in FIG . 4 , the function may 
be realized by the CPU 401 executing the program stored in 
the memory 402 or by the wireless communication appara 
tus 403 or the like , for example . 

Processing Procedure of Environment Map 
Creation Unit 211 and Map Registration Unit 212 

[ 0112 ] FIG . 6 is a flowchart illustrating an example of 
processing of an environment map creation unit and a map 

? 

Contents of Environment Map Creation Unit 211 
[ 0105 ] The environment map creation unit 211 illustrated 
in FIG . 2 creates the 3D environment map 222 to be used in 
the position and orientation estimation unit 215 by any 
known method using the “ in - vehicle moving image + GNSS 
information ” 221b for position and orientation estimation as 
an input . For example , V - SLAM using a video is executed 
to obtain a 3D position of an image feature . Then , a relative 
position with unknown scale is converted into a latitude and 
longitude value in the actual coordinate system by GNSS 
information and is calculated , so that the 3D environment 
map 222 may be obtained . 

a 
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series of processes is ended . The processing in step S609 
may be performed , for example , by the map registration unit 
212 . 
[ 0122 ] With the procedure of such a process , the 3D 
environment map 222 may be created from the in - vehicle 
moving image and the GNSS information ( “ in - vehicle mov 
ing image + GNSS information ” 221a for 3D environment 
map creation ) , and the created 3D environment map 222 
may be registered in the 3D environment map DB 210 . 

Contents of Map Image Feature Comparison Unit 
213 

registration unit according to Embodiment 1. In the flow 
chart in FIG . 6 , the 3D environment map 222 , more spe 
cifically , the 3D image feature 501 of the 3D environment 
map 222 is created from an input in - vehicle moving image 
and GNSS information ( step 8601 ) . 
[ 0113 ] Then , it is determined whether or not the 3D 
environment map 222 ( the 3D image feature 501 ) is created 
( step S602 ) . Here , in a case where the 3D environment map 
222 ( the 3D image feature 501 ) may not be created and does 
not exist ( No in step S602 ) , a series of processes is ended 
without doing anything . 
[ 0114 ] On the other hand , when the 3D environment map 
222 ( the 3D image feature 501 ) may be created ( Yes in step 
S602 ) , next , it is determined whether or not a feature used 
in the map image feature comparison unit 213 is in an 
appearance list of image features ( step S603 ) . 
[ 0115 ] Here , when the feature used in the map image 
feature comparison unit 213 is in the appearance list of the 
image feature ( Yes in step S603 ) , the image feature is 
extracted as the appearance list of the image feature at a time 
of map creation for each thinned image . Then , an image 
feature amount and a position in image are obtained , and the 
image feature appearance information in image 522 ( “ list of 
image features ( image feature amount and appearance posi 
tion ) " ) is created ( step S604 ) . Thereafter , the procedure 
proceeds to step S609 . 
[ 0116 ] In step S603 , when the feature used in the map 
image feature comparison unit 213 is not in the appearance 
list of the image features ( No in step S603 ) , it is determined 
whether or not the feature used in the map image feature 
comparison unit 213 is an image feature distribution ( step 
S605 ) . 
[ 0117 ] Here , when the feature used in the map image 
feature comparison unit 213 is the image feature distribution 
( Yes in step S605 ) , the image feature appearance informa 
tion in image 522 ( “ image feature distribution ” ) is created as 
an image feature distribution for each thinned image ( step 
S606 ) . Thereafter , the procedure proceeds to step S609 . 
[ 0118 ] In step S605 , when the feature used in the map 
image feature comparison unit 213 not the image feature 
distribution ( No in step S605 ) , it is determined whether or 
not the feature used in the map image feature comparison 
unit 213 is an image luminance distribution ( step S607 ) . 
[ 0119 ] Here , when the feature used in the map image 
feature comparison unit 213 is the image luminance distri 
bution ( Yes in step S607 ) , the image feature appearance 
information in image 522 ( “ image luminance distribution ” ) 
is created as the image luminance distribution for each 
thinned image ( step S608 ) . Thereafter , the procedure pro 
ceeds to step S609 . 
[ 0120 ] In step S607 , when the feature used in the map 
image feature comparison unit 213 is not the image lumi 
nance distribution ( No in step S607 ) , a series of processes is 
ended without doing anything thereafter . The processing up 
to this point ( each process in steps S601 to S608 ) may be 
performed , for example , by the environment map creation 
unit 211 . 
[ 0121 ] Thereafter , the 3D image feature 501 and the 
creation image information 502 ( the imaging position 521 
and the image feature appearance information 522 ) of the 
thinned image are registered as the 3D environment map 222 
in the 3D environment map DB 210 ( step S609 ) . Thus , a 

[ 0123 ] The map image feature comparison unit 213 inputs 
an in - vehicle video ( moving image ) of which a position and 
orientation is to be estimated and GNSS information ( “ in 
vehicle moving image + GNSS information ” 221b for posi 
tion and orientation estimation ) which is positioning infor 
mation such as GPS acquired simultaneously with the 
in - vehicle moving image , and specifies a 3D environment 
map group related to the in - vehicle moving image from the 
3D environment map DB 210 registered by the map regis 
tration unit 212 . 
[ 0124 ] Specifically , in the server 201 illustrated in FIG . 2 , 
the map image feature comparison unit 213 may realize the 
function by the CPU 301 executing the program stored in the 
memory 302. In addition , specifically , in the in - vehicle 
device 202 illustrated in FIG . 4 , the function may be realized 
by the CPU 401 executing the program stored in the memory 
402 , for example . 
[ 0125 ] Specifically , for example , the map image feature 
comparison unit 213 may specify a 3D environment map 
group related to the in - vehicle moving image by the follow 
ing procedure . 
[ 0126 ] First , the map image feature comparison unit 213 
extracts any image of the in - vehicle moving image as a 
position and orientation estimation target , which is a target 
for image feature comparison . The number of any images to 
be extracted is any number . For example , any one image of 
the in - vehicle moving image may be extracted , or a plurality 
of images may be extracted . In order to complete the 
comparison process quickly , it is preferable to extract one 
image . On the other hand , in order to select the 3D envi 
ronment map 222 to be specified without omission , a plu 
rality of images may be used , and image features of each 
image may be compared . 
[ 0127 ] For each extracted any image , the map image 
feature comparison unit 213 calculates an image feature 
corresponding to the image feature appearance information 
in image 522 of the creation image information 502 of each 
3D environment map 222 in the 3D environment map DB 
210. At this time , in a case where the 3D environment map 
222 includes a plurality of types of creation image informa 
tion image feature appearance information ) 522 , any one , 
for example , one that is more easily calculated may be 
selected and used , or any plurality of types , for example , all 
types may be used to obtain respective similarities , and the 
similarities may be statistically aggregated to finally deter 
mine the similarity . 
[ 0128 ] As an example , a case of one type of image feature 
appearance information 522 will be described . For example , 
in a case where the image feature appearance information in 
image 522 is a list of image features ( image feature amount 
and appearance position ) that appear in the image , the same 
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image feature is extracted from the image , and a list of 
appearance positions in the image is created together with 
the image feature amount . 
[ 0129 ] Note that , in a case where the image feature is the 
same as the 3D image feature 501 , the position and orien 
tation estimation unit 215 may hold the image feature for use 
as an image feature of the image , and the position and 
orientation estimation unit 215 may not extract the image 
feature again . 
[ 0130 ] When the image feature appearance information in 
image 522 is an image feature distribution of the image , an 
image distribution condition of the entire image or part of 
the image is calculated in the same manner as the image 
feature appearance information in image 522. In the same 
manner , in a case where the image feature appearance 
information in image 522 is a luminance distribution of the 
image , a luminance distribution of the entire image or part 
of the image is calculated in the same manner as the image 
feature appearance information in image 522 . 
[ 0131 ] Note that , when the “ image feature appearance 
information in image ” 522 is a difference change amount 
calculated by using another image , in the same manner , the 
map image feature comparison unit 213 obtains a difference 
change amount by using the other image ( for example , an 
image frame before or after a near time ) of the same 
in - vehicle moving image in addition to the image for which 
position and orientation is desired to be estimated . Then , in 
the same manner as the “ image feature appearance infor 
mation in image ” 522 , a list of the difference change amount 
and an appearance position in image of the difference change 
amount , or a distribution in image may be calculated . 
[ 0132 ] Next , the map image feature comparison unit 213 
acquires an imaging position of the any image , from the 
GNSS information in the “ in - vehicle moving image + GNSS 
information ” 221b for position and orientation estimation . 
Then , among the respective 3D environment maps 222 , the 
3D environment map 222 having the imaging position of 
image 521 and the creation image information 502 in which 
the imaging position is within a predetermined distance is 
selected , and the creation image information 502 having the 
imaging position of image 521 closest to the imaging 
position in the selected 3D environment map 222 is speci 
fied . At this time , the 3D environment map 222 may be 
selected in advance to some extent by using a known 
method , for example , a regional mesh or the like . 
[ 0133 ] Next , the map image feature comparison unit 213 
compares the image feature appearance information in 
image 522 of the specified 3D environment maps 222 with 
equivalent information calculated in each extracted any 
image , determines whether or not the 2 pieces of information 
are similar , and calculates an image similarity . For example , 
when the image feature appearance information in image 
522 is a list of image features ( an image feature amount and 
an appearance position ) , the numbers of image features of 
the same image feature amount in the lists of both images 
may be compared . In addition , the numbers of image fea 
tures that appear at similar appearance positions for the same 
image feature amount may be compared . 
[ 0134 ] When the image feature appearance information in 
image 522 is an image feature distribution , whether the 
numbers of image features of the entire image of both 
images are similar to each other , whether ratios of the 
number of image features of each part to the entire image of 
the image or another image part to the entire image of the 

image are similar to each other , whether the numbers of 
appearance groups of the image feature group , a frequency 
and an appearance tendency in the image are similar to each 
other , whether appearance ratios of the group or histograms 
are similar to each other , and the like may be compared . 
[ 0135 ] In the same manner , when the “ image feature 
appearance information in image ” 522 is a luminance dis 
tribution of the image , whether luminance histograms of 
both images are similar to each other , whether a luminance 
frequency and an appearance tendency are similar to each 
other , whether the most frequent luminance and the like are 
similar to each other , and the like may be compared . 
[ 0136 ] When the “ image feature appearance information 
in image ” 522 is a difference change amount calculated by 
using another image , the comparison may be performed by 
using the same method as any comparison method of the 
case where the image feature appearance information in 
image 522 is the list of image features ( image feature 
amount and appearance position ) and the case where the 
image feature appearance information in image 522 is the 
image luminance distribution . In each method , it is possible 
to compare the movement change amount of the image 
feature instead of the image feature amount by using the 
movement change amount of each pixel or pixel block 
instead of a luminance value of each pixel or pixel block of 
the image . 
[ 0137 ] In the image similarity comparison process , any 
similar image comparison method by the “ image feature 
appearance information in image ” 522 may be used . 
[ 0138 ] Next , the 3D environment map 222 is selected 
according to the image similarity obtained for each 3D 
environment map 222 for each any image . For example , 
when there are a plurality of any images , a statistical 
quantity ( for example , an average value , a maximum value , 
a minimum value , a median value , or the like ) of the image 
similarity of all the any images may be obtained for each 3D 
environment map 222 , and may be set as a final similarity to 
the in - vehicle video of the position and orientation estima 
tion target of each 3D environment map 222. Then , the final 
similarities are compared , and one map having the highest 
similarity is selected . 
[ 0139 ] Note that , in the position and orientation estimation 
process by the position and orientation estimation unit 215 , 
in a case where priority is given to position and orientation 
estimation with high accuracy even when a processing time 
is slightly longer than the position and orientation estimation 
at high speed in real - time , in a case where there are the 3D 
environment maps 222 with similar final similarities and it 
is difficult to narrow down to one , or the like , the map image 
feature omparison unit 213 may select a plurality of 3D 
environment maps 222 having similarities with the image 
feature appearance information in image 522 equal to or 
higher than a certain extent , instead of finally selecting one 
3D environment map 222. At this time , the priority may be 
set in descending order of similarities . 
[ 0140 ] In addition , in a case where only the 3D environ 
ment map 222 having a low similarity may be selected , the 
position and orientation estimation process may be aban 
doned ( canceled ) assuming that the 3D environment map 
222 used for the position and orientation estimation process 
is not found . 
[ 0141 ] A specific example of map image feature compari 
son processing contents will be described with reference to 
FIGS . 1 and 7 to 8. FIG . 7 is an explanatory diagram 
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illustrating an example of contents of image feature appear 
ance information of a processing target image , FIG . 8 is an 
explanatory diagram illustrating an example of contents of 
image feature appearance information of the image feature 
A , and FIG . 9 is an explanatory diagram illustrating an 
example of contents of image feature appearance informa 
tion of the image feature B. 
[ 0142 ] FIG . 7 illustrates the content of the image feature 
appearance information 700 of an image at a GPS position 
of the “ O ” 120 in the overhead view illustrated in FIG . 1 , in 
the processing target image 100 illustrated in FIG . 1 , that is , 
an in - vehicle video traveling over a road under elevated 
road , which is an in - vehicle moving image for which posi 
tion and orientation is desired to be estimated . In the image 
feature appearance information 700 , a reference numeral 
701 indicates a plot of an appearance distribution of an 
image feature over the processing target image 100 , a 
reference numeral 702 indicates a histogram of image lumi 
nance , the image feature , or a difference change amount of 
the processing target image 100 , and a reference numeral 
703 indicates only the extracted appearance distribution of 
the image feature of the processing target image 100 . 
[ 0143 ] In FIG . 8 , the image feature appearance informa 
tion 800 of a map ( the image feature A ) of the road under 
elevated road indicates content of image feature appearance 
information of an image feature at the GPS position “ O ” 
121 closest to an imaging position in the 3D environment 
map A 111 having the imaging position of image 521 , within 
a predetermined distance from the imaging position “ @ ” 120 
of the processing target image 100 in FIG . 1. In the same 
manner as the image feature appearance information 700 in 
FIG . 7 , a reference numeral 801 indicates an appearance 
distribution of an image feature over the image , a reference 
numeral 802 indicates a histogram of image luminance , the 
image feature , or a difference change amount of the image , 
and a reference numeral 803 indicates only the extracted 
appearance distribution of the image feature of the image . 
[ 0144 ] In FIG . 9 , the image feature appearance informa 
tion 900 of a map ( the image feature B ) of the elevated road 
indicates content of image feature appearance information of 
an image feature at the GPS position “ O ” 122 closest to an 
imaging position in the 3D environment map B 112 having 
the imaging position of image 521 , within a predetermined 
distance from the imaging position 120 of the process 
ing target image 100 in FIG . 1. In the same manner as the 
image feature appearance information 700 in FIG . 7 and the 
image feature appearance information 800 in FIG . 8 , a 
reference numeral 901 indicates an appearance distribution 
of an image feature over the image , a reference numeral 902 
indicates a histogram of image luminance , the image feature , 
or a difference change amount of the image , and a reference 
numeral 903 indicates only the extracted appearance distri 
bution of the image feature of the image . 
[ 0145 ] As described above , the map image feature com 
parison unit 213 selects the 3D environment map B 112 over 
the elevated road and the second 3D environment map A 111 
under the elevated road , and specifies the creation image 
information 502 having the closest imaging position among 
those 2 maps . Then , in the specified 2 maps , the “ image 
feature appearance information in image ” 522 of the cre 
ation image information 502 is compared with already 
calculated image feature appearance information corre 
sponding to the “ image feature appearance information in 
image ” 522 of the processing target image . 

[ 0146 ] The map image feature comparison unit 213 com 
pares the distributions 703 , 803 , and 903 or the histograms 
702 , 802 , and 902 , which are the image feature appearance 
information illustrated in FIGS . 7 to 9 , and selects the 3D 
environment map A 111 having more similar image feature 
appearance information 522 among the 2 maps ( the 3D 
environment map A 111 and the 3D environment map B 
112 ) . That is , the 3D environment map A 111 with more 
appearances of the image feature or the difference change 
amount at the upper portion of distribution 803 is more 
similar to the distribution 703 than the 3D environment map 
B 112 with less appearances of the image feature or the 
difference change at the upper portion of distribution 903 . 
[ 0147 ] In a case of determining the elevated road or the 
road under elevated road , more specifically , when appear 
ances of the difference change amount , which is an appear 
ance position change amount of the image feature or the 
image feature point , is small at the upper portion , the sky is 
open ( the upper side is open ) and there are few conspicuous 
image features , so that the road is estimated as the elevated 
road . On the other hand , when many image features appear 
in the upper portion , the elevated road exists on the upper 
side of the road under elevated road and many image 
features peculiar to an artificial object appear , and the road 
is estimated as the road under elevated road . Meanwhile , in 
the processing of the map image feature comparison unit 
213 , it is only desirable to know which 3D environment map 
is similar , and it is not desirable to determine whether the 
road is the road under elevated road or the elevated road . 
[ 0148 ] The 3D environment map A 111 , which is high on 
both sides in the histogram 802 , is more similar to the 
histogram 702 than the 3D environment map B 112 , which 
is high only to the left in the histogram 902. Therefore , the 
3D environment map A 111 is selected . 
[ 0149 ] As a result , the map image feature comparison unit 
213 may select a map created from the in - vehicle video 
having a similar image at an approximate actual coordinate 
position , that is , a map created from a video obtained by 
imaging a similar landscape at approximately the same 
location , and even when whether the 3D environment map 
A 111 and the 3D environment map B 112 are maps of roads 
under elevated road or elevated roads , or whether the video 
of the position and orientation target is a video of traveling 
on the road under elevated road or the elevated road is not 
known , it is possible to select the 3D environment map A 111 
having a similar traveling environment , from the similarity 
of “ image feature appearance information in image ” 522 . 
[ 0150 ] In this manner , the image feature of the image 
information of the plurality of 3D environment maps 222 
including a position of the moving object 203 or an imaging 
apparatus ( the in - vehicle device 202 ) of the moving object 
203 is compared with the image feature of the processing 
target image 100 acquired from the moving object 203 or the 
imaging apparatus ( the in - vehicle device 202 ) of the moving 
object 203 , and based on the comparison result , it is possible 
to specify a calculation environment map to be used for 
calculating the position and orientation of the moving object 
203 or the imaging apparatus ( the in - vehicle device 202 ) of 
the moving object 203 , among the plurality of environment 
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maps 222 . 
[ 0151 ] This calculation environment map may be the 
environment map 222 having the image feature appearance 
information 522 related to the image feature similar to the 
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[ 0164 ] When the plurality of 3D environment maps 222 
are acquired , or the like , a priority set based on a similarity 
of the image feature appearance information 522 , calculated 
by the map image feature comparison unit 213 , may be held 
together with the acquired map data . Then , the position and 
orientation estimation unit 215 may perform the position and 
orientation estimation process with higher accuracy by per 
forming calculation based on the acquired priority . 
[ 0165 ) Specifically , in the server 201 illustrated in FIG . 3 , 
the map acquisition unit 214 may realize the function by the 
CPU 301 executing the program stored in the memory 302 
or by the network I / F 303 , the recording medium I / F 304 , or 
the like . Also , specifically , in the in - vehicle device 202 
illustrated in FIG . 4 , the function may be realized by the 
CPU 401 executing the program stored in the memory 402 
or by the wireless communication apparatus 403 or the like , 
for example . 

Contents of Position and Orientation Estimation 
Unit 215 

image feature of the image information acquired from the 
imaging apparatus ( the in - vehicle device 202 ) . 
[ 0152 ] As illustrated in FIG . 1 , it is possible to specify the 
3D environment maps ( 111 and 112 ) having the image 
information of the second imaging positions ( 121 and 122 ) 
having a distance close to the first imaging position ( 120 ) of 
the image information acquired from the imaging apparatus 
( the in - vehicle device 202 ) , and to compare the image 
feature of the image information of the first imaging position 
with the image feature of the image information of the 
second imaging position of the specified environment map . 
[ 0153 ] It is possible to calculate a use priority of the 
specified calculation environment map , based on the simi 
larity between the image feature of the image information 
acquired from the imaging apparatus ( the in - vehicle device 
202 ) and the image feature of the environment map . 
[ 0154 ] The image feature may include at least one of 
[ 0155 ] ( 1 ) list of image feature amount and position in 
image of image ; 
[ 0156 ] ( 2 ) image feature distribution of image ; 
[ 0157 ] ( 3 ) luminance distribution of image ; 
[ 0158 ] ( 4 ) list of position change amount in image and 
position in image of image feature of image ; and 
[ 0159 ] ( 5 ) distribution of position change amount in image 
of each pixel or pixel block of image , for example . 
[ 0160 ] Further , each distribution of ( 2 ) image feature 
distribution of image , ( 3 ) luminance distribution of image , 
and ( 5 ) distribution of position change amount in image of 
each pixel or pixel block of image may be a histogram . 
[ 0161 ] Note that , in order to speed up this selection in the 
map image feature comparison unit 213 , an index related to 
the creation image information 502 in the 3D environment 
map DB 210 may be used in the same manner as speeding 
up a query of a general database . In general , a search speed 
may be improved by creating a separate table dedicated for 
search using elements related to search in the DB , so that 
index information for search using a part of the image 
feature appearance information 522 or the imaging position 
of image 521 may be prepared in advance by using a general 
known creation section for the index information of the DB . 
The index may be created , for example , by the map regis 
tration unit 212 as described above . Thus , it is possible to 
further speed up the comparison process in the map image 
feature comparison unit 213 . 

[ 0166 ] The position and orientation estimation unit 215 
estimates an imaging position and orientation by using a 
method in the related art , for example , V - SLAM or the like , 
with data of the 3D environment map 222 acquired by the 
map acquisition unit 214 and data of the “ in - vehicle moving 
image + GNSS information ” 221b that is the position and 
orientation estimation target , and outputs the imaging posi 
tion and orientation to the estimation position and orienta 
tion 223. Specifically , the position and orientation may be 
estimated by using a calculation method such as SLAM by 
reading the data of the selected and acquired 3D environ 
ment map 222 , deploying the data in the memory , and 
comparing the data with a position of an image feature 
extracted from the in - vehicle moving image read in the same 
manner and deployed in the memory . 
[ 0167 ] In this case , the map image feature comparison unit 
213 may already extract the same image feature as the 3D 
image feature 501 of the 3D environment map 222 for any 
image of the in - vehicle video as the position and orientation 
estimation target , and may use the held information when 
the information is held . 

[ 0168 ] Each 3D environment map 222 has a priority 
determined by the map image feature comparison unit 213 . 
Therefore , even when there are a plurality of selected 3D 
environment maps 222 , unlike the method in the related art 
in which there is no material to examine which map to use , 
by executing the position and orientation estimation process 
in descending order of priorities , it is possible to increase the 
possibility that the position and orientation estimation of the 
position and orientation estimation target may be completed 
by executing the position and orientation estimation process 
once . 

Contents of Map Acquisition Unit 214 
[ 0162 ] The map acquisition unit 214 specifies and acquires 
map data from the actual 3D environment map DB 210 , for 
the 3D environment maps 222 selected by the map image 
feature comparison unit 213. Note that , the map image 
feature comparison unit 213 may specify the map data , and 
the map acquisition unit 214 may only acquire the specified 
map data . That is , the map data may be specified by either 
the map image feature comparison unit 213 or the map 
acquisition unit 214 . 
[ 0163 ] Unlike the method in the related art , since the data 
acquisition target is limited to the 3D environment maps 222 
narrowed down to only roads considered to be the same road 
through the image feature comparison process of the map 
image feature comparison unit 213 , instead of the 3D 
environment map selected only by the latitude and longi 
tude , it is possible to acquire the 3D environment map 222 
at a lower cost than the method in the related art . 

[ 0169 ] The position and orientation may be estimated for 
a plurality of maps in the order of priority , and when position 
and orientation estimation succeeds , the position and orien 
tation estimation may not be performed by using another 
map . Alternatively , the position and orientation estimation 
results of all the plurality of maps may be calculated and 
compared to obtain a final position and orientation estima 
tion result . For example , the position and orientation esti 
mation results of the respective 3D environment maps 222 
may be compared , and one of the maps , for example , a map 
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a having a large number of image frames in a video on which 
the position and orientation estimation is performed , may be 
used as the final result . 
[ 0170 ] A statistical process may be performed on the 
position and orientation estimation results for the plurality of 
maps in the same image frame , for example , averaging for 
obtaining the final result . Thus , it is possible to more 
accurately and reliably execute the position and orientation 
estimation process . At this time , the statistical process may 
be performed in which results of maps with higher priorities 
are emphasized by using the priorities as weights . 
[ 0171 ] As a loop process of all the selected 3D environ 
ment maps 222 , the processing of the map acquisition unit 
214 and the processing of the position and orientation 
estimation unit 215 may be collectively executed for one 
map at a time . Thus , the acquisition cost of the 3D envi 
ronment map 222 may be reduced up to a low cost . 
[ 0172 ] Specifically , for example , in the server 201 illus 
trated in FIG . 3 , the position and orientation estimation unit 
214 may realize the function by the CPU 301 executing the 
program stored in the memory 302. Also , specifically , in the 
in - vehicle device 202 illustrated in FIG . 4 , the function may 
be realized by the CPU 401 executing the program stored in 
the memory 402 , for example . 

[ 0178 ] Thereafter , the position and orientation estimation 
process on the estimation target image is executed by using 
the DB information ( the 3D image feature point group and 
the like ) of the acquired map ( step S1008 ) . The processing 
in step S1008 , for example , may be performed by the 
position and orientation estimation unit 215 . 
[ 0179 ] As described above , according to Embodiment 1 , 
the 3D environment map related to the in - vehicle data for 
which the imaging position and orientation is to be estimated 
is determined by whether or not the map is a 3D environ 
ment map in which the image feature appearance condition 
in the image at a time of creating a similar position ( latitude 
and longitude ) is similar , and the more similar map may be 
specified with the priority , so that it is possible to correctly 
select the 3D environment map of the route having the 
similar position , which may not be discriminated only by the 
latitude and longitude , such as the elevated road and the road 
under elevated road . Thus , it is possible to reduce a data 
acquisition cost of the undesirable 3D environment map , a 
position and orientation estimation execution cost , and a 
time until position and orientation estimation is completed , 
and to execute the position and orientation estimation in 
real - time . 
[ 0180 ] In Embodiment 1 , by storing the image feature 
appearance information ( histogram , distribution , or the like 
of the image ) 522 of the in - vehicle image used when 
creating the environment map in association with each 3D 
environment map 222 in advance , among the 3D environ 
ment maps 222 created from the in - vehicle video traveling 
on the roads having the same position but various heights as 
a vehicle of the position and orientation estimation target , it 
is possible to specify the 3D environment map by the 
in - vehicle image traveling on the road at the same height as 
the target vehicle by searching for the 3D environment map 
having image feature appearance information similar to the 
image captured by the target vehicle . 
[ 0181 ] Therefore , since a correct map is specified from the 
3D environment maps 222 having the same latitude and 
longitude position such as an elevated road , and a road under 
elevated road , the position and orientation may be reliably 
estimated , and the position and orientation estimation by the 
searched 3D environment maps 222 does not have to be 
repeated by trial and error . In particular , even for a road in 
the related art on which routes having a wrong 3D environ 
ment map are overlapped with each other , it is possible to 
correctly search a map of the road on which the moving 
object of the in - vehicle video travels , so that it is possible to 
obtain a position and orientation estimation result in real 
time at a low cost without performing the position and 
orientation estimation with the wrong map . 
[ 0182 ] Note that , in addition to the elevated road and the 
road under elevated road , it is also possible to use Embodi 
ment 1 for specifying a 3D environment map between 
driving roads side by side ( highway main line and side road 
to highway exit or the like ) , for which specifying mistakes 
are likely to occur ( it is easy to confuse which one is running 
due to a GPS error of the GNSS information used together 
with the in - vehicle video of the position and orientation 
estimation target ) only by a GPS latitude and longitude . 

Processing Procedure of Map Image Feature 
Comparison Unit 213 , Map Acquisition Unit 214 , 
and Position and Orientation Estimation Unit 215 

[ 0173 ] FIG . 10 is a flowchart illustrating an example of 
processing of a map image feature comparison unit , a map 
acquisition unit , and a position and orientation estimation 
unit according to Embodiment 1. In the flowchart in FIG . 10 , 
any image of an in - vehicle video for which an imaging 
position and orientation is to be estimated , and GNSS ( GPS ) 
information are input ( step S1001 ) . 
[ 0174 ] Next , the 3D environment map 222 in which the 
imaging position of image 521 is within a prescribed dis 
tance from a GPS position is searched from the 3D envi 
ronment map DB 210 ( step S1002 ) . Then , it is determined 
whether or not the 3D environment maps 222 are searched 
( step S1003 ) . Here , when the 3D environment maps 222 
may not be searched ( No in step S1003 ) , a series of 
processes is ended without doing anything . 
[ 0175 ] On the other hand , when the 3D environment maps 
222 may be searched ( Yes in step S1003 ) , the creation image 
information 502 , in which the imaging position of image 521 
is closest to the GPS position , is searched among the 
searched 3D environment maps 222 ( step S1004 ) . Then , the 
same image feature as the creation image information 502 is 
calculated from the any image ( step S1005 ) . 
[ 0176 ] Next , each of the 3D environment maps 222 is 
compared with the image feature appearance information 
522 of the any image to calculate a similarity between each 
3D environment map 222 and each image feature appear 
ance information 522 of the any image . Then , the 3D 
environment map 222 having the highest similarity is 
selected ( step S1006 ) . The processing up to this point ( each 
process in steps S1001 to $ 1006 ) may be performed , for 
example , by the map image feature comparison unit 213 . 
[ 0177 ] Then , DB information ( a 3D image feature point 
group and the like ) of the selected 3D environment map 222 
is acquired ( step S1007 ) . The processing in step S1007 may 
be performed by , for example , the map acquisition unit 214 . 

a 

Embodiment 2 

[ 0183 ] Next , Embodiment 2 will be described . In Embodi 
ment 1 , every time the position and orientation estimation 
process is performed , the position and orientation estimation 
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unit 215 reads the selected and acquired 3D environment 
map 222 , deploys the read 3D environment map into the 
memory , and performs the position and orientation estima 
tion process by the calculation method such as SLAM . On 
the other hand , in Embodiment 2 , as illustrated in FIG . 11 , 
a map deployment and position and orientation estimation 
server 1102 ( 1102a , 1102b , 1102c , ) is prepared that 
stores the 3D environment map 222 for map deployment that 
is deployed into the memory in advance . 
[ 018 ] Since the 3D environment map originally has a 
large data amount , it is difficult to execute the position and 
orientation estimation process in real - time when the 3D 
environment map is read and deployed every time the 
position and orientation estimation process is performed . 
Therefore , in Embodiment 2 , the map deployment and 
position and orientation estimation server 1102 in which a 
3D environment map is deployed in advance is prepared , 
instead of specifying , reading , and deploying the 3D envi 
ronment map , every time in - vehicle data as a position and 
orientation estimation target and GNSS information are 
input . 
[ 0185 ] Then , when specifying the 3D environment map , 
the map deployment and position and orientation estimation 
server 1102 in which the corresponding 3D environment 
map is deployed in advance is specified , and information 
desirable for the position and orientation estimation process 
is acquired by using the map deployment and position and 
orientation estimation server 1102. Thus , it is possible to 
execute the position and orientation estimation process 
without performing the process of acquiring the 3D envi 
ronment map and then reading and deploying the 3D envi 
ronment map in the server . In this manner , the position and 
orientation estimation may be realized in real - time . 
[ 0186 ] FIG . 11 is an explanatory diagram illustrating an 
example of a system configuration for implementing a 
position and orientation calculation method according to 
Embodiment 2. FIG . 12 is an explanatory diagram illustrat 
ing an example of a configuration of a 3D environment map 
according to Embodiment 2. In FIG . 11 , a moving object 
position and orientation calculation system 1100 that real 
izes the position and orientation calculation method accord 
ing to Embodiment 2 includes a server 1101 and the in 
vehicle device 202 mounted on the moving object 203 . 
[ 0187 ] Note that , in the moving object position and ori 
entation calculation system 1100 that implements the posi 
tion and orientation calculation method according to 
Embodiment 2 illustrated in FIG . 11 , the same components 
as those of the moving object position and orientation 
calculation system 200 that implements the position and 
orientation calculation method according to Embodiment 1 
illustrated in FIG . 2 are denoted by the same reference 
numerals , and detailed description thereof will be omitted . 
In the same manner , in a 3D environment map 1122 accord 
ing to Embodiment 2 illustrated in FIG . 12 , the same 
components as those of the 3D environment map 222 
illustrated in FIG . 5 are denoted by the same reference 
numerals , and the detailed description thereof will be omit 
ted . 
[ 0188 ] A map deployment registration unit 1112 registers 
the 3D environment map 222 created by the environment 
map creation unit 211 in the 3D environment map DB 210 , 
reads and deploys the 3D environment map 222 into any 
processing server ( the map deployment and position and 
orientation estimation server 1102 ( 1102a to 1102c ) ) , and 

holds information ( a deployment server information 1201 
illustrated in FIG . 12 ) of the map deployment and position 
and orientation estimation server 1102 in the 3D environ 
ment map DB 210. Therefore , the 3D environment map 222 
( 1122a to 1122c ) registered in the 3D environment map DB 
210 includes the deployment server information 1201 in 
addition to the 3D map element 501 and the creation image 
information 502 in the 3D environment map 1122 illustrated 
in FIG . 5 . 

[ 0189 ] Note that , the deployment server information 1201 
is not a part of the 3D environment map 1122 , and may be 
held in another information and DB that may be referred 
from the 3D environment map 1122. That is , depending on 
implementation of data , the deployment server information 
1201 may divide and hold the data in the other data and the 
DB . As described above , the deployment server information 
1301 may be held so that the information processing appa 
ratus ( the map deployment and position and orientation 
estimation server 1202 ) in which the environment map is 
deployed into the memory may be easily specified . 
[ 0190 ] In this manner , a plurality of environment maps 
may be deployed into the memory in advance in the map 
deployment and position and orientation estimation server 
1102 , which is another information processing apparatus 
that calculates the position and orientation of the imaging 
apparatus for any image information of the environment 
maps . It is possible to register the “ deployment server 
information 1201 ” related to the information processing 
apparatus ( the map deployment and position and orientation 
estimation server 1102 ) in which the environment map is 
deployed into the memory may be registered to the envi 
ronment map 1122 . 
[ 0191 ] The map deployment and position and orientation 
estimation server 1102 ( 1102a to 1102c ) is a processing 
server that performs the position and orientation estimation 
process such as SLAM . Any 3D environment map 222 
designated in the map deployment registration unit 1112 is 
read in advance and deployed into the memory , in - vehicle 
data and GNSS information to be processed at any timing by 
a stream or any communication unit are acquired , and 
position and orientation estimation is calculated and output . 
[ 0192 ] As a result , it is possible to the perform position 
and orientation estimation process in more real - time . The 
number of 3D environment maps 222 deployed into one map 
deployment and position and orientation estimation server 
1102 is any number , and when the plurality of 3D environ 
ment maps 222 are deployed , position and orientation esti 
mation using all the 3D environment maps 222 deployed at 

may be performed . Therefore , there is an advantage 
in that a processing time may be further shortened , in 
particular , in a case where position and orientation estima 
tion on in - vehicle data of a driving route including a 
plurality of maps is performed , or the like . 
[ 0193 ] In the same manner as the map image feature 
comparison unit 213 according to Embodiment 1 , a map 
image feature comparison unit 1113 extracts information 
corresponding to the image feature appearance information 
in image 522 from any image of the in - vehicle video as a 
position and orientation estimation target , and searches for 
the 3D environment map 1122 having the imaging position 
of image 521 similar to the any image . Further , the image 
feature appearance information in image 522 of the creation 
image information 502 closest to the imaging position of 

one time 
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image 521 in the searched 3D environment map 1122 is 
compared with the correspondence information of the any 
image to obtain a similarity . 
[ 0194 ] Then , the 3D environment map 1122 is specified 
based on a level of the similarity . Further , the map deploy 
ment and position and orientation estimation server 1102 in 
which the specified 3D environment map 1122 is deployed 
is specified , from the deployment server information 1201 
which is information on the map deployment and position 
and orientation estimation server 1102 included in the 3D 
environment map 1122 . 
[ 0195 ] In this manner , a plurality of environment maps are 
deployed into the memory in advance on the map deploy 
ment and position and orientation estimation server 1102 , 
which is another information processing apparatus that 
calculates the position and orientation of the imaging appa 
ratus of any image information of the environment map , and 
the deployment server information 1201 which is informa 
tion on the specified map deployment and position and 
orientation estimation server 1102 is included and the 3D 
environment map 1122 ( 1122a to 1122c ) is set , so that it is possible to specify the map deployment and position and 
orientation estimation server 1102 in which the specified 
calculation environment map is deployed in the memory . 
[ 0196 ] The position and orientation estimation unit 1114 
inputs the in - vehicle moving image and the GNSS informa 
tion of the position and orientation estimation target to the 
specified map deployment and position and orientation 
estimation server 1102 to calculate a position and orienta 
tion , and outputs an estimation position and orientation 224 . 
In this manner , the position and orientation result calculated 
by the specified map deployment and position and orienta 
tion estimation server 1102 may be acquired . 

position and orientation estimation unit according to 
Embodiment 2. In the flowchart in FIG . 14 , each process in 
steps S1401 to $ 1406 have the same contents as each 
process in steps $ 1001 to $ 1006 in the flowchart in FIG . 10 . 
That is , the processing in step S1401 to step S1406 may be 
performed by the map image feature comparison unit 1113 . 
[ 0200 ] After step S1406 , the map image feature compari 
son unit 1113 acquires the deployment server information 
1201 , which is information of the map deployment and 
position and orientation estimation server 1102 , as DB 
information of the selected 3D environment map 1122 ( step 
S1407 ) . 
[ 0201 ] Thereafter , the target in - vehicle video ( moving 
image ) and the GNSS information are input to the map 
deployment and position and orientation estimation server 
1102 ( step S1408 ) . Then , the position and orientation esti 
mation result is acquired from the map deployment and 
position and orientation estimation server 1102 ( step 
S1409 ) . Thus , a series of processes is ended . Each process 
in steps S1408 and S1409 may be performed by the position 
and orientation estimation unit 1114 , for example . 
[ 0202 ] Note that , a system in which Embodiment 1 and 
Embodiment 2 are mixed may be used . That is , only some 
3D environment maps such as 3D environment maps related 
to roads for which position and orientation estimation is 
highly desirable or for which real - time position and orien 
tation estimation is more desirable are deployed in the map 
deployment and position and orientation estimation server 
1102 , and position and orientation estimation process is 
executed , as described in Embodiment 2. On the other hand , 
for other roads , for example , roads for which there is little 
request for position and orientation estimation or for which 
there is no request for real - time position and orientation 
estimation , the position and orientation estimation process 
may be executed by deploying the map at any time when the 
position and orientation estimation is desirable , as described 
in Embodiment 1 . 
[ 0203 ] For example , only important roads such as arterial 
roads on which a large number of vehicles travel are 
deployed in the map deployment and position and orienta 
tion estimation server 1102 , so that it is possible to obtain a 
system that realizes as many position and orientation esti 
mation requests as possible in real - time while reducing a 
server cost as much as possible . 
[ 0204 ] As described above , according to Embodiment 2 , 
the map deployment registration unit 1112 reads and deploys 
a map in the map deployment and position and orientation 
estimation server 1102 in advance . Then , the map may not 
be read and deployed at a timing of performing the position 
and orientation estimation process . Thus , it is possible to 
reduce a reading and deployment time that is a bottleneck of 
the processing in SLAM or the like . Therefore , the position 
and orientation estimation at a higher speed and in real - time 
may be realized . 
[ 0205 ] Note that , the position and orientation calculation 
method described in the present embodiment may be 
achieved by causing a computer , such as a personal com 
puter or a workstation , to execute a program prepared in 
advance . A program for distributing the foregoing programs 
is stored in a computer - readable recording medium , such as 
a hard disk , a flexible disk , a compact disc ( CD ) -ROM , a 
magneto - optical ( MO ) disk , a Digital Versatile Disc ( DVD ) , 
or a Universal Serial Bus ( USB ) memory . The program for 
distributing the programs is read by the computer from the 

Processing Procedure of Environment Map 
Creation Unit 211 and Map Deployment 

Registration Unit 1112 
[ 0197 ] FIG . 13A to 13B are a flowchart illustrating an 
example of processing of an environment map creation unit 
and a map deployment registration unit according to 
Embodiment 2. In the flowchart in FIG . 13A to 13B , each 
process in steps S1301 to S1308 have the same contents as 
each process in steps S601 to S608 in the flowchart in FIG . 
6. That is , the processing in steps S1301 to S1308 may be 
performed by the environment map creation unit 211 . 
[ 0198 ] After step S1308 , the 3D environment map 222 
( the 3D image feature 501 ) is deployed in the map deploy 
ment and position and orientation estimation server 1102 
( step S1309 ) . Then , the 3D image feature 501 , the creation 
image information 502 of the thinned image ( the imaging 
position 521 and the image feature appearance information 
522 ) , and the deployment server information 1201 are 
registered as the 3D environment map 1122 in the 3D 
environment map DB 210 ( step S1310 ) . Thus , a series of 
processes is ended . Each process in steps S1309 and S1310 , 
for example , may be performed by the map deployment 
registration unit 1112 . 

Processing Procedure of Map Image Feature 
Comparison Unit and Position and Orientation 

Estimation Unit 

[ 0199 ] FIG . 14 is a flowchart illustrating an example of 
processing of a map image feature comparison unit and a 
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recording medium and executed by the computer . In addi 
tion , the position and orientation calculation program may 
be distributed via a network such as the Internet . 
[ 0206 ] All examples and conditional language provided 
herein are intended for the pedagogical purposes of aiding 
the reader in understanding the invention and the concepts 
contributed by the inventor to further the art , and are not to 
be construed as limitations to such specifically recited 
examples and conditions , nor does the organization of such 
examples in the specification relate to a showing of the 
superiority and inferiority of the invention . Although one or 
more embodiments of the present invention have been 
described in detail , it should be understood that the various 
changes , substitutions , and alterations could be made hereto 
without departing from the spirit and scope of the invention . 
What is claimed is : 
1. A position and orientation calculation method compris 

ing : 
comparing a first image feature of first image information 

included in a plurality of environment maps with a 
second image feature of second image information 
acquired from a moving object or an imaging apparatus 
of the moving object ; and 

specifying a calculation environment map to be used for 
calculating a position and orientation of the moving 
object or the imaging apparatus of the moving object , 
among the plurality of environment maps , based on a 
result of the comparison . 

2. The position and orientation calculation method 
according to claim 1 , further comprising : 

specifying an environment map which has the first image 
information obtained at a distance close to the photo 
graphing position of the second image information by 
the moving object or an imaging apparatus , from the 
plurality of environment maps . 

3. The position and orientation calculation method 
according to claim 1 , further comprising : 

calculating a use priority of the specified calculation 
environment map , based on a similarity between the 
second image feature and the first image feature . 

4. The position and orientation calculation method 
according to claim 1 , wherein 

the first image feature and the second image feature 
include at least one of : 

a list of an image feature amount and a position in image 
of an image , 

an image feature distribution or a histogram of the image , 
a luminance distribution or a histogram of the image , 
a list of a position change amount in image and a position 

in image of an image feature of the image , and 
a distribution of a position change amount in image or a 

histogram of each pixel or a pixel block of the image . 
5. The position and orientation calculation method 

according to claim 1 , further comprising : 

deploying the plurality of environment maps into a 
memory in advance in information processing appara 
tus that calculates a position and orientation of an 
imaging apparatus of any image information of the 
environment maps ; and 

specifying the information processing apparatus in which 
the specified calculation environment map is deployed 
into the memory . 

6. The position and orientation calculation method 
according to claim 5 , further comprising : 

registering information on the information processing 
apparatus in which the environment map is deployed 
into the memory , in the environment map . 

7. The position and orientation calculation method 
according to claim 5 , further comprising : 

acquiring a position and orientation result calculated by 
the specified information processing apparatus . 

8. The position and orientation calculation method 
according to claim 1 , further comprising : 

searching the plurality of environment maps by using a 
search index which is created for image feature appear 
ance information of the environment map . 

9. A non - transitory computer - readable storage medium 
storing a program that causes a processor included in a 
computer to execute a process , the process comprising : 

comparing a first image feature of first image information 
included in a plurality of environment maps with a 
second image feature of second image information 
acquired from a moving object or an imaging apparatus 
of the moving object ; and 

specifying a calculation environment map to be used for 
calculating a position and orientation of the moving 
object or the imaging apparatus of the moving object , 
among the plurality of environment maps , based on a 
result of the comparison . 

10. An information processing apparatus comprising : 
a memory ; and 
a processor coupled to the memory and configured to : 
compare a first image feature of first image information 

included in a plurality of environment maps with a 
second image feature of second image information 
acquired from a moving object or an imaging apparatus 
of the moving object ; and 

specify a calculation environment map to be used for 
calculating a position and orientation of the moving 
object or the imaging apparatus of the moving object , 
among the plurality of environment maps , based on a 
result of the comparison . 

11. The information processing apparatus according to 
claim 10 , wherein 

the processor is further configured to estimate a position 
and orientation of the moving object or the imaging 
apparatus by using the calculation environment map . 
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