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( 57 ) ABSTRACT 
A host device detects a first request from a first remote 
device and a second request from a second remote device , 
each request related to hosting one or more computing 
desktop environments within a virtual machine , wherein 
each remote device is at a respective location . The host 
device determines that the remote devices are qualified to 
share computing desktop environments based on a proximity 
threshold . The host device hosts a first computing desktop 
environment for sharing by the remote devices . The host 
device gathers respective new locations of the remote 
devices . The host device determines , by identifying that the 
respective new locations are not close enough to satisfy the 
proximity threshold , that the remote devices are no longer 
qualified to share computing desktop environments . The 
host device terminates the access of the first remote device 
to the first computing desktop environment and maintains 
the access of the second remote device . 
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MANAGING VIRTUAL DESKTOP 
INFRASTRUCTURE DATA SHARING 

BACKGROUND 

[ 0009 ] FIG . 3C depicts a host providing a shared virtual 
computer desktop environments to two hosts , according to 
embodiments . 
[ 0010 ] FIG . 3D depicts a host providing an apportioned 
virtual computer desktop environments to two hosts , accord 
ing to embodiments . 
[ 0011 ] While the invention is amenable to various modi 
fications and alternative forms , specifics thereof have been 
shown by way of example in the drawings and will be 
described in detail . It should be understood , however , that 
the intention is not to limit the invention to the particular 
embodiments described . On the contrary , the intention is to 
cover all modifications , equivalents , and alternatives falling 
within the spirit and scope of the invention . 

[ 0001 ] The present disclosure relates to computer systems , 
and more specifically , to managing virtual desktop infra 
structure ( VDI ) between a host and remote computing 
devices . A host may create a computing desktop environ 
ment for a remote computing device . While hosted , the 
remote computing device may access software applications 
which are associated with the computing desktop environ 
ment . Any data processed or created by the software appli 
cations on the computing desktop environment may be 
saved at locations other than the remote computing device . 

m 

SUMMARY DETAILED DESCRIPTION 
[ 0002 ] Aspects of the disclosure include a system , a 
method , and a computer program product for managing 
virtual desktop infrastructure ( VDI ) implementation . A host 
device detects a first request from a first remote device and 
a second request from a second remote device , each of the 
first request and second request related to hosting one or 
more computing desktop environments within a virtual 
machine , wherein the first remote device is at a first location 
and second remote device is at a second location . The host 
device determines that the first and second remote device are 
qualified to share computing desktop environments based on 
a proximity threshold . The host device hosts a first comput 
ing desktop environment to be shared by both the first 
remote device and the second remote device . The host 
device gathers respective new locations of the first and 
second remote devices . The host device determines , by 
identifying that the respective new locations are no longer 
close enough to satisfy the proximity threshold , that the first 
and second remote devices are no longer qualified to share 
computing desktop environments . The host device termi 
nates the access of the first remote device to the first 
computing desktop environment and maintains the access of 
the second remote device to the first computing desktop 
environment . 
10003 ] The above summary is not intended to describe 
each illustrated embodiment or every implementation of the 
present disclosure . 

[ 0012 ] Aspects of the disclosure include a system and 
method for managing virtual desktop infrastructure ( VDI ) 
implementation . A central computing device may host vir 
tual desktop environments for remote devices . A plurality of 
remote devices may request desktop environments from the 
host from essentially the same location . The host may 
determine that the plurality of remote devices are qualified 
to share a virtual desktop environment . While the present 
disclosure is not necessarily limited to such applications , 
various aspects of the disclosure may be appreciated through 
a discussion of various examples using this context . 
Examples and example values discussed herein are provided 
by way of example only and are not to be construed as 
limiting . 
[ 0013 ] Conventional storage computing networks may 
include a conventional host that hosts virtual desktops for 
remote devices . A user may have access to a plurality of 
remote devices which may gain access to a virtual desktop 
from the conventional host . A user may request access to a 
virtual desktop from the conventional host from a first 
device . The conventional host may evaluate the first device 
and host a first virtual desktop . When a user requests that a 
second device gain access to the first virtual desktop , the 
conventional host may not have a way to determine if the 
second device is qualified to gain access to the first virtual 
desktop . This may result in the conventional host not having 
the ability to allow numerous devices to securely share 
virtual desktops across a plurality of remote devices . 
[ 0014 ] . Aspects of the present disclosure relate to manag 
ing virtual desktops . One or more users may be using a 
plurality of remote devices in conjunction . The remote 
devices may all be in the same general location , for example 
all being in the same complex , building , room , or a non 
structured radius ( e . g . , a ten - foot radius ) . A host ( e . g . , VDI 
server ) may host virtual desktops . A user may request that 
the VDI server host virtual desktops for two remote devices . 
The VDI server may determine that the two remote devices 
satisfy a proximity threshold by identifying that the two 
remote devices are in the same complex , building , room , or 
non - structured radius , to list a few non - limiting examples . In 
response to determining that the two remote devices satisfy 
the proximity threshold , the VDI server may allow the two 
remote devices to share virtual desktops . By verifying that 
remote devices are qualified to share virtual desktops and , as 
a result , allowing said remote devices to share virtual 
desktops , the VDI server may increase the security and 
scalability of VDI solutions . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0004 ] The drawings included in the present application 
are incorporated into , and form part of , the specification . 
They illustrate embodiments of the present disclosure and , 
along with the description , serve to explain the principles of 
the disclosure . The drawings are only illustrative of certain 
embodiments and do not limit the disclosure . 
[ 0005 ) FIG . 1 depicts a block diagram of an example 
computing environment with a host and remote devices , 
according to embodiments . 
[ 0006 ] FIG . 2 depicts a method of managing virtual desk 
top infrastructure implementation , according to embodi 
ments . 
[ 0007 ] FIG . 3A depicts a host providing separate virtual 
computer desktop environments to two hosts , according to 
embodiments . 
[ 0008 ] FIG . 3B depicts a host providing a split virtual 
computer desktop environments to two hosts , according to 
embodiments . 
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[ 0015 ] Referring now to FIG . 1 , a block diagram of an 
example computing environment 100 for managing VDI 
implementations is depicted , according to embodiments of 
the present disclosure . In some embodiments , the computing 
environment 100 can include one or more remote devices 
120A , 120B and one or more host devices 110 . While FIG . 
1 depicts an embodiment with one host device 110 and two 
remote devices 120A , 120B , other embodiments with more 
host devices 110 and more or less remote devices 120 are 
also possible . The remote devices 120 and host device 110 
can be geographically removed from each other and com 
municate over a network . In some embodiments , the net 
work may include any type of network , including a local 
area network ( LAN ) , a wide area network ( WAN ) , or a 
connection made through the Internet using an Internet 
Service Provider . 

[ 0016 ] The host device may be a VDI server as described 
herein . The host device 110 may include a processor 112 , a 
memory 114 , and an input / output ( I / O ) interface ( IF ) 111 . 
The memory 114 may store applications whose instructions 
may be executed by the processor 112 . These instructions 
may include operations from the session manager 116 which 
are described in more detail below with respect to method 
200 . The session manager 116 may manage virtual desktops 
for the remote devices 120 . Managing virtual desktops for 
the remote devices may include hosting individual virtual 
desktop environments for respective remote devices 120 or 
creating virtual desktop environments which may be shared 
by a plurality of remote devices 120 . The session manager 
116 may qualify remote devices 120 via transmissions sent 
through the I / O IF 111 before allowing the remote devices 
120 to share , in some cases using a database 118 which 
includes data on qualification ( e . g . , proximity thresholds , 
user identifiers , user rights , etc . ) 
[ 0017 ] A remote device 120 may include an I / O interface 
121 , memory 124 , a processor 122 , a locator component 
126 , and an identifier component 128 . The processor 122 
may execute instructions from operations stored on the 
memory 124 , including operations from method 200 below 
such as gathering location data regarding the remote device 
120 or user identification data regarding the user of the 
remote device 120 . The memory 124 may include a program 
which includes instructions to request a virtual desktop 
environment . The processor 122 may execute these instruc 
tions , such as , for example , sending a request for a virtual 
desktop environment to the host device 110 using the I / O 
interface 121 of the remote device 120 . The host device 110 
may intake this request through an I / O interface 111 , at 
which point the session manager 116 may host a virtual 
desktop using the processor 112 . 
[ 0018 ] The two remote devices 120A , 120B may share a 
virtual desktop environment created by the host device 110 . 
In some embodiments , the two remote devices 120A , 120B 
may submit a request using respective I / O interfaces 121A , 
121B to share one or more virtual desktop environments , in 
response to which the host device 110 may determine if the 
remote devices 120A , 120B are qualified to share virtual 
desktop environments . In other embodiments , the host 
device 110 may detect that the two remote devices 120A , 
120B are qualified to share virtual desktop environments , in 
response to which the host device 110 may offer the option 
( e . g . , the option to share new or existing virtual desktop 
environments ) to the remote devices 120A , 120B . 

[ 0019 ] The remote device 120A , 120B may be qualified 
through their proximity . In some embodiments , the locations 
of the remote devices 120A , 120B may be determined 
through a locator component 126 on the remote devices 
120A , 120B . The locator component 126 may be a radio 
frequency identification ( RFID ) device with both a RFID 
sensor and a RFID tag or a global position service ( GPS ) 
device or a similar device which is able to determine a 
location of the respective remote device 120 , either in 
isolation or in comparison to another remote device 120 . In 
other embodiments , the remote devices 120 may be reliably 
stationary ( e . g . , desktops which are bolted into a facility ) , 
and an initialization location process ( e . g . , a user entering 
GPS coordinates or a building and room number when 
connecting a stationary desktop to a network ) may provide 
a location to the host device 110 which the session manager 
116 may direct the processor 112 to store in a database 118 . 
In certain embodiments , a remote device 120 may be con 
nected to a wireless / Wi - Fi network for which a wireless 
access point is stored . In such embodiments , the wireless 
access point may allow the location of the remote device 120 
to be determined using methods known to one skilled in the 
art . Other techniques for determining the location or prox 
imity of the remote devices 120 are also possible . 
[ 0020 ] For example , a first remote device 120A may 
access a hosted virtual desktop environment through the host 
device 110 , after which the host device 110 may detect a 
request using an I / O interface 111 from a second remote 
device 120B . This request may be to share the hosted virtual 
desktop environment being access by the first device 120A 
or simply a request to access a hosted virtual desktop 
environment . In some embodiments , the host device 110 
may determine the relative location of both remote devices 
120A , 120B using information received from the two remote 
devices 120A , 120B . In other embodiments , one or both 
remote devices may determine the location and / or proximity 
of the remote devices 120A , 120B , which may then be 
transmitted using the I / O interface 121 to the host device 
110 . 
[ 0021 ] The locator component RFID sensor 126A of the 
first remote device 120A may be able to detect the locator 
component RFID tag 126B of the second device 120B , and 
may determine that the second device 120B is within 5 feet 
of the first device 120A using techniques known to one 
skilled in the art . In some embodiments , the proximity of 5 
feet may be transmitted along with the request to share the 
hosted virtual desktop environment . In other embodiments , 
the proximity of 5 feet may be sent to the host device 110 in 
response to the host device 110 querying for a proximity . In 
such embodiments , the host device 110 may query for a 
proximity in response to receive a request for access to a 
virtual desktop environment from the remote device 120 . 
The host device 110 may use the proximity of five feet to 
determine that the second remote device 120B is qualified to 
share a virtual desktop environment with the first remote 
device 120A , and vice versa . Other embodiments where 
both remote devices 120A , 120B request using respective 
I / O interfaces 121A , 121B to share a virtual desktop envi 
ronment at substantially the same time or both remote 
devices 120A , 120B were accessing independent virtual 
desktop environments through the host device 110 prior to 
sharing one or more virtual desktop environments are also 
possible . 
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[ 0022 ] In other embodiments , characteristics of the first 
remote device 120A and the second remote device 120B 
other than location are used to determine that the first and 
second remote devices 120A , 120B are qualified to share a 
virtual desktop environment . For example , the remote 
devices 120A , 120B may include an identifier component 
128 which can verify the user of a remote device 120 . The 
identifier 120 can include a biometric scanning device such 
as a fingerprint scanner or a retina scanner to identify a user . 
A database 118 may include user data , such as both the 
characteristics of a user ( e . g . , fingerprints , retina scans , 
passwords , security questions , etc . ) and the cross - referenced 
list that identifies which users are allowed to share virtual 
desktop environments with each other . For example , user A 
may be allowed to share with user B , while user B is allowed 
to share with user C , though user C is not allowed to share 
with user A , all of which is recorded along with identifiers 
in the database 118 . 
[ 0023 ] For example , a host 110 may detect an incoming 
request for virtual desktop environments using an I / O inter 
face 111 from a first remote device 120A and a second 
remote device 120B in quick succession . The two remote 
devices 120A , 120B may transmit requests using respective 
I / O interfaces 121A , 121B to share two virtual desktop 
environments . The host device 110 may detect that the two 
remote devices 120A , 120B are in the same room using 
location data from the locator components 126A , 126B , and 
also potentially using identification data from the identifier 
components 128A , 128B to determine that the same user is 
submitting both requests . In response to verifying that the 
proximity satisfies a threshold and that the same user is using 
both remote devices 120A , 120B , the host 110 may host two 
virtual desktop environments which are shared between the 
two remote devices 120A , 120B . In some embodiments the 
host 110 may use both location and identification informa 
tion to verify that the remote devices 120A , 120B may share 
a virtual desktop environment . In other embodiments , the 
host 110 may use either location or identification informa 
tion ( and not the other ) before granting both remote devices 
120A , 120B access to a shared virtual desktop environment . 
[ 0024 ] Consistent with various embodiments , the host 
device 110 and the remote devices 120 may be computer 
systems , and may each be equipped with a display or 
monitor . The computer systems may include at least internal 
or external network interface or communications devices 
( e . g . , modem , network interface cards ) , optional input 
devices ( e . g . , a keyboard , mouse , touchscreen , or other input 
device ) , and commercially available or custom software 
( e . g . , browser software , communications software , server 
software , natural language processing software , search 
engine and / or web crawling software , filter modules for 
filtering content based upon predefined criteria ) . The com 
puter systems may include servers , desktops , laptops , tab 
lets , gaming consoles , and hand - held devices . 
[ 0025 ] FIG . 2 is a flowchart illustrating a method 200 for 
managing VDI . A VDI server may execute method 200 . The 
VDI server may be substantially similar to the host device 
110 of FIG . 1 . The VDI server may manage virtual desktop 
environment requests from remote computing devices . The 
remote computing devices may be substantially similar to 
the remote devices 120 of FIG . 1 . Remote devices 120 may 
share a virtual desktop computing environment , hereinafter 
referred to as a virtual desktop , when properly qualified by 
the VDI server . Blocks with hashed lines in FIG . 2 may be 

optional operations within method 200 . The visual arrange 
ment of blocks in the flowchart of FIG . 2 is not to be 
construed as limiting the order in which the individual 
acts / operations may be performed , as certain embodiments 
may perform the operations of FIG . 2 in alternative orders 
or simultaneously . 
[ 0026 ] At block 210 a first request to host a virtual desktop 
is detected by the VDI server . In some embodiments a virtual 
desktop may be a computing desktop environment which is 
provided to a remote device by a host VDI server using 
virtual machines ( e . g . , the computing desktop environment 
is on a virtual machine hosted by the VDI server ) . The first 
request comes from a first remote device . The first request 
may relate to the VDI server hosting an individual virtual 
desktop which will not be shared , or the first request may 
relate to the VDI server hosting one or more virtual desktops 
which will be shared . 
[ 0027 ] The first request may include data related to the 
first device . The data may include the location of the first 
device and / or identification information on the user of the 
first device . For example , the data may include GPS data that 
provides the location of the first device in embodiments 
where the first device has a GPS component . Alternatively , 
in embodiments where the first device is stationary ( e . g . , the 
first device is a desktop computer which has been bolted 
down in a computer lab of a facility ) , the first data may 
include facility / building / room data which indicates a loca 
tion of the first device . Other sources of location data can 
also be used in other embodiments , as discussed above . 
[ 0028 ] The data may also include identification of the user 
or of a session of the user . For example , the first remote 
device may provide username / password data , biometric 
data , security question data , or other types of user data . The 
VDI server may use this data to identify the user . Likewise , 
the VDI server may use this data to identify a session / project 
of the user , rather than the identity of the user himself . The 
VDI server may use this identification to determine if a 
future user / session is qualified to share a virtual desktop . 
[ 0029 ] In some embodiments , the VDI server may host a 
first virtual desktop in response to receiving the first request 
using techniques known to one skilled in the art . The first 
remote device may connect to the first virtual desktop , and 
may therein use the first virtual desktop . In some instances , 
the first virtual desktop may not initially be configured for 
sharing with other remote devices . In other instances , the 
first virtual desktop may be initially configured to be shared . 
The VDI server may configure the first virtual desktop to be 
shared in response to user input ( e . g . , data of the first request 
that specified that the first virtual desktop be configured for 
sharing ) or in response to data of a VDI database ( e . g . , data 
of the first request , when cross - referenced to a database 
such as the database 118 of FIG . 1 , specified that the 
user / session is qualified for sharing virtual desktop ) , among 
other reasons for configuring the virtual desktop for sharing . 
In certain embodiments , all virtual desktops may be config 
ured for sharing , such that after the VDI server qualifies two 
remote devices as being qualified for sharing , a provided 
virtual desktop may be shared between said two remote 
devices . 
[ 0030 ] At block 220 a second request for hosting virtual 
desktops is detected . The second request comes from a 
second remote device . The second request may be substan 
tially similar to the first request above , such that the second 
request includes locating / identifying data as described 
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herein and may relate to a virtual desktop which is config - 
ured to be shared or is not configured to be shared . In some 
embodiments , the VDI server may create a second virtual 
desktop for the second remote device as described herein . 
[ 0031 ] In certain embodiments , the second request may be 
dissimilar to the first request . In such embodiments , the first 
request may request a first virtual desktop , while the second 
request may request access to the first virtual desktop . The 
request may include a specification that the first device 
maintain access to the first virtual desktop while the second 
device gains access to the virtual desktop . The access held 
by either or both the first and second device to the first 
virtual desktop may be full or partial access to the first 
virtual desktop . For example , the second request may 
specify that either or both the first and second remote device 
may be able to read data , write data , or access certain 
applications of the first virtual desktop , among other pos 
sible access differentiations . Alternatively , the first request 
may include no location of the first remote device , while the 
second request includes a relative proximity of both the first 
and the second device ( e . g . , using RFID components of the 
first and second remote device ) . 
[ 0032 ] For example , a first user XX may make a first 
request to the VDI server to create a virtual desktop for a 
desktop computer of the first user XX . The request may 
specify a desire of the first user XX to have a first virtual 
desktop to be used exclusively by first user XX on the 
desktop computer . The VDI server may create this first 
virtual desktop which is accessed by first user XX through 
the desktop computer . The VDI may then detect a second 
request from the first user XX . The second request may 
specify a desire of the user XX to provide full access of the 
first virtual desktop to the tablet , while maintaining the full 
access of the desktop computer to the virtual desktop . The 
second request may include location data . For example , the 
location data can include relative location or proximity 
between the first device ( e . g . , the desktop ) and the second 
device ( e . g . , the tablet ) in some embodiments . In other 
embodiments , the location data includes a respective loca 
tion for each device and the host determines the relative 
proximity of the devices based on the location data . The 
location data can be obtained using techniques known to one 
of skill in the art , such as through the use of a GPS receiver , 
RFID components , etc . , as discussed above . 
[ 0033 ] At block 230 the VDI server determines that the 
first and second devices are qualified to share access to 
virtual desktops . In some embodiments , the VDI server 
determines that the first and second devices are qualified 
based on the distance between the first and second devices 
satisfying a proximity threshold . For example , in some 
embodiments , a proximity threshold may be satisfied by the 
first and second remote devices being with a predetermined 
distance of each other , regardless of where the first and 
second remote devices are located while being within the 
predetermined distance of each other ( e . g . , two devices may 
satisfy the proximity threshold so long as said two devices 
are within ten feet of each other , regardless of geographical 
location of the devices at the moment of request ) . In other 
embodiments , the proximity threshold may be satisfied by 
the first and second remote devices both being within a 
predetermined area , regardless of the respective positions of 
the first and second devices within that predetermined area 
while the virtual desktop is shared ( e . g . , two devices may 
satisfy the proximity threshold by both being within a given 

room / building / facility , regardless of the relative proximity 
within said room / building / facility ) . 
[ 0034 ] For example , a VDI server may use a proximity 
threshold of being in a same room ( e . g . , a proximity thresh 
old for two devices is satisfied when said two devices are 
both within a single room ) . The VDI server may detect a first 
remote device sending in a first request at block 210 , 
identifying the first device as being within room D201 of 
building 006 ( e . g . , through a determination that the first 
device is bolted down within room D201 of building 006 as 
communicated by the first request ) . A second remote device 
may send in a second request at block 220 , identifying itself 
as being within room D201 of building 006 . Regardless of 
the size of the room or the relative position of the first and 
second devices within the room , the VDI servers determines 
that the proximity threshold is satisfied , in some embodi 
ments , if both devices are in the same room . For example , 
even if the room is 100 feet long and the two remote devices 
are in opposite corners , the VDI server may identify the two 
devices as being within the same room ( e . g . , room D201 ) 
and , thus , determine that the two remote device satisfy the 
proximity threshold . 
[ 0035 ] In some embodiments , the VDI server may use data 
other than or in addition to location data to determine that 
remote devices are qualified to share a virtual desktop . For 
example , a VDI server may determine that remote devices 
are qualified to share a virtual desktop when both remote 
devices are shared by the same user . The user may be 
identified by usernames , passwords , security questions , bio 
metric data , or any other identification / validation technique 
known to one skilled in the art . The VDI server , in some such 
embodiments , may only qualify the second remote device as 
having the authority to share a virtual desktop with the first 
remote device when the two remote devices both satisfy the 
proximity threshold and also are operated by the same user . 
In other embodiments , the VDI server may qualify the 
second device as having the authority to share a virtual 
desktop with the first remote device purely on the basis of 
said remote devices being operated by the same user . 
10036 ] . In other embodiments , the VDI server may qualify 
the second remote device through all users identifying a 
same session . For example , if numerous coworkers are all 
working on a single project and wish to have full or partial 
access to a specific virtual desktop which is being operated 
by a first remote device , the numerous coworkers may use 
a plurality of devices to access the specific virtual desktop . 
The VDI server may require the numerous coworkers to 
offer validation ( e . g . , project names , project passwords , 
project keys , etc . ) to qualify the devices of the numerous 
coworkers to access the specific virtual desktop . 
[ 0037 ] At block 240 the VDI server hosts one or more 
shared virtual desktops . The VDI server may allow all 
qualified remote devices to access the virtual desktop . The 
VDI server may host a single virtual desktop which is shared 
and displayed equally between the remote devices . Alterna 
tively , the VDI may host a single virtual desktop which is 
primarily on one remote device and extended onto a second 
remote device . The VDI may also host a plurality of virtual 
desktops which share portions of a main virtual desktop . 
Techniques for hosting the shared virtual desktops are 
described in more detail with respect to FIGS . 3A - D . In 
some embodiments , the first remote device ( e . g . , the remote 
device that initially utilized the virtual desktop ) may be 
provided an option with how to divide / host / share the virtual 
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desktop . In other embodiments , in response to hosting the 
virtual desktop environment , one or more specified users 
( e . g . , users who provided identification data to the host 
device which matched a qualified user profile of the database 
118 of the host device ) may be granted the ability to 
reconfigure how the virtual desktop environment is divided ) 
hosted / shared among the remote devices . Other ways known 
to one of skill in the art of modifying the division / hosting / 
sharing of the virtual desktop environment among the 
remote devices are also possible . 
[ 0038 ] At block 250 , the VDI server may determine if the 
remote devices are still qualified to share the virtual desktop 
environment . The VDI server may detect at block 250 that 
a remote device is failing the proximity threshold after 
initially satisfying the proximity threshold ( e . g . , one remote 
device being moved away from the other remote device ) . 
The VDI server may detect the remote device failing by 
regularly verifying / gathering locations of the remote devices 
which access the shared virtual desktop . In response to 
detecting the proximity threshold failure , the VDI server 
may disconnect / suspend the access of the failing remote to 
the virtual desktop at block 260 . The VDI server may 
regularly check the locations of remote devices to verify a 
continued satisfaction of the proximity threshold , in some 
embodiments checking the locations at predetermined inter 
vals . 
[ 0039 ] For example , a VDI server may have a proximity 
threshold of 10 feet . The VDI server may detect that a 
second device is within 5 feet of a hosted first device , and 
that the second device has sent a request to access the first 
device . In response to determining that the same user is 
operating both devices , the VDI server may determine the 
second device to be qualified to access the virtual desktop of 
the first device , and may host the shared virtual desktop such 
that both first and second device have access . The VDI 
server may then gather new locations of the first and second 
devices a short time later following a predetermined time 
interval , determine that the new locations fail the proximity 
threshold , and suspend the shared access to the virtual 
desktop . Suspending the shared access may mean that nei 
ther remote device may access any data of the virtual 
desktop , devices which fail the proximity threshold cannot 
access any data of the virtual desktop , or disallowing write 
access to the shared desktop , among other possibilities . In 
some embodiments , where a first remote device initially had 
exclusive access to a virtual desktop and a second remote 
device later gained access to the hosted virtual desktop , a 
failure of the two remote devices to satisfy a proximity 
threshold may result in the VDI server reverting to the initial 
configuration where the first remote device had exclusive 
access to the virtual desktop . 
[ 0040 ] At block 270 the VDI server may terminate the 
access of the first device to the virtual desktop , where the 
virtual desktop was initially exclusively access by the first 
device . The VDI server may terminate the access of the first 
device in response to the first device turning off or otherwise 
failing conditions of accessing the virtual desktop ( e . g . , the 
first remote device no longer having network access to the 
VDI server ) . 
0041 ] In response to the VDI server detecting that the first 
device no longer has access to the virtual desktop , at block 
280 the VDI server may give exclusive access to the second 
remote device . In this way a shared virtual desktop may act 

as a way for a virtual desktop to be transferred from an initial 
device to a successive device after a period of being shared . 
[ 0042 ] FIG . 3A depicts a host providing separate virtual 
desktops to two hosts . The host is depicted as a VDI server 
310 , which is consistent with VDI servers as discussed in 
method 200 . The VDI server 310 may be equivalent to the 
host 110 of FIG . 1 . The VDI server creates and / or manages 
a series of virtual machines 320 . The virtual machines 320 
host one or more virtual desktops 325 for remote devices 
330 . The remote devices 330 may be equivalent to the 
remote devices 120 of FIG . 1 . The VDI server 310 may 
detect requests from a first remote device 330A and a second 
remote device 330B . Both requests may relate to gaining 
access to virtual desktops 325 . In response to these detected 
requests , the VDI server 310 may host individual virtual 
desktops 325A , 325B for the two remote devices 330A , 
330B , respectively . In particular , in the example shown in 
FIG . 3A , the virtual machines 320 host virtual desktop 
session 325A for remote device 330A and virtual desktop 
session 325B for remote device 330B . 
[ 0043 ] At FIG . 3B the VDI server 310 may detect that 
remote device 330A and remote device 330B satisfy a 
proximity threshold . The VDI server 310 may determine this 
in response to one or both of remote devices 330A and 300B 
submitting a request to share a virtual desktop 325 which 
includes location data regarding both devices which satisfies 
the proximity threshold . The VDI server 310 may provide a 
single virtual desktop 325 which is partially on a first remote 
device 330A and extended onto a second remote device 
330B . By extending a remote desktop 325 from one remote 
device 330A to a second remote device 330B , the VDI server 
may allow both remote devices 330 to see separate screens 
( e . g . , screens which are not replicated from one device 330A 
to a second device 330B ) while sharing single data 
instances . For example , a first remote device 330A may 
work on a document / application and then pass said docu 
ment / application along the extended screen to the second 
remote device 330B . While FIG . 3B depicts two remote 
devices 330A , 330B sharing the virtual desktop 325 , more 
devices are possible in other embodiments . 
0044 ] At FIG . 3C the VDI server 310 may share the 
virtual desktop 325 equally between the two remote devices 
330A , 330B . Sharing the virtual desktop 325 equally may 
result in all remote devices 330 which have access to the 
virtual desktop 325 seeing the same screen . Allowing all 
remote devices 330 to see the same screen may result in 
increased collaboration and data fidelity among remote 
devices 330 . 
[ 0045 ] At FIG . 3D the VDI server 310 apportions virtual 
desktops 325 between remote devices 330 . Apportioning 
virtual desktops 325 may entail allowing one remote device 
330A a fully spectrum of access and capabilities of a virtual 
desktop 325A , while allowing a second remote device 330B 
a subset of access and capabilities of the first virtual desktop 
325A within a second virtual desktop 325B . For example , 
the first remote device 330A may be able to access appli 
cation A , application B , and document C within the first 
virtual desktop 325A . Conversely , the second remote device 
330B may only be able to access document C within the 
second virtual desktop 325B . The first remote device 330A 
may limit the access of the second virtual desktop 325B . In 
some embodiments , the device which limits access to a 
virtual desktop may be the device which initially was 
granted access to a virtual desktop environment that was 
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hosted by the VDI server . For example , the first remote 
device 330A may have greater access within its respective 
virtual desktop 325A in response to the first remote device 
330A sending the initial request to create virtual desktop 325 
to the VDI server . 
[ 0046 ] The functionality outlined in the discussions herein 
regarding FIG . 1 , FIG . 2 , FIG . 3A , FIG . 3B , FIG . 3C , and 
FIG . 3D above can be implemented using program instruc 
tions executed by a processing unit , as described in more 
detail below . 
[ 0047 ] The present invention may be a system , a method , 
and / or a computer program product . The computer program 
product may include a computer readable storage medium 
( or media ) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention . 
[ 0048 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e . g . , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
( 0049 ) Computer readable program instructions described 
herein can be downloaded to respective computing process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in the computing / processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0050 ] Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , or 
either source code or object code written in any combination 
of one or more programming languages , including an object 
oriented programming language such as Java , Smalltalk , 

C + + or the like , and conventional procedural programming 
languages , such as the “ C ” programming language or similar 
programming languages . The computer readable program 
instructions may execute entirely on the user ' s computer , 
partly on the user ' s computer , as a stand - alone software 
package , partly on the user ' s computer and partly on a 
remote computer or entirely on the remote computer or 
server . In the latter scenario , the remote computer may be 
connected to the user ' s computer through any type of 
network , including a local area network ( LAN ) or a wide 
area network ( WAN ) , or the connection may be made to an 
external computer ( for example , through the Internet using 
an Internet Service Provider ) . In some embodiments , elec 
tronic circuitry including , for example , programmable logic 
circuitry , field - programmable gate arrays ( FPGA ) , or pro 
grammable logic arrays ( PLA ) may execute the computer 
readable program instructions by utilizing state information 
of the computer readable program instructions to personalize 
the electronic circuitry , in order to perform aspects of the 
present invention . 
10051 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
10052 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0053 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0054 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
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functions noted in the block may occur out of the order noted 
in the figures . For example , two blocks shown in succession 
may , in fact , be executed substantially concurrently , or the 
blocks may sometimes be executed in the reverse order , 
depending upon the functionality involved . It will also be 
noted that each block of the block diagrams and / or flowchart 
illustration , and combinations of blocks in the block dia 
grams and / or flowchart illustration , can be implemented by 
special purpose hardware - based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions . 
[ 0055 ] The descriptions of the various embodiments of the 
present disclosure have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments . The terminology used herein was 
chosen to explain the principles of the embodiments , the 
practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein . The descriptions of the various embodi 
ments of the present disclosure have been presented for 
purposes of illustration , but are not intended to be exhaustive 
or limited to the embodiments disclosed . Many modifica 
tions and variations will be apparent to those of ordinary 
skill in the art without departing from the scope and spirit of 
the described embodiments . The terminology used herein 
was chosen to explain the principles of the embodiments , the 
practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein . 
What is claimed is : 
1 . A method of managing virtual desktop infrastructure 

( VDI ) implementation , the method comprising : 
detecting , by a host device , a first request from a first 

remote device and a second request from a second 
remote device , each of the first request and second 
request related to hosting one or more computing 
desktop environments within a virtual machine , 
wherein the first remote device is at a first location and 
second remote device is at a second location ; 

determining , by the host device , that the first and second 
remote device are qualified to share computing desktop 
environments based on a proximity threshold ; 

hosting , by the host device , a first computing desktop 
environment to be shared by both the first remote 
device and the second remote device ; 

gathering , by the host device , respective new locations of 
the first and second remote devices ; 

determining , by the host device and by identifying that the 
respective new locations are no longer close enough to 
satisfy the proximity threshold , that the first and second 
remote devices are no longer qualified to share com 
puting desktop environments ; and 

terminating , by the host device , the access of the first 
remote device to the first computing desktop environ 
ment and maintaining the access of the second remote 
device to the first computing desktop environment . 

2 . The method of claim 1 , wherein determining that the 
first and second remote device are qualified to share com 
puting desktop environments further comprises : 

identifying a user of the first remote device and a user of 
the second remote device ; and 

determining that the user of the first remote device and the 
user of the second remote device are qualified to share 
computing desktop environments . 

3 . The method of claim 2 , wherein determining that the 
user of the first remote device and the user of the second 
remote device are qualified to share computing desktop 
environments further comprises determining that the user of 
the first remote device is the user of the second remote 
device . 

4 . The method of claim 1 , wherein hosting the one or 
more computing desktop environments which are shared by 
both the first remote device and the second remote device 
further comprises : 

hosting a first computing desktop environment with a set 
of functionalities that is accessed by the first remote 
device ; and 

hosting a second computing desktop environment with a 
subset of the set of functionalities that is accessed by 
the second remote device . 

5 . The method of claim 1 , further comprising : 
hosting a first computing desktop environment for the first 

remote device in response to receiving the first request ; 
wherein hosting one or more computing desktop environ 
ments includes configuring the first computing desktop 
environment to be shared by both the first remote 
device and the second remote device ; 

terminating access of the first remote device to the first 
computing desktop environment ; and 

maintaining access of the second remote device to the first 
computing desktop environment . 

6 . The method of claim 1 , further comprising : 
detecting , from a third remote device , a third request 

relating to hosting one or more computing desktop 
environments within the virtual machine for the third 
remote device , wherein the third remote device is at a 
third location ; 

determining , by identifying that the first location and the 
second location are both close enough to the third 
location to satisfy the proximity threshold , that the third 
remote device is qualified to share computing desktop 
environments with the first and second remote device ; 
and 

hosting one or more computing desktop environments 
which are shared by the first , second , and third remote 
device in response to determining that the third remote 
device is qualified to share computing desktop envi 
ronments with the first and second remote devices . 

7 . The method of claim 1 , further comprising : 
gathering respective new locations of the first and second 

remote devices ; 
verifying , at predetermined time intervals , a continued 

satisfaction of the proximity threshold by the first and 
second remote devices ; 

determining , by identifying that the respective new loca 
tions are no longer close enough to satisfy the prox 
imity threshold , that the first and second device are no 
longer qualified to share computing desktop environ 
ments ; and 

suspending the one or more computing environments . 
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8 . A system , comprising : 
a processor ; and 
a memory coupled to the processor , wherein the memory 

comprises instructions which , when executed by the 
processor , cause the processor to : 
detect a first request from a first remote device and a 

second request from a second remote device , each of 
the first request and second request related to hosting 
one or more computing desktop environments within 
a virtual machine , wherein the first remote device is 
at a first location and second remote device is at a 
second location ; 

determine that the first and second remote device are 
qualified to share computing desktop environments 
based on a proximity threshold ; 

host a first computing desktop environment to be 
shared by both the first remote device and the second 
remote device ; 

gather respective new locations of the first and second 
remote devices ; 

determine , by identifying that the respective new loca 
tions are no longer close enough to satisfy the 
proximity threshold , that the first and second remote 
devices are no longer qualified to share computing 
desktop environments ; and 

terminate the access of the first remote device to the 
first computing desktop environment and maintain 
the access of the second remote device to the first 
computing desktop environment . 

9 . The system of claim 8 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to determine that the first and second 
remote device are qualified to share computing desktop 
environments by being further configured to : 

identify a user of the first remote device and a user of the 
second remote device ; and 

determine that the user of the first remote device and the 
user of the second remote device are qualified to share 
computing desktop environments . 

10 . The system of claim 9 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to determine that the user of the first 
remote device and the user of the second remote device are 
qualified to share computing desktop environments by being 
further configured to : 

determine that the user of the first remote device is the 
user of the second remote device . 

11 . The system of claim 8 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to host the one or more computing 
desktop environments which are shared by both the first 
remote device and the second remote device by being further 
configured to : 

host a first computing desktop environment with a set of 
functionalities that is accessed by the first remote 
device ; and 

host a second computing desktop environment with a 
subset of the set of functionalities that is accessed by 
the second remote device . 

12 . The system of claim 8 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to : 

host a first computing desktop environment for the first 
remote device in response to receiving the first request ; 

wherein instructions relating to hosting one or more 
computing desktop environments includes instructions 
which cause the processor to configure the first com 
puting desktop environment to be shared by both the 
first remote device and the second remote device ; 

terminate access of the first remote device to the first 
computing desktop environment ; and 

maintain access of the second remote device to the first 
computing desktop environment . 

13 . The system of claim 8 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to : 

detect , from a third remote device , a third request relating 
to hosting one or more computing desktop environ 
ments within the virtual machine for the third remote 
device , wherein the third remote device is at a third 
location ; 

determine , by identifying that the first location and the 
second location are both close enough to the third 
location to satisfy the proximity threshold , that the third 
remote device is qualified to share computing desktop 
environments with the first and second remote device ; 
and 

host one or more computing desktop environments which 
are shared by the first , second , and third remote device 
in response to determining that the third remote device 
is qualified to share computing desktop environments 
with the first and second remote devices . 

14 . The system of claim 8 , wherein the memory further 
comprises instructions which , when executed by the proces 
sor , cause the processor to : 

gather respective new locations of the first and second 
remote devices ; 

verify , at predetermined time intervals , a continued sat 
isfaction of the proximity threshold by the first and 
second remote devices ; 

determine , by identifying that the respective new loca 
tions are no longer close enough to satisfy the prox 
imity threshold , that the first and second device are no 
longer qualified to share computing desktop environ 
ments ; and 

suspending the one or more computing environments . 
15 . A computer program product for managing virtual 

desktop infrastructure , the computer program product dis 
posed upon a computer readable storage medium , the com 
puter program product comprising computer program 
instructions that , when executed by a computer processor of 
a computer , cause the computer to : 

detect a first request from a first remote device and a 
second request from a second remote device , each of 
the first request and second request related to hosting 
one or more computing desktop environments within a 
virtual machine , wherein the first remote device is at a 
first location and second remote device is at a second 
location ; 

determine that the first and second remote device are 
qualified to share computing desktop environments 
based on a proximity threshold ; 

host a first computing desktop environment to be shared 
by both the first remote device and the second remote 
device ; 

gather respective new locations of the first and second 
remote devices ; 
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determine , by identifying that the respective new loca 
tions are no longer close enough to satisfy the prox 
imity threshold , that the first and second remote devices 
are no longer qualified to share computing desktop 
environments ; and 

terminate the access of the first remote device to the first 
computing desktop environment and maintain the 
access of the second remote device to the first com 
puting desktop environment . 

16 . The computer program product of claim 15 , the 
computer program product further comprising computer 
program instructions that , when executed by the computer 
processor , cause the computer to determine that the first and 
second remote device are qualified to share computing 
desktop environments by further causing the computer to : 

identify a user of the first remote device and a user of the 
second remote device ; and 

determine that the user of the first remote device and the 
user of the second remote device are qualified to share 
computing desktop environments by determining that 
the user of the first remote device is the user of the 
second remote device . 

17 . The computer program product of claim 15 , the 
computer program product further comprising computer 
program instructions that , when executed by the computer 
processor , cause the computer to host the one or more 
computing desktop environments which are shared by both 
the first remote device and the second remote device by 
causing the computer to : 

host a first computing desktop environment with a set of 
functionalities that is accessed by the first remote 
device ; and 

host a second computing desktop environment with a 
subset of the set of functionalities that is accessed by 
the second remote device . 

18 . The computer program product of claim 15 , the 
computer program product further comprising computer 
program instructions that , when executed by the computer 
processor , cause the computer to : 

host a first computing desktop environment for the first 
remote device in response to receiving the first request ; 

wherein instructions relating to hosting one or more 
computing desktop environments includes instructions 

which cause the computer to configure the first com 
puting desktop environment to be shared by both the 
first remote device and the second remote device ; 

terminate access of the first remote device to the first 
computing desktop environment ; and 

maintain access of the second remote device to the first 
computing desktop environment . 

19 . The computer program product of claim 15 , the 
computer program product further comprising computer 
program instructions that , when executed by the computer 
processor , cause the computer to : 

detect , from a third remote device , a third request relating 
to hosting one or more computing desktop environ 
ments within the virtual machine for the third remote 
device , wherein the third remote device is at a third 
location ; 

determine , by identifying that the first location and the 
second location are both close enough to the third 
location to satisfy the proximity threshold , that the third 
remote device is qualified to share computing desktop 
environments with the first and second remote device ; 
and 

host one or more computing desktop environments which 
are shared by the first , second , and third remote device 
in response to determining that the third remote device 
is qualified to share computing desktop environments 
with the first and second remote devices . 

20 . The computer program product of claim 15 , the 
computer program product further comprising computer 
program instructions that , when executed by the computer 
processor , cause the computer to : 

gather respective new locations of the first and second 
remote devices ; 

verify , at predetermined time intervals , a continued sat 
isfaction of the proximity threshold by the first and 
second remote devices ; 

determine , by identifying that the respective new loca 
tions are no longer close enough to satisfy the prox 
imity threshold , that the first and second device are no 
longer qualified to share computing desktop environ 
ments ; and 

suspending the one or more computing environments . 
* * * * * 


