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measured metric value is not received by the monitoring 
device , then the monitoring device knows that the measured 
metric was similar to the predicted metric on the client 
device , and accordingly may utilize the predicted metric on 
the monitoring device . Because transmission of the mea 
sured metric values may be skipped , network traffic and 
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PREDICTIVE TECHNIQUE TO SUPPRESS 
LARGE - SCALE DATA EXCHANGE 

FIELD OF THE DISCLOSURE 
[ 0001 ] The present application generally relates to data 
transmission over a network , and remote monitoring . 

BACKGROUND OF THE DISCLOSURE 
[ 0002 ] Many systems utilize remote monitoring of various 
metrics , from network conditions ( e . g . congestion , band 
width , latency , etc . ) to device conditions ( e . g . temperature , 
utilization , storage levels , etc . ) to any other type and form of 
metrics ( e . g . accelerometer values , environmental humidity , 
voltage presence , etc . ) . These metrics may be gathered by a 
local or client device , and transmitted via a network to a 
remote or monitoring device . 
[ 0003 ] Depending on the number of metrics and frequency 
of monitoring , the amount of data being exchanged between 
the client device and monitoring device may be very large , 
consuming significant bandwidth and network resources . 
Worse , as the system scales , the amount of data may become 
very large . For example , a centralized monitoring device 
may be in communication with thousands or tens of thou 
sands of networked Internet - of - Things devices , each of 
which may be sending a dozen different monitoring values 
every few seconds , resulting in massive amounts of data 
being received and processed by the monitoring device , a 
large number of network sockets and buffers being utilized , 
and even significant amounts of electrical power . All of this 
resource consumption limits the scalability of the monitor 
ing system . 

includes identifying , by a monitor of a device , a first 
measured value for a metric . The method also includes 
transmitting , by the device , the first measured value for the 
metric to a remote management device . The method also 
includes generating , by a local prediction service of the 
device , a first locally predicted value for the metric . The 
method also includes identifying , by the monitor , a second 
measured value for the metric . The method also includes 
determining , by the device , that a difference between the first 
locally predicted value and the second measured value does 
not exceed a first threshold . The method also includes , 
responsive to the determination , skipping transmission of 
the second measured value , by the device to the remote 
management device , the remote management device execut 
ing a remote prediction service generating a first remotely 
predicted value for the metric of the device corresponding to 
the first locally predicted value . 
[ 0007 ] In some implementations , transmitting the first 
measured value for the metric to the remote management 
device further includes generating , by the local prediction 
service , a second locally predicted value for the metric ; 
determining , by the device , that a difference between the 
second locally predicted value and the first measured value 
exceeds the first threshold ; and , responsive to the determi 
nation that the difference between the second locally pre 
dicted value and the first measured value exceeds the first 
threshold , transmitting the first measured value to the remote 
management device . 
[ 0008 ] In some implementations , the method includes 
incrementing a counter of the device , responsive to skipping 
transmission of the second measured value . In a further 
implementation , the method includes determining , by the 
device , that a difference between a subsequent locally pre 
dicted value generated by the local prediction service for the 
metric and a corresponding measured value identified by the 
monitor for the metric does not exceed the first threshold ; 
identifying that a value of the counter exceeds a second 
threshold , responsive to the determination that the difference 
between the subsequent locally predicted value and the 
corresponding measured value does not exceed the prede 
termined threshold ; and transmitting the corresponding mea 
sured value identified by the monitor to the remote man 
agement device , responsive to the identification that the 
value of the counter exceeds the second threshold . In another 
further implementation , the method includes resetting the 
counter , responsive to transmitting the corresponding mea 
sured value received by the monitor to the remote manage 
ment device . In still another further implementation , the 
method includes setting the second threshold to a value 
inversely proportional to a frequency of utilization of the 
metric . 
[ 0009 ] In some implementations , the method includes 
generating the first locally predicted value for the metric by 
generating the first locally predicted value , by the local 
prediction service , using a subset of measured values for the 
metric identified by the monitor and transmitted to the 
remote management device . In a further implementation , the 
method includes updating coefficients of a prediction model , 
by the local prediction service , using the subset of measured 
values . In a still further implementation , the method includes 
transmitting the updated coefficients of the prediction model 
to the remote management device . In some implementations , 
the method includes generating , by the local prediction 
service , a second locally predicted value for the metric ; 

BRIEF SUMMARY OF THE DISCLOSURE 
[ 0004 ] The systems and methods discussed herein provide 
for a predictive monitoring technique to suppress data 
exchange between the client device or devices and the 
monitoring device or devices . Regression - based intelligent 
predictions systems executed both by the client device or 
devices and the monitoring device or devices perform iden 
tical prediction algorithms . If the predicted metric values 
and the actual measured metric values on the client device 
are very close , then the client device may skip transmitting 
the measured metric values to the monitoring device ; simi 
larly , if a measured metric value is not received by the 
monitoring device , then the monitoring device knows that 
the measured metric was similar to the predicted metric on 
the client device , and accordingly may utilize the predicted 
metric on the monitoring device . Because transmission of 
the measured metric values may be skipped , network traffic 
and interface and processor utilization is significantly 
decreased . 
[ 0005 ] Furthermore , based on a combination of defined 
priority thresholds and frequency of access of the monitored 
data , acceptable levels of error between the predicted and 
actual data may be applied to further reduce the amount of 
data transmitted . For example , if the data is very critical , the 
system may skip transmitting measured metrics only if 
predicted data exactly matches the actual data . However , if 
the data is not critical , then the system may skip transmitting 
measured metrics that are close but not identical to the actual 
data . 
[ 0006 ] In a first aspect , the present disclosure is directed to 
a method for prediction - based data exchange . The method 
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identifying , by the monitor , a third measured value for the 
metric ; identifying , by the monitor , that the third measured 
value is below a second threshold ; determining , by the 
device , that a difference between the second locally pre 
dicted value and the third measured value is non - zero , 
responsive to the identification that the third measured value 
is below the second threshold ; and , responsive to the deter 
mination that the difference between the second locally 
predicted value and the third measured value is non - zero and 
the identification that the third measured value is below the 
second threshold , transmitting the third measured value to 
the remote management device . 
[ 0010 ] In another aspect , the present disclosure is directed 
to a method for prediction - based data exchange . The method 
includes generating , by a prediction service of a device , a 
first locally predicted value for a metric of a remote device . 
The method also includes determining , by the device , that a 
first measured value for the metric has not been received 
from the remote device within a predetermined period of 
time , the remote device skipping transmission of the first 
measured value to the device responsive to a difference 
between the first measured value and a first remotely pre 
dicted value for the metric generated by a remote prediction 
service of the remote device not exceeding a first threshold ; 
and , responsive to the determination , adding the first locally 
predicted value for the metric to a log for the remote device . 
[ 0011 ] In some implementations , the method includes 
generating , by the prediction service of the device , a second 
locally predicted value for the metric of the remote device ; 
receiving , by the device from the remote device , a second 
measured value for the metric ; adding the received second 
measured value for the metric to the log for the remote 
device ; and discarding the second locally predicted value for 
the metric of the remote device , responsive to receipt of the 
second measured value . In some implementations , the 
method includes updating a model of the prediction service 
of the device with the received second measured value for 
the metric of the remote device . 
[ 0012 ] In another aspect , the present disclosure is directed 
to a system for prediction - based data exchange . The system 
includes a monitor , configured to identify a first measured 
value for a metric ; and a management client , configured to 
transmit the first measured value for the metric to a remote 
management device . The system also includes a local pre 
diction service , configured to generate a first locally pre 
dicted value for the metric . The management client is 
configured to determine that a difference between the first 
locally predicted value and a second measured value iden 
tified by the monitor does not exceed a first threshold and 
responsive to the determination skip transmission of the 
second measured value to a remote management device , the 
remote management device executing a remote prediction 
service generating a first remotely predicted value for the 
metric of the device corresponding to the first locally 
predicted value . 
[ 0013 ] In some implementations , the local prediction ser 
vice is further configured to generate a second remotely 
predicted value for the metric ; and the management client is 
further configured to determine that a difference between the 
second remotely predicted value and the first measured 
value exceeds the first threshold and responsive to the 
determination , transmit the first measured value for the 
metric to the remote management device . 

[ 0014 ] In some implementations , the system includes a 
counter , and the management client is configured to incre 
ment a value of the counter , responsive to skipping trans 
mission of the second measured value . In a further imple 
mentation , the management client is further configured to 
determine that a difference between a subsequent locally 
predicted value generated by the local prediction service for 
the metric and a corresponding measured value identified by 
the monitor for the metric does not exceed the first threshold ; 
and the management client is further configured to : identify 
that a value of the counter exceeds a second threshold , 
responsive to the determination that the difference between 
the subsequent locally predicted value and the correspond 
ing measured value does not exceed the predetermined 
threshold ; and transmit the corresponding measured value 
identified by the monitor to the remote management device , 
responsive to the identification that the value of the counter 
exceeds the second threshold . In a still further implementa 
tion , the management client is further configured to set the 
second threshold to a value inversely proportional to a 
frequency of utilization of the metric . 
[ 0015 ] In some implementations , the local prediction ser 
vice is further configured to generate the first locally pre 
dicted value using a subset of measured values for the metric 
identified by the monitor and transmitted to the remote 
management device . In some implementations , the local 
prediction service is further configured to generate a second 
locally predicted value for the metric ; and the monitor is 
further configured to identify a third measured value for the 
metric , and identify that the third measured value is below 
a second threshold . The management client is further con 
figured to determine that a difference between the second 
locally predicted value and the third measured value is 
non - zero , responsive to the identification that the third 
measured value is below the second threshold ; and the 
management client is further configured to transmit the third 
measured value to the remote management device , respon 
sive to the determination that the difference between the 
second locally predicted value and the third measured value 
is non - zero and the identification that the third measured 
value is below the second threshold . 

BRIEF DESCRIPTION OF THE FIGURES 
[ 0016 ] The foregoing and other objects , aspects , features , 
and advantages of the present solution will become more 
apparent and better understood by referring to the following 
description taken in conjunction with the accompanying 
drawings , in which : 
[ 0017 ] FIG . 1A is a block diagram illustrating a network 
environment for use with implementations of the systems 
and methods discussed herein ; 
[ 0018 ] FIG . 1B is a graph illustrating an example of 
measured metrics and predicted metrics , according to one 
implementation ; 
[ 0019 FIG . 2A is a block diagram of an embodiment of a 
client device for prediction - based data exchange ; 
[ 0020 ] FIG . 2B is a block diagram of an embodiment of a 
monitoring device for prediction - based data exchange ; 
[ 0021 ] FIG . 3A is a flowchart of an embodiment of a 
method for prediction - based data exchange ; and 
[ 0022 ] FIG . 3B is a flow chart of another embodiment of 
a method for prediction - based data exchange . 
[ 0023 ] The features and advantages of the present solution 
will become more apparent from the detailed description set 
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forth below when taken in conjunction with the drawings , in 
which like reference characters identify corresponding ele 
ments throughout . In the drawings , like reference numbers 
generally indicate identical , functionally similar , and / or 
structurally similar elements . 

DETAILED DESCRIPTION 

10024 ] Many systems utilize remote monitoring of various 
metrics , from network conditions ( e . g . congestion , band 
width , latency , etc . ) to device conditions ( e . g . temperature , 
utilization , storage levels , etc . ) to any other type and form of 
metrics ( e . g . accelerometer values , environmental humidity , 
voltage presence , etc . ) . These metrics may be gathered by a 
local or client device , and transmitted via a network to a 
remote or monitoring device . 
[ 0025 ] For example , FIG . 1A is a block diagram illustrat 
ing a network environment for use with implementations of 
the systems and methods discussed herein . A logging server 
or monitoring server 100 , sometimes referred to as a moni 
toring service , remote monitoring device , logging device , 
centralized control device , management device , measure 
ment server , or by any other similar terms , may communi 
cate via a network 104 with one or more client devices 
102A - 102N , referred to generally as client device ( s ) 102 . 

[ 0026 ] Client devices 102 may comprise any type and 
form of computing device , including laptop computers , 
desktop computers , portable computers , wearable comput 
ers , tablet computers , embedded systems , virtual machines , 
physical machines , IoT devices or “ smart ” appliances , moni 
toring devices , measurement devices , or any other such type 
and form of devices . Client devices 102 may measure or 
receive measurements of various metrics , including network 
conditions ( e . g . bandwidth , congestion , error rates , latency , 
jitter , ping times , noise , buffer levels , data transfer rates , 
number of connections , etc . ) , environmental conditions ( e . g . 
temperature , humidity , vibration , sound levels , light levels , 
magnetic readings , etc . ) , device conditions ( e . g . processor 
utilization , memory utilization , storage levels , internal tem 
peratures , etc . ) , or any other type and form of metric . 
Metrics may be measured or received at any frequency , 
including once per millisecond , once per second , once per 
minute , once per hour , etc . Metrics may be measured by the 
client device directly , or may be received from another 
device performing the measurement and transmitting the 
result to the client device . In many implementations , the 
client device may measure or receive multiple metrics . 
[ 0027 ] Client devices 102 may transmit measured metrics 
via network 104 to a monitoring server 100 . Network 104 
may comprise one or more networks of the same or different 
types , including standard telephone lines , LAN or WAN 
links ( e . g . , 802 . 11 , T1 , T3 , 56 kb , X . 25 , SNA , DECNET ) , 
broadband connections ( e . g . , ISDN , Frame Relay , ATM , 
Gigabit Ethernet , Ethernet - over - SONET ) , wireless connec 
tions , satellite connections , or some combination of any or 
all of the above . Connections can be established using a 
variety of communication protocols ( e . g . , TCP / IP , IPX , 
SPX , NetBIOS , Ethernet , ARCNET , SONET , SDH , Fiber 
Distributed Data Interface ( FDDI ) , RS232 , IEEE 802 . 11 , 
IEEE 802 . 11a , IEEE 802 . 11b , IEEE 802 . 11g , IEEE 802 . 11n , 
IEEE 802 . 11ac , IEEE 802 . 11ad , CDMA , GSM , WiMax and 
direct asynchronous connections ) . Although shown as a 
single network 104 , in many implementations , network 104 

may comprise a plurality of networks and intermediary 
devices ( e . g . switches , routers , firewalls , gateways , modems , 
or other devices ) . 
[ 0028 ] Monitoring server 100 may comprise any type and 
form of computing device , including a server device , work 
station device , rackmount device , appliance , cluster , server 
farm , virtual machine executed by a physical machine , or 
any other such device . Monitoring server 100 may receive 
measured metrics from one or more client devices 102 and , 

in some implementations , may store the measured metrics to 
a log or similar data file . The log or data file may be 
displayed or otherwise provided to a user or administrator , 
or may be transmitted to another device for monitoring 
and / or analysis . 
[ 0029 ] Depending on the number of metrics and frequency 
of monitoring , the amount of data being exchanged between 
the client device and monitoring device may be very large , 
consuming significant bandwidth and network resources . 
For example , given a topology with IoT devices transmitting 
100 KB of data per unit time ( e . g . a few seconds or a 
minute ) , and 1000 such devices connected to a monitoring 
server , the monitoring server may need to receive and 
process 100 GB of data per unit time . Worse , as the system 
scales , the amount of data may become very large . For 
example , a centralized monitoring device may be in com 
munication with thousands or tens of thousands of net 
worked IoT devices , each of which may be sending a dozen 
different monitoring values every few seconds , resulting in 
massive amounts of data being received and processed by 
the monitoring device , a large number of network sockets 
and buffers being utilized , and even significant amounts of 
electrical power . All of this resource consumption limits the 
scalability of the monitoring system . 
[ 0030 ] Instead , the systems and methods discussed herein 
provide for a predictive monitoring technique to suppress 
data exchange between the client device or devices and the 
monitoring device or devices . Regression - based intelligent 
predictions systems executed both by the client device or 
devices and the monitoring device or devices perform iden 
tical prediction algorithms . If the predicted metric values 
and the actual measured metric values on the client device 
are very close , then the client device may skip transmitting 
the measured metric values to the monitoring device ; simi 
larly , if a measured metric value is not received by the 
monitoring device , then the monitoring device knows that 
the measured metric was similar to the predicted metric on 
the client device , and accordingly may utilize the predicted 
metric on the monitoring device . Because transmission of 
the measured metric values may be skipped , network traffic 
and interface and processor utilization is significantly 
decreased . 
[ 0031 ] Furthermore , based on a combination of defined 
priority thresholds and frequency of access of the monitored 
data , acceptable levels of error between the predicted and 
actual data may be applied to further reduce the amount of 
data transmitted . For example , if the data is very critical , the 
system may skip transmitting measured metrics only if 
predicted data exactly matches the actual data . However , if 
the data is not critical , then the system may skip transmitting 
measured metrics that are close but not identical to the actual 
data . 

[ 0032 ] FIG . 1B is a graph of measurement data 110 over 
time 112 , illustrating an example of measured metrics 114 
and predicted metrics 116 , according to one implementation . 
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As shown , metrics 114 , 116 may be measured or predicted 
periodically , at times t = 1 , 2 , 3 , etc . Time 112 may be 
measured in any units , including milliseconds , hundredths 
of a second , seconds , minutes , hours , or any other such unit . 
For example , in many implementations , measurements may 
be made or predicted every 10 seconds . Similarly , measure 
ment data 110 may be of any type and form corresponding 
to a metric , and may include positive and / or negative values 
( for example , temperature in degrees Celsius ; positive and 
negative accelerations of an accelerometer in m / s ̂  2 or G ' s ; 
bandwidth of a communication link in MB / s ; etc . ) . 
[ 0033 ] As discussed above , a client device may periodi 
cally make or receive actual measurements 114 , shown as 
solid grey dots connected by interpolated straight lines . A 
multivariable time series regression model , tuned to achieve 
good accuracy by feature selection and cross validation 
tuning , may also be run on the client device by a prediction 
service , to generate corresponding predicted measurements 
116 , shown as open dots connected by interpolated dashed 
lines . Although shown as straight lines , the interpolations 
may be non - linear ( e . g . Bezier curves , geometric approxi 
mations , etc . ) . The prediction model used by the prediction 
service may be tuned or trained using actual measurement 
data 114 , or a subset of actual measurement data in many 
implementations , as discussed below . 
0034 ] In many implementations , the prediction service 
may not be perfectly accurate , and accordingly , a prediction 
error 118A - 118D may exist for each pair of actual measure 
ments and predicted measurements . Prediction error 118 
may be determined as a difference between the actual 
measurement data and predicted measurement data for any 
time unit . In some implementations , the prediction error 118 
may comprise an absolute value of the difference ( e . g . ) 
actual measurement value ] - Ipredicted measurement 
value ] ) or max ( [ actual measurement value ] , [ predicted mea 
surement value ] ) - min ( ( actual measurement value ] , [ pre 
dicted measurement value ] ) . In some implementations , the 
prediction error 118 may comprise a percentage difference 
compared to the actual measurement value ( e . g . 100 * ( [ ac 
tual measurement value ] - [ predicted measurement value ] ) / 
Tactual measurement value ] ) . In other implementations , the 
prediction error 118 may comprise a percentage difference 
compared to a predetermined value or range ( e . g . 100 * 
( [ actual measurement value ] - [ predicted measurement 
value ] / [ predetermine scaling value ] ) . In other implementa 
tions , the prediction error 118 may be calculated in any other 
similar fashion . 
[ 0035 ] To reduce data transmissions between the client 
device and the monitoring server , in many implementations , 
actual measurement data 114 may only be sent intermit 
tently , with transmissions of one or more actual measure 
ment data readings skipped . The monitoring server may be 
executing another prediction service ( referred to as the 
" remote prediction service ” or “ server prediction service ” ) 
with identical parameters to the model used by the predic 
tion service on the client device ( referred to as the “ local 
prediction service ” or “ client prediction service ” ) . Accord 
ingly , the remote prediction service may generate the same 
predicted measurement data 116 as the local prediction 
service . When actual measurement data 114 is not transmit 
ted from the client device to the server , the server may 
instead retrieve the predicted measurement data from the 
server prediction service and use this data for logging or 
monitoring purposes instead . 

[ 0036 ] In some implementations , actual measurement data 
may be transmitted when the prediction error 118 is greater 
than a predetermined error threshold ( either by percentage or 
an absolute value ) . For example , in the example data shown 
in FIG . 1B , the error 118A is relatively small , and transmis 
sion of the actual measurement data may be skipped . 
Though the monitoring server will have inaccurate data from 
its own prediction service , the error may be unimportant . 
However , at time 3 , the error 118B is much larger ; accord 
ingly , actual measurement data 114 may be transmitted at 
this time . The monitoring server , upon receipt of the actual 
measurement data for time t = 3 , may write this received data 
to its log for the client device instead of the predicted 
measurement data , ensuring that the log remains mostly 
accurate . 
[ 0037 ] Additionally , in some implementations , the predic 
tion model used by both the client device and the monitoring 
server may be trained with any actual measurement data 114 
transmitted by the client device to the monitoring server . For 
instance , in the above example , the model may be re - trained 
using the actual measurement data at time t = 3 ( the actual 
measurement data at time t = 2 not having been transmitted ) . 
This may “ resynchronize ” the prediction model on the 
server with the actual measurement data , reducing subse 
quent error ( e . g . at t = 4 ) . The prediction services may not 
re - train with actual measurement data that was not trans 
mitted from the client device to the server device , to prevent 
the local prediction service from becoming out of synchro 
nization with the remote prediction service . This ensures that 
both algorithms are able to make the same prediction . 
[ 0038 ] In many implementations , actual measurement 
data 114 may also be transmitted periodically , regardless of 
prediction error values 118 , to ensure that the model remains 
synchronized . For example , the client device may maintain 
a counter incremented for each skipped transmission and 
transmit actual measurement data 114 upon the counter 
reaching a predetermined value ( e . g . requiring transmission 
of actual measurement data 114 after ten skipped transmis 
sions , or any other such value ) . This may also be used as a 
“ keep - alive ” notification from the client device to the server 
device to notify that the client device is still running prop 
erly . The counter threshold may be referred to as a minimum 
sync time . 
[ 0039 ] In many implementations , one or more thresholds 
120 may also be set ( e . g . a lower threshold as shown and / or 
an upper threshold ( not illustrated ) , or threshold ranges ) . In 
some such implementations , transmissions of actual data 
may be made if the measured ( and / or predicted ) value is 
beyond the threshold , regardless of the prediction error . In a 
further implementation , the actual data may be transmitted 
if the measured and / or predicted value is beyond the thresh 
old , if the prediction error is non - zero . This may be useful 
for critical ranges of measurement data ( e . g . data is not set 
to centralized service only if the error is 0 % ) . 
[ 0040 ] For example , let us assume that the accepted error 
rate is 5 % . Let the polling time be one time unit . Let the 
range of values be 0 to 100 % . Let us say the critical point 
or threshold here is below 89 . Let us say following are actual 
and predicted values . The minimum sync period is 10 time 
units : 
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TABLE 1 

Local Actual 
prediction : measurement 

Prediction 
error 

Remote 
prediction Comments 

4 % 94 
95 

94 98 
94 1 % 

96 96 No 
94 

4 % 
4 % 
1 % 93 

90 
91 2 % 

94 
93 
90 
91 

100 
100 
100 

100 
100 
100 

No data sent 
No data sent 
No data sent 
No data sent 
No data sent 
No data sent 
No data sent 
No data sent 
No data sent 
Last 10 data have error < 5 % . 
However , minimum sync period 
is 10 , so to sync the data and 
prediction algorithm , the actual 
measurement data is transmitted 
to the monitoring server 
More than 5 % error so actual 
data is sent 
Below critical threshold , and 
error rate is non - zero . Hence , 
actual data is sent to monitoring 
server 

100 100 94 
88 89 89 

[ 0041 ] Further to this , not all reports or measurements are 
accessed at same frequency . If the system can determine the 
access patterns of these reports , via monitoring read opera 
tions on this data at the server , the system can tune the 
minimum sync period to a large number . For example , for 
measurement data that is frequently accessed , the system 
may use a minimum sync period of 10 ; while for data that 
is less frequently accessed , the system may use a minimum 
sync period of 20 . 
[ 0042 ] In some implementations , the prediction model 
may be periodically retrained by the local prediction server , 
e . g . based on actual measurement data . In some implemen 
tations , the retraining may be based only on the subset of 
actual measurement data transmitted to the server . In other 
implementations , the retraining may be based on all of the 
actual measurement data . In such implementations , model 
parameters may be transmitted to the monitoring server after 
retraining to ensure that the local and remote prediction 
services are equivalent . The models may be activated simul 
taneously , e . g . on a predetermined time period or after a 
subsequent transmission of actual measurement data ( e . g . 
transmit the model parameters ; wait one time period ; trans 
mit actual measurement data ; and begin using the prediction 
service ) . This ensures the same model is running on data 
generators as well as the data collection service . 
10043 ] FIG . 2A is a block diagram of an embodiment of a 
client device 102 for prediction - based data exchange , as well 
as other computing devices including client computing 
devices , server computing devices , workstation devices , 
cloud computing devices , or any other type and form of 
computing device , referred to generally herein as a “ com 
puting device ” or “ computing devices ” . Such devices may 
include laptop computers , desktop computers , rackmount 
computers , tablet computers , wearable computers , appli 
ances , cluster devices or appliances , server clouds or farms , 
virtual machines executed by one or more physical 
machines , or any other type of computing device . As shown 
in FIG . 2A , a computing device may include one or more 
central processing units or processors 200 , one or more 
network interfaces 202 , one or more input / output controllers 
or devices 204 , one or more memory units 206 which may 

include system memory such as RAM as well as internal or 
external storage devices . A computing device may also 
include other units not illustrated including installation 
devices , display devices , keyboards , pointing devices such 
as a mouse , touch screen devices , or other such devices . 
Memory 206 may include , without limitation , an operating 
system 210 and / or software . 
[ 0044 ] The central processing unit 200 is any logic cir 
cuitry that responds to and processes instructions fetched 
from the memory 206 . In many embodiments , the central 
processing unit 200 is provided by a microprocessor unit , 
such as : those manufactured by Intel Corporation of Moun 
tain View , Calif . ; those manufactured by International Busi 
ness Machines of White Plains , N . Y . ; or those manufactured 
by Advanced Micro Devices of Sunnyvale , Calif . The com 
puting device may be based on any of these processors , or 
any other processor capable of operating as described herein . 
[ 0045 ] Memory 206 , sometimes referred to as a main 
memory unit , may be one or more memory chips capable of 
storing data and allowing any storage location to be directly 
accessed by the microprocessor 200 , such as any type or 
variant of Static random access memory ( SRAM ) , Dynamic 
random access memory ( DRAM ) , Ferroelectric RAM 
( FRAM ) , NAND Flash , NOR Flash and Solid State Drives 
( SSD ) . The memory 206 may be based on any of the above 
described memory chips , or any other available memory 
chips capable of operating as described herein . In the 
embodiment shown , the processor 200 communicates with 
main memory 206 via a system bus 208 ( described in more 
detail below ) . In other embodiments , the processor commu 
nicates directly with main memory 206 via a memory port . 
For example , in such embodiments , the memory 206 may be 
DRDRAM . In other embodiments , processor 200 may com 
municate directly with cache memory via a secondary bus , 
sometimes referred to as a backside bus . In other embodi 
ments , the main processor 200 communicates with cache 
memory using the system bus 208 . Cache memory typically 
has a faster response time than memory accessible via a 
system bus , and is provided by , for example , SRAM , 
BSRAM , or EDRAM . 
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[ 0046 ] In some embodiments , the processor 200 commu 
nicates with various I / O devices 204 via local system bus 
208 . Various buses may be used to connect the central 
processing unit 200 to any I / O devices , for example , a VESA 
VL bus , an ISA bus , an EISA bus , a MicroChannel Archi 
tecture ( MCA ) bus , a PCI bus , a PCI - X bus , a PCI - Express 
bus , or a NuBus . For embodiments in which the I / O device 
is a video display , the processor 200 may use an Advanced 
Graphics Port ( AGP ) to communicate with the display . In 
some embodiments , the processor 200 may communicate 
directly with I / O devices , for example via HYPERTRANS 
PORT , RAPIDIO , or INFINIBAND communications tech 
nology . A wide variety of I / O devices may be present in the 
computing device 100 . Input devices include keyboards , 
mice , trackpads , trackballs , microphones , dials , touch pads , 
touch screen , and drawing tablets . Output devices include 
video displays , speakers , inkjet printers , laser printers , pro 
jectors and dye - sublimation printers . The I / O devices may 
be controlled by an I / O controller 204 as shown in FIG . 2A . 
The I / O controller may control one or more I / O devices such 
as a keyboard and a pointing device , e . g . , a mouse or optical 
pen . Furthermore , an I / O device may also provide storage 
and / or an installation medium for the computing device . In 
still other embodiments , the computing device may provide 
USB connections ( not shown ) to receive handheld USB 
storage devices such as the USB Flash Drive line of devices 
manufactured by Twintech Industry , Inc . of Los Alamitos , 
Calif . 
[ 0047 ] The computing device may support any suitable 
installation device ( not illustrated ) , such as a disk drive , a 
CD - ROM drive , a CD - R / RW drive , a DVD - ROM drive , a 
flash memory drive , tape drives of various formats , USB 
device , hard - drive , a network interface , or any other device 
suitable for installing software and programs . The comput 
ing device may further include a storage device , such as one 
or more hard disk drives or redundant arrays of independent 
disks , for storing an operating system and other related 
software , and for storing application software programs such 
as any program or software for implementing ( e . g . , config 
ured and / or designed for ) the systems and methods 
described herein . Optionally , any of the installation devices 
could also be used as the storage device . Additionally , the 
operating system and the software can be run from a 
bootable medium . 
[ 0048 ] Furthermore , the computing device may include a 
network interface 202 to interface to a network through a 
variety of connections including , but not limited to , standard 
telephone lines , LAN or WAN links ( e . g . , 802 . 11 , T1 , T3 , 56 
kb , X . 25 , SNA , DECNET ) , broadband connections ( e . g . , 
ISDN , Frame Relay , ATM , Gigabit Ethernet , Ethernet - over 
SONET ) , wireless connections , or some combination of any 
or all of the above . Connections can be established using a 
variety of communication protocols ( e . g . , TCP / IP , IPX , 
SPX , NetBIOS , Ethernet , ARCNET , SONET , SDH , Fiber 
Distributed Data Interface ( FDDI ) , RS232 , IEEE 802 . 11 , 
IEEE 802 . 11a , IEEE 802 . 11b , IEEE 802 . 11g , IEEE 802 . 11n , 
IEEE 802 . 11ac , IEEE 802 . 11ad , CDMA , GSM , WiMax and 
direct asynchronous connections ) . In one embodiment , the 
computing device communicates with other computing 
devices via any type and / or form of gateway or tunneling 
protocol such as Secure Socket Layer ( SSL ) or Transport 
Layer Security ( TLS ) . The network interface xx18 may 
include a built - in network adapter , network interface card , 
PCMCIA network card , card bus network adapter , wireless 

network adapter , USB network adapter , modem or any other 
device suitable for interfacing the computing device to any 
type of network capable of communication and performing 
the operations described herein . 
[ 0049 ] In some embodiments , the computing device may 
include or be connected to one or more display devices . As 
such , any I / O devices and / or the I / O controller 204 may 
include any type and / or form of suitable hardware , software , 
or combination of hardware and software to support , enable 
or provide for the connection and use of the display device 
( s ) by the computing device . For example , the computing 
device may include any type and / or form of video adapter , 
video card , driver , and / or library to interface , communicate , 
connect or otherwise use the display device ( s ) . In one 
embodiment , a video adapter may include multiple connec 
tors to interface to the display device ( s ) . In other embodi 
ments , the computing device may include multiple video 
adapters , with each video adapter connected to the display 
device ( s ) . In some embodiments , any portion of the oper 
ating system 210 of the computing device may be configured 
for using multiple displays . One ordinarily skilled in the art 
will recognize and appreciate the various ways and embodi 
ments that a computing device may be configured to have 
one or more display devices . 
[ 0050 ] In further embodiments , an I / O device may be a 
bridge between the system bus 208 and an external com 
munication bus , such as a USB bus , an Apple Desktop Bus , 
an RS - 232 serial connection , a SCSI bus , a FireWire bus , a 
FireWire 800 bus , an Ethernet bus , an AppleTalk bus , a 
Gigabit Ethernet bus , an Asynchronous Transfer Mode bus , 
a FibreChannel bus , a Serial Attached small computer sys 
tem interface bus , a USB connection , or a HDMI bus . 
[ 0051 ] A client device or server of the sort depicted in 
FIG . 2A may operate under the control of an operating 
system 210 , which control scheduling of tasks and access to 
system resources . The client device or server can be running 
any operating system such as any of the versions of the 
MICROSOFT WINDOWS operating systems , the different 
releases of the Unix and Linux operating systems , any 
version of the MAC OS for Macintosh computers , any 
embedded operating system , any real - time operating system , 
any open source operating system , any proprietary operating 
system , any operating systems for mobile computing 
devices , or any other operating system capable of running on 
the computing device and performing the operations 
described herein . Typical operating systems include , but are 
not limited to : Android , produced by Google Inc . ; WIN 
DOWS 7 , 8 , or 10 , produced by Microsoft Corporation of 
Redmond , Wash . ; MAC OS and iOS , produced by Apple 
Computer of Cupertino , Calif . ; WebOS , produced by 
Research In Motion ( RIM ) ; OS / 2 , produced by International 
Business Machines of Armonk , N . Y . , and Linux , a freely 
available operating system distributed by Caldera Corp . of 
Salt Lake City , Utah , or any type and / or form of a Unix 
operating system , among others . 
[ 0052 ] As discussed above , the computer system can be 
any workstation , telephone , desktop computer , laptop or 
notebook computer , server , handheld computer , mobile tele 
phone or other portable telecommunications device , media 
playing device , a gaming system , mobile computing device , 
or any other type and / or form of computing , telecommuni 
cations or media device that is capable of communication . 
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The computer system has sufficient processor power and 
memory capacity to perform the operations described 
herein . 
[ 0053 ] In some embodiments , the computing device may 
have different processors , operating systems , and input 
devices consistent with the device . For example , in one 
embodiment , the computing device is a smart phone , mobile 
device , tablet or personal digital assistant . In still other 
embodiments , the computing device is an Android - based 
mobile device , an iPhone smart phone manufactured by 
Apple Computer of Cupertino , Calif . , or a Blackberry or 
WebOS - based handheld device or smart phone , such as the 
devices manufactured by Research In Motion Limited . 
Moreover , the computing device can be any workstation , 
desktop computer , laptop or notebook computer , server , 
handheld computer , mobile telephone , any other computer , 
or other form of computing or telecommunications device 
that is capable of communication and that has sufficient 
processor power and memory capacity to perform the opera 
tions described herein . 
[ 0054 ] The client device 102 may include and / or commu 
nicate with one or more sensors 212A - 212B as shown , 
referred to generally as sensor ( s ) 212 . In some implemen 
tations , a sensor 212 may be a hardware sensor , such as a 
temperature sensor or thermistor , an accelerometer , a switch , 
or any other such sensor . In some implementations , a sensor 
212 may be a software sensor , such as a congestion monitor 
of a network connection , or a CPU utilization sensor . 
Sensors 212 may thus be part of the operating system 210 , 
network stack or network interface 202 , processor 200 , or 
any other part of the device 102 . In many implementations , 
a sensor 212 may be external to device 102 , and may provide 
data via an I / O controller 204 , such as an external sensor 
connected via USB . In other implementations , a sensor 212 
may be connected to a second computing device ( not 
illustrated ) ; the second computing device may transmit data 
to the client device 102 , e . g . via network interface 202 . 
[ 0055 ] As discussed above , sensor data may be referred to 
as actual measurement data and may be periodically mea 
sured by a monitor 214 . Monitor 214 may comprise hard 
ware , software , or any combination of hardware and soft 
ware for monitoring or measuring an output of one or more 
sensors 212 . In many implementations , monitor 214 may 
write sensor measurements to a database or log 220 , which 
may be stored in memory 206 in any suitable data format 
( e . g . database , flat file , spreadsheet , etc . ) . 
[ 0056 ] As discussed above , a client device 102 may 
execute a prediction service 216 , sometimes referred to as a 
local prediction service 216 . Prediction service 216 may 
make predictions of measurement values for one or more 
sensors 212 , based on prediction parameters and coefficients 
stored in a device model 228 . The parameters and coeffi 
cients may be generated via training data received by 
monitor 214 and written to data store 220 . The prediction 
service 216 may calculate a multivariable time - series regres 
sion model or forecasting model to generate prediction 
values . The model may be of any type , including autore 
gressive models , autoregressive distributed lag models , 
serial correlation models , autocorrelation models , etc . For 
example , the prediction model may calculate a prediction 
value as equal to a first coefficient B , plus a second coeffi 
cient 3 times a previous prediction value , plus a third 
coefficient B2 times a second previous prediction value , etc . 

( e . g . , P = B . + B _ Pt 1 + B2Pz - 2 + . . . + Bx Pi - x + u . ) . Predictions 
may be stored in data 220 , in many implementations . 
[ 0057 ] The computing device may execute a management 
client 222 . Management client 222 , sometimes referred to as 
a monitor client , logging client , or by other similar terms , 
may comprise an application , server , service , daemon , rou 
tine , or other executable logic executed by the processor of 
the device . The management client 222 may be configured 
to periodically transmit actual measurement data to a moni 
toring server 100 , as discussed above , either at a predeter 
mined destination , or at a dynamically identified destination 
based on data from a second server or an identifier in a 
configuration file . The management client 222 may commu 
nicate with the server using a network interface 202 , and 
may communicate via any type and form of network or 
combination of networks . A corresponding server , service , 
daemon , routine , or other executable logic on the server , 
which may be referred to as a management host 224 , may 
receive the measurements and add them to a log or database 
for the client device 102 . The measurement data may be 
transmitted in any type and form of protocol . For example , 
in some implementations , the measurement data may be 
transmitted via a representational state transfer ( RESTful ) 
request , such as an HTTP GET or POST query with one or 
more parameters identifying a corresponding one or more 
metrics and values . In many implementations , management 
client 222 may transmit a device identifier of client device 
102 , such as a MAC address , serial number , unique ID 
( UID ) , account name , or other such identifier . In some 
implementations , management client 222 may transmit coef 
ficients of a device model 228 to the server for updating a 
remote prediction service model . 
10058 ] Management client 222 may maintain a counter 
218 in many implementations . Counter 218 may comprise a 
hardware or software counter , and be configured to count up 
to a predetermined threshold ( e . g . minimum sync period ) ; or 
be configured to start at a minimum sync period and count 
down to zero . Management client 222 may increment the 
counter each time transmission of actual measurement data 
is skipped . 
[ 0059 ] FIG . 2B is a block diagram of an embodiment of a 
monitoring server 100 for prediction - based data exchange . 
Server 100 may include many of the components discussed 
above , including one or more processors 200 , network 
interfaces 202 , I / O controllers 204 , memory devices 206 , 
and an operating system 210 . Server 100 may also execute 
a prediction service 216 ' , referred to as a remote prediction 
service or monitoring server prediction service or by other 
similar terms . The remote prediction service 216 ' may utilize 
a device model 228 received from one or more client devices 
102 to generate predictions for sensor data of each said one 
or more client devices . The predictions may be written to a 
database or log 226 for the device , which may be in any 
appropriate format ( e . g . database , flat file , indexed file , 
spreadsheet , etc . ) . 
100601 Server 100 may also execute a management host 
224 , which may comprise an application , service , server , 
daemon , routine , or similar executable logic to receive 
actual measurement data from client devices and predicted 
data from remote prediction service 216 ' and write the data 
to log ( s ) 226 . In some implementations , management host 
224 may be configured to execute alarms , transmit requests 
or notifications , or perform other operations , responsive to a 
metric exceeding a predetermined threshold . 
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[ 0061 ] FIG . 3A is a flowchart of an embodiment of a 
method for prediction - based data exchange performed by a 
client device or measurement data source . At step 300 , the 
client device may identify a value for a metric . Identifying 
the value may comprise reading a sensor output , retrieving 
a sensor value ( e . g . by querying an operating system or 
network stack ) , and / or receiving the sensor value from 
another device . As discussed above , the value may be of any 
type and format . Identifying the value may comprise for 
matting the value , in some implementations ( e . g . truncating 
or rounding the value , scaling the value , etc . ) . 
[ 0062 ] At step 302 , in some implementations , the client 
device may determine whether a counter value exceeds a 
minimum sync period threshold t1 . As discussed above , the 
client device may be configured to transmit the actual 
measurement value regardless of any prediction error after a 
predetermined number of skipped transmissions . The thresh 
old tl may be preset , or may be dynamically set ( e . g . by a 
monitoring server ) based on a frequency of use of the metric 
( e . g . frequency of access to the metric in a log , frequency of 
access to the log , etc . ) . In some implementations , the server 
may provide threshold tl to the client device , e . g . as part of 
a response to a RESTful request comprising metric values . 
Thus t1 may be dynamically modified during runtime . 
[ 0063 ] If the counter value is equal to or exceeds threshold 
t1 , then at step 312 , the client device may transmit the 
measured metric value to the monitoring server . The trans 
mission may be of any type and form , such as a parameter 
value pair in a RESTful HTTP request . Transmitting the 
value may comprise performing an authentication or hand 
shaking procedure , in some implementations . At step 314 , 
the client device may reset the counter value , responsive to 
transmitting the actual measurement value . 
[ 0064 ] In some implementations , steps 300 - 314 may be 
repeated periodically . Accordingly , in such implementations , 
at step 326 , the client device may determine whether a timer 
has expired . The timer may be reset at step 314 on trans 
mission of the metric data . If the timer has not expired , then 
the client device may wait for a predetermined period at step 
328 . Steps 326 - 328 may be repeated until the timer expires , 
indicating a next measurement time period . 
[ 0065 ] If the counter value is less than threshold t1 ( or not 
yet reached zero , in implementations in which the counter is 
instead decremented ) , then at step 304 , the client device may 
generate a locally predicted value for the metric . As dis 
cussed above , the local prediction service of the client may 
generate the locally predicted value using any suitable 
algorithm , including a time - series regression algorithm , 
using coefficients trained in the prediction model from actual 
measurement data . 
[ 0066 ] At step 306 , in some implementations , the client 
device may determine if the measured metric value is 
beyond a second threshold t2 or critical value . For example , 
in some implementations as shown , t2 may comprise a lower 
threshold , and the client device may determine if the value 
is greater than t2 . In other implementations , t2 may comprise 
an upper threshold and the client device may determine if the 
value is less than t2 . If the value is beyond t2 ( beyond a 
normal range , either above an upper threshold or below a 
lower threshold ) , then at step 308 , in some implementations , 
the client device may determine if the prediction error is 0 . 
Determining the prediction error may comprise determining 
a difference between the locally predicted value and the 
actual measured value . If the prediction error is non - zero , 

then the actual measured value may be transmitted to the 
server at step 312 , as discussed above . In other implemen 
tations , step 308 may be skipped , such that all measured 
values are transmitted to the server when the measured 
values are beyond threshold t2 . In such implementations , 
step 306 may be performed prior to step 304 . 
[ 0067 ] If the measured value is not beyond threshold t2 , 
then at step 310 , the client device may determine if the 
prediction error is less than an error threshold t3 . As dis 
cussed above , if the error is too large , the prediction model 
may become out of sync with the measured data . Accord 
ingly , if the prediction error is not less than error threshold 
t3 , then the client device may transmit the actual measure 
ment value at step 312 . 
[ 0068 ] If the prediction error is less than threshold t3 , or 
if the value is beyond critical value threshold t2 but the 
prediction error is zero , then at step 320 , the client device 
may skip transmitting the actual measurement data . In some 
implementations , the actual measurement data may still be 
written to a local log ( e . g . for use in training the prediction 
model ) . The locally predicted value may be discarded , in 
some implementations . At step 322 , the client device may 
increment the minimum sync period counter value . Steps 
300 - 322 ( and potentially 326 - 328 ) may be repeated itera 
tively at each unit time period . In some implementations , 
steps 300 - 328 may be performed in parallel for different 
metric values , or in series . For example , in some implemen 
tations , at step 300 , the client device may identify a plurality 
of measurements ( e . g . network bandwidth , congestion , loss 
rate , latency , etc . ) . The client device may similarly generate 
a plurality of locally predicted values at step 304 , and 
perform a plurality of comparisons at steps 306 - 310 . The 
client device may skip transmissions of some or all of the 
values based on the comparisons as discussed above . In 
some implementations , the client device may transmit all of 
the values if any comparison indicates that data should be 
transmitted at step 312 . In other implementations , the client 
device may transmit only the values for which comparisons 
indicate the actual data should be transmitted . For example , 
if predictions for bandwidth , loss rate , and congestion are all 
accurate , but the latency prediction is inaccurate , in some 
implementations , only the measured latency value may be 
transmitted . In other implementations , all of the values may 
be transmitted . Although transmitting all of the values may 
consume additional data , the packet overhead , handshaking , 
or other data may be more significant than a few additional 
parameter - value pairs in a request , such that including all of 
the values adds only a small amount to the necessary 
resource consumption , while increasing accuracy . 
100691 . In some implementations , the client device may 
periodically update the prediction model at step 316 using 
the actual measured data for the metric . The client device 
may perform regression analysis and / or adjust model coef 
ficients to make the predicted value equal to a corresponding 
measured value . At step 318 , the adjusted coefficients and / or 
model parameters may be transmitted to the monitoring 
server to use with the remote prediction service . 
[ 0070 ] FIG . 3B is a flow chart of another embodiment of 
a method for prediction - based data exchange performed by 
a monitoring server . At step 350 , the monitoring server may 
receive parameters and / or coefficients of a prediction model 
for a device . The parameters and coefficients may be 
received via any suitable means , including as parameter 
value pairs of a RESTful HTTP request . At step 352 , the 
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monitoring server may update a model of a remote predic - 
tion service for the client device . As discussed above , 
“ remote ” is used here to refer to the prediction service of the 
monitoring server , and is remote from the client device . 
[ 0071 ] In some implementations , at step 354 , the moni 
toring server may receive a measured value for a metric from 
the client device . If so , the metric may have been sent 
because a minimum sync period has expired , because the 
value is beyond a critical threshold and a prediction error is 
non - zero , or because a prediction error was too large . 
Regardless , at step 356 , the monitoring server may write the 
received value to a log or database for the metric for the 
client device . At step 352 , in some implementations , the 
monitoring server may update the prediction model with the 
newly received measurement value ( e . g . updating a regres 
sion algorithm calculation . In other implementations , step 
352 may be skipped and the model may only be updated on 
receipt of model parameters . 
10072 ] If the measured metric value has not been received , 
then at step 356 , the monitoring server may determine if a 
timer has expired . The timer may correspond to a unit time 
interval as discussed above . If the timer has not expired , then 
the monitoring server may wait at step 358 and repeat steps 
354 - 356 . 
[ 0073 ] Upon expiration of the timer , at step 360 , a pre 
diction service of the monitoring server may generate a 
predicted value ( which may be referred to as the “ remote 
predicted value ” as discussed above ) . The remote predicted 
value may correspond to a " locally " predicted value gener 
ated by the local prediction service of the client device , used 
by the client device to determine to skip transmission of the 
actual measured value . At step 362 , the monitoring server 
may write the predicted value for the metric to the log or 
database for the client device . Steps 354 - 362 may be 
repeated for the next interval ( and steps 350 - 356 repeated , if 
model parameters are re - received ) . 
[ 0074 ] As discussed above , the method of FIG . 3B may be 
performed in serial or parallel for a plurality of metrics of a 
client device , as well as for a plurality of metrics from a 
plurality of client devices . The logs of the monitoring device 
will thus be complete and reasonably accurate , at a drasti 
cally reduced level of consumption of resources and network 
bandwidth . The system is accordingly highly scalable and 
efficient 
[ 0075 ] Although the disclosure may reference one or more 
" users ” , such " users ” may refer to user - associated devices or 
stations ( STAS ) , for example , consistent with the terms 
" user ” and “ multi - user " typically used in the context of a 
multi - user multiple - input and multiple - output ( MU - MIMO ) 
environment . 
[ 0076 ] Although examples of communications systems 
described above may include devices and APs operating 
according to an 802 . 11 standard , it should be understood that 
embodiments of the systems and methods described can 
operate according to other standards and use wireless com 
munications devices other than devices configured as 
devices and APs . For example , multiple - unit communication 
interfaces associated with cellular networks , satellite com 
munications , vehicle communication networks , and other 
non - 802 . 11 wireless networks can utilize the systems and 
methods described herein to achieve improved overall 
capacity and / or link quality without departing from the 
scope of the systems and methods described herein . 

[ 0077 ] It should be noted that certain passages of this 
disclosure may reference terms such as “ first ” and “ second ” 
in connection with devices , mode of operation , transmit 
chains , antennas , etc . , for purposes of identifying or differ 
entiating one from another or from others . These terms are 
not intended to merely relate entities ( e . g . , a first device and 
a second device ) temporally or according to a sequence , 
although in some cases , these entities may include such a 
relationship . Nor do these terms limit the number of possible 
entities ( e . g . , devices ) that may operate within a system or 
environment . 
10078 ] It should be understood that the systems described 
above may provide multiple ones of any or each of those 
components and these components may be provided on 
either a standalone machine or , in some embodiments , on 
multiple machines in a distributed system . In addition , the 
systems and methods described above may be provided as 
one or more computer - readable programs or executable 
instructions embodied on or in one or more articles of 
manufacture . The article of manufacture may be a hard disk , 
a CD - ROM , a flash memory card , a PROM , a RAM , a ROM , 
or a magnetic tape . In general , the computer - readable pro 
grams may be implemented in any programming language , 
such as LISP , PERL , C , C + + , C # , PROLOG , or in any byte 
code language such as JAVA . The software programs or 
executable instructions may be stored on or in one or more 
articles of manufacture as object code . 
[ 0079 ] While the foregoing written description of the 
methods and systems enables one of ordinary skill to make 
and use what is considered presently to be the best mode 
thereof , those of ordinary skill will understand and appre 
ciate the existence of variations , combinations , and equiva 
lents of the specific embodiment , method , and examples 
herein . The present methods and systems should therefore 
not be limited by the above described embodiments , meth 
ods , and examples , but by all embodiments and methods 
within the scope and spirit of the disclosure . 
[ 0080 ] It should be understood that the systems described 
above may provide multiple ones of any or each of those 
components and these components may be provided on 
either a standalone machine or , in some embodiments , on 
multiple machines in a distributed system . The systems and 
methods described above may be implemented as a method , 
apparatus or article of manufacture using programming 
and / or engineering techniques to produce software , firm 
ware , hardware , or any combination thereof . In addition , the 
systems and methods described above may be provided as 
one or more computer - readable programs embodied on or in 
one or more articles of manufacture . The term “ article of 
manufacture ” as used herein is intended to encompass code 
or logic accessible from and embedded in one or more 
computer - readable devices , firmware , programmable logic , 
memory devices ( e . g . , EEPROMs , ROMs , PROMs , RAMS , 
SRAMs , etc . ) , hardware ( e . g . , integrated circuit chip , Field 
Programmable Gate Array ( FPGA ) , Application Specific 
Integrated Circuit ( ASIC ) , etc . ) , electronic devices , a com 
puter readable non - volatile storage unit ( e . g . , CD - ROM , 
hard disk drive , etc . ) . The article of manufacture may be 
accessible from a file server providing access to the com 
puter - readable programs via a network transmission line , 
wireless transmission media , signals propagating through 
space , radio waves , infrared signals , etc . The article of 
manufacture may be a flash memory card or a magnetic tape . 
The article of manufacture includes hardware logic as well 
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as software or programmable code embedded in a computer 
readable medium that is executed by a processor . In general , 
the computer - readable programs may be implemented in any 
programming language , such as LISP , PERL , C , C + + , C # , 
PROLOG , or in any byte code language such as JAVA . The 
software programs may be stored on or in one or more 
articles of manufacture as object code . 
[ 0081 ] While various embodiments of the methods and 
systems have been described , these embodiments are illus 
trative and in no way limit the scope of the described 
methods or systems . Those having skill in the relevant art 
can effect changes to form and details of the described 
methods and systems without departing from the broadest 
scope of the described methods and systems . Thus , the scope 
of the methods and systems described herein should not be 
limited by any of the illustrative embodiments and should be 
defined in accordance with the accompanying claims and 
their equivalents . 

1 . A method for prediction - based data exchange , com 
prising : 

identifying , by a monitor of a device , a first measured 
value for a metric ; 

transmitting , by the device , the first measured value for 
the metric to a remote management device ; 

generating , by a local prediction service of the device , a 
first locally predicted value for the metric ; 

identifying , by the monitor , a second measured value for 
the metric ; 

determining , by the device , that a difference between the 
first locally predicted value and the second measured 
value does not exceed a first threshold ; and 

responsive to the determination , skipping transmission of 
the second measured value , by the device to the remote 
management device , the remote management device 
executing a remote prediction service generating a first 
remotely predicted value for the metric of the device 
corresponding to the first locally predicted value . 

2 . The method of claim 1 , wherein transmitting the first 
measured value for the metric to the remote management 
device further comprises : 

generating , by the local prediction service , a second 
locally predicted value for the metric ; 

determining , by the device , that a difference between the 
second locally predicted value and the first measured 
value exceeds the first threshold ; and 

responsive to the determination that the difference 
between the second locally predicted value and the first 
measured value exceeds the first threshold , transmitting 
the first measured value to the remote management 
device . 

3 . The method of claim 1 , further comprising increment 
ing a counter of the device , responsive to skipping trans 
mission of the second measured value . 

4 . The method of claim 3 , further comprising : 
determining , by the device , that a difference between a 

subsequent locally predicted value generated by the 
local prediction service for the metric and a corre 
sponding measured value identified by the monitor for 
the metric does not exceed the first threshold ; 

identifying that a value of the counter exceeds a second 
threshold , responsive to the determination that the 
difference between the subsequent locally predicted 
value and the corresponding measured value does not 
exceed the predetermined threshold ; and 

transmitting the corresponding measured value identified 
by the monitor to the remote management device , 
responsive to the identification that the value of the 
counter exceeds the second threshold . 

5 . The method of claim 4 , further comprising resetting the 
counter , responsive to transmitting the corresponding mea 
sured value received by the monitor to the remote manage 
ment device . 

6 . The method of claim 4 , further comprising setting the 
second threshold to a value inversely proportional to a 
frequency of utilization of the metric . 

7 . The method of claim 1 , wherein generating the first 
locally predicted value for the metric further comprises 
generating the first locally predicted value , by the local 
prediction service , using a subset of measured values for the 
metric identified by the monitor and transmitted to the 
remote management device . 

8 . The method of claim 7 , further comprising updating 
coefficients of a prediction model , by the local prediction 
service , using the subset of measured values . 

9 . The method of claim 8 , further comprising transmitting 
the updated coefficients of the prediction model to the 
remote management device . 

10 . The method of claim 1 , further comprising : 
generating , by the local prediction service , a second 

locally predicted value for the metric ; 
identifying , by the monitor , a third measured value for the 
metric ; 

identifying , by the monitor , that the third measured value 
is below a second threshold ; 

determining , by the device , that a difference between the 
second locally predicted value and the third measured 
value is non - zero , responsive to the identification that 
the third measured value is below the second threshold ; 
and 

responsive to the determination that the difference 
between the second locally predicted value and the 
third measured value is non - zero and the identification 
that the third measured value is below the second 
threshold , transmitting the third measured value to the 
remote management device . 

11 . A method for prediction - based data exchange , com 
prising : 

generating , by a prediction service of a device , a first 
locally predicted value for a metric of a remote device ; 

determining , by the device , that a first measured value for 
the metric has not been received from the remote 
device within a predetermined period of time , the 
remote device skipping transmission of the first mea 
sured value to the device responsive to a difference 
between the first measured value and a first remotely 
predicted value for the metric generated by a remote 
prediction service of the remote device not exceeding a 
first threshold ; and 

responsive to the determination , adding the first locally 
predicted value for the metric to a log for the remote 
device . 

12 . The method of claim 11 , further comprising : 
generating , by the prediction service of the device , a 
second locally predicted value for the metric of the 
remote device ; 

receiving , by the device from the remote device , a second 
measured value for the metric ; 
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adding the received second measured value for the metric 
to the log for the remote device ; and 

discarding the second locally predicted value for the 
metric of the remote device , responsive to receipt of the 
second measured value . 

13 . The method of claim 12 , further comprising updating 
a model of the prediction service of the device with the 
received second measured value for the metric of the remote 
device . 

14 . A system for prediction - based data exchange , com 
prising : 

a device comprising a monitor , a management client , and 
a local prediction service ; 

wherein the monitor identifies a first measured value for 
a metric ; 

wherein the management client transmits the first mea 
sured value for the metric to a remote management 
device ; 

wherein the local prediction service generates a first 
locally predicted value for the metric ; and 

wherein the management client determines that a differ 
ence between the first locally predicted value and a 
second measured value for the metric identified by the 
monitor does not exceed a first threshold and respon 
sive to the determination skips transmission of the 
second measured value to the remote management 
device , the remote management device executing a 
remote prediction service generating a first remotely 
predicted value for the metric of the device correspond 
ing to the first locally predicted value . 

15 . The system of claim 14 , 
wherein the local prediction service generates a second 

remotely predicted value for the metric ; 
wherein the management client determines that a differ 

ence between the second remotely predicted value and 
the first measured value exceeds the first threshold and 
responsive to the determination , transmits the first 
measured value for the metric to the remote manage 
ment device . 

16 . The system of claim 14 , further comprising a counter , 
and wherein the management client increments a value of 
the counter , responsive to skipping transmission of the 
second measured value . 

17 . The system of claim 16 , wherein the management 
client : 

determines that a difference between a subsequent locally 
predicted value generated by the local prediction ser 
vice for the metric and a corresponding measured value 
identified by the monitor for the metric does not exceed 
the first threshold ; 

identifies that a value of the counter exceeds a second 
threshold , responsive to the determination that the 
difference between the subsequent locally predicted 
value and the corresponding measured value does not 
exceed the predetermined threshold ; and 

transmits the corresponding measured value identified by 
the monitor to the remote management device , respon 
sive to the identification that the value of the counter 
exceeds the second threshold . 

18 . The system of claim 17 , wherein the management 
client sets the second threshold to a value inversely propor 
tional to a frequency of utilization of the metric . 

19 . The system of claim 14 , wherein the local prediction 
service generates the first locally predicted value using a 
subset of measured values for the metric identified by the 
monitor and transmitted to the remote management device . 

20 . The system of claim 14 , 
wherein the local prediction service generates a second 

locally predicted value for the metric ; 
wherein the monitor identifies a third measured value for 

the metric , and identify that the third measured value is 
below a second threshold ; and 

wherein the management client : 
determines that a difference between the second locally 

predicted value and the third measured value is 
non - zero , responsive to the identification that the 
third measured value is below the second threshold , 
and 

transmits the third measured value to the remote man 
agement device , responsive to the determination that 
the difference between the second locally predicted 
value and the third measured value is non - zero and 
the identification that the third measured value is 
below the second threshold . 


