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(54) APPARATUS AND METHOD FOR AUDIOVISUAL RENDERING

(57) An apparatus comprises a receiver (101) receiv-
ing audiovisual data representing a scene. Sources (105,
107) provide a vehicle motion signal indicative of a motion
of a vehicle and a relative user motion signal indicative
of a motion of a user relative to the vehicle. A predictor
(109) generates a predicted relative user motion signal
by applying a prediction model to the vehicle motion sig-
nal A residual signal generator (111) generates a residual
user motion signal indicative of the residual difference

between the predicted and received relative user motion.
A view pose determiner (113) determines a view pose
with different dependencies on the predicted relative user
motion signal and the residual user motion signal. A ren-
derer (103) renders an audiovisual signal for the view
pose from the audiovisual data. The approach may pro-
vide enhanced user experiences that may compensate
or include effects of user motion caused by vehicle mo-
tion.
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Description

FIELD OF THE INVENTION

[0001] The invention relates to an apparatus and method for audiovisual rendering, such as in particular, but not
exclusively, to rendering of an audiovisual signal for an eXtended Reality application for a user subjected to a vehicle
motion.

BACKGROUND OF THE INVENTION

[0002] The variety and range of image and video applications have increased substantially in recent years with new
services and ways of utilizing and consuming video being continuously developed and introduced.
[0003] For example, one service being increasingly popular is the provision of image sequences in such a way that
the viewer is able to actively and dynamically interact with the system to change parameters of the rendering. A very
appealing feature in many applications is the ability to change the effective viewing position and viewing direction of the
viewer, such as for example allowing the viewer to move and look around in the scene being presented.
[0004] Such a feature can specifically allow a virtual reality experience to be provided to a user. This may allow the
user to e.g. (relatively) freely move about in a virtual environment and dynamically change his position and where he is
looking. Typically, such Virtual Reality (VR) applications are based on a three-dimensional model of the scene with the
model being dynamically evaluated to provide the specific requested view. This approach is well known from e.g. gaming
applications, such as in the category of first person shooters, for computers and consoles. Other examples include
Augmented Reality (AR) or Mixed Reality (MR) applications. Such applications are often in common referred to as
eXtended Reality (XR) applications.
[0005] An important feature in many e.g. XR applications is the determination of user movements in the real world
and adapting the audiovisual representation of virtual features to reflect the user movements.
[0006] Detection of user movements may include what is referred to as Outside-in and Inside-out Tracking. Outside-
in VR tracking uses cameras or other sensors placed in a stationary location and oriented towards the tracked object
(e.g., a headset) that moves freely inside a predetermined area that is covered by the sensors.
[0007] Inside-out tracking differentiates itself from outside-in tracking in that the sensors are attached to the object
(e.g., integrated in the headset). Image data as captured by multiple camera sensors are used to reconstruct 3D features
in the visual surrounding world. Assuming that this world is static, the headset is positioned relative to this world system.
Next to cameras, other sensors such as accelerometers can be used to improve accuracy and robustness of the headset
pose estimate.
[0008] When consuming A/V content in a stationary environment with a VR headset or headphones, the head rotations
and optionally translations (e.g. 3DoF or 6DoF (Degrees of Freedom)) (e.g., using one or more cameras) are continuously
measured. The measured motions are fed back to the rendering process such that the user’s motions relative to the
real world are taken into account. For example, when the user turns his head left, relevant objects will turn right. When
the user moves slightly sideways, relevant objects are rendered such that the user is able to look from the side and
maybe even look around an object to view a previously occluded object. An important assumption for correct operation
of such a system is that world objects that are used as reference to determine the user’s movements do not move
themselves (Called independent motion in the context of visual Structure from Motion algorithms). If for instance, the
world reference system would move but not the user, then the user would observe a moving virtual scene while the user
is not moving. This would be an unwanted effect. The inside-out tracking therefore needs to be robust for independently
moving objects in the real-world scene that surrounds the user.
[0009] It has been proposed to provide XR applications and services that are not only suitable for consuming in a
mobile environment, but which may also be adapted to reflect or compensate for the movement. However, this provides
a number of challenges and difficulties and in particular as the preferred operation and experience may depend on the
specific desires and preferences of the individual application.
[0010] In some cases, when the user is traveling in a mobile environment, for example a train or car, it may be desirable
to not classify the vehicle as an independently moving object. For example, visual features inside the vehicle may be
considered to define the reference system and motions of the world outside the vehicle (relative to the vehicle) may be
ignored.
[0011] If the vehicle travels with a purely constant speed this may be relatively easy to achieve. However, as soon as
the vehicle changes velocity or vibrates, it may introduce a motion difference between a passenger and the vehicles
internal reference system (typically determined by the visual appearance and geometry of the vehicle) which may cause
complex relationships that may substantially complicate the operation of the application. Typically, such motion difference
may be picked up by an inside-out tracking device and used to render the virtual scene. Such effects may result in a
limited and/or suboptimal user experience and may for example result in presentations that are not fully consistent with
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the perceived motion.
[0012] Further, operations and algorithms considering such more complex motions tend to be suboptimal in terms of
complexity, accuracy, computational resource usage etc.
[0013] Hence, an improved approach for audiovisual rendering suitable for a user subjected to vehicle motion would
be advantageous. In particular, an approach that allows improved operation, increased flexibility, an improved user
experience, reduced complexity, facilitated implementation, improved rendering quality, improved and/or facilitated ren-
dering, improved and/or facilitated adaptation to user and vehicle motions, and/or improved performance and/or operation
would be advantageous.

SUMMARY OF THE INVENTION

[0014] Accordingly, the Invention seeks to preferably mitigate, alleviate or eliminate one or more of the above-mentioned
disadvantages singly or in any combination.
[0015] According to an aspect of the invention, there is provided an apparatus for audiovisual rendering, the apparatus
comprising:
a receiver arranged to receive audiovisual data representing a scene; a first source providing a vehicle motion signal
indicative of a motion of a vehicle; a second source providing a relative user motion signal indicative of a motion of a
user relative to the vehicle; a predictor arranged to generate a predicted relative user motion signal by applying a
prediction model to the vehicle motion signal; a residual signal generator arranged to generate a residual user motion
signal indicative of at least a component of a difference between the relative user motion signal and the predicted relative
user motion signal; a view pose determiner arranged to determine a view pose in dependence on the residual user
motion signal and the predicted relative user motion signal, a dependency of the view pose on the residual user motion
signal being different than a dependency of the view pose on the predicted relative user motion signal; and a renderer
arranged to render an audiovisual signal for the view pose from the audiovisual data.
[0016] The invention may in many applications and scenarios allow improved generation of an audiovisual signal for
a user subjected to movement of a vehicle. It may in many scenarios and applications provide an improved user perception
of a scene and may for example provide more desirable user experiences. The approach may specifically allow a
differentiated adaptation of the rendered audiovisual experience to different types of motion. It may for example allow
a user experience which is less affected by vehicle motion, and which may be perceived more similar to an experience
in scenarios where the user is not subjected to vehicle movement.
[0017] In some scenarios, the approach may for example provide a more flexible and/or improved compensation for
the effect of the vehicle movement. It may for example provide an experience that may compensate or adapt the rendered
audiovisual signal depending on the vehicle motion such that e.g. motion induced sickness (this typically arises from
conflict between the sensory inputs of different senses, such as the sense of balance and the visual sense) or discomfort
may be reduced while still allowing the user’s intentional motion to be determined and accounted for in the rendering.
[0018] For example, it may allow an adaptation of a VR or XR experience where some user motion may be reflected
in the audiovisual cues (images and/or sound) provided to the user while compensation of some vehicle motion and its
impact on the user may be compensated for.
[0019] In many scenarios, an efficient and/or low complexity and/or resource demanding operation may be achieved.
[0020] The view pose determiner may in many embodiments be arranged to determine a view pose signal in depend-
ence on the residual user motion signal and the predicted relative user motion signal, a dependency of the view pose
on the residual user motion signal being different than a dependency of the view pose on the predicted relative user
motion signal. The renderer may be arranged to render an audiovisual signal for the (view poses of a) view pose signal
from the audiovisual data.
[0021] User motions may specifically be indicative of motions of a head (or possibly) eye of the user. A motion may
be a time derivative of a pose. A signal may be one or more values that have a temporal aspect/ are time dependent/
may vary with time.
[0022] According to an optional feature of the invention, the prediction model comprises a temporal filtering of the
vehicle motion signal.
[0023] This may provide particularly advantageous operation and/or rendering in many embodiments. It may allow a
prediction that is particularly suitable for adapting the rendering of an audiovisual signal reflecting user movement for a
user subjected to a vehicle movement. The temporal filtering may be a high pass filtering of the vehicle motion signal.
[0024] According to an optional feature of the invention, the predictor is arranged to apply a temporal filtering to the
relative user motion signal to generate a filtered relative user motion signal, and to predict the predicted relative user
motion signal in dependence on the filtered relative user motion signal.
[0025] This may provide particularly advantageous operation and/or rendering in many embodiments. It may allow a
more accurate prediction of relative user motion that is e.g. directly resulting from vehicle motion.
[0026] According to an optional feature of the invention, the prediction model comprises a biomechanical model.
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[0027] This may provide particularly advantageous operation and/or rendering in many embodiments. It may allow a
more accurate prediction of relative user motion that is e.g. directly resulting from vehicle motion.
[0028] According to an optional feature of the invention, the view pose determiner is arranged to apply a different
weighting to the predicted relative user motion signal than to the residual user motion signal.
[0029] This may provide particularly advantageous effects in many embodiments and scenarios and may specifically
provide improved adaptation and differentiation of different motions.
[0030] According to an optional feature of the invention, the view pose determiner is arranged to apply a different
temporal filtering to the predicted relative user motion signal than to the residual user motion signal.
[0031] This may provide particularly advantageous effects in many embodiments and scenarios and may specifically
provide improved adaptation and differentiation of different motions.
[0032] According to an optional feature of the invention, the view pose determiner is arranged to determine a first view
pose contribution from the predicted relative user motion signal and a second view pose contribution from the residual
user motion signal, and to generate the view pose by combining the first view pose contribution and the second view
pose contribution.
[0033] This may provide advantageous operation in many scenarios.
[0034] According to an optional feature of the invention, the view pose determiner is arranged to extract a first motion
component from the predicted relative user motion signal by attenuating temporal frequencies, and to determine the
view pose to include a contribution from the first motion component.
[0035] This may provide advantageous operation in many scenarios.
[0036] According to an optional feature of the invention, the view pose determiner is arranged to detect a user gesture
motion component in the residual user motion signal and to extract a first motion component from the residual user
motion signal in dependence on the user gesture motion component, and to determine the view pose to include a
contribution from the user gesture motion component.
[0037] This may provide advantageous operation in many scenarios.
[0038] According to an optional feature of the invention, the predictor is arranged to determine the predicted relative
user motion signal in response to a correlation of the relative user motion signal and the vehicle motion signal.
[0039] This may provide advantageous operation in many scenarios.
[0040] According to an optional feature of the invention, at least one of the predicted relative user motion signal and
the residual user motion signal is indictive of a plurality of pose components, and the view pose determiner is arranged
to determine the view pose with different dependencies on at least a first pose component and a second pose component
of the plurality of pose components.
[0041] This may provide advantageous operation in many scenarios.
[0042] According to an optional feature of the invention, the receiver is arranged to receive processing data indicative
of a processing of at least one of the predicted relative user motion signal and the residual user motion signal; and the
view pose determiner is arranged to determine the view pose in accordance with processing instructions of the processing
data.
[0043] This may provide advantageous operation in many scenarios.
[0044] According to an optional feature of the invention, the predictor is arranged to generate the predicted relative
user motion signal in dependence on the residual user motion signal.
[0045] This may provide particularly advantageous operation and/or rendering in many embodiments. It may allow a
more accurate prediction of relative user motion that is e.g. directly resulting from vehicle motion.
[0046] According to an aspect of the invention there is provided method of audiovisual rendering, the method com-
prising: receiving audiovisual data representing a scene; providing a vehicle motion signal indicative of a motion of a
vehicle; providing a relative user motion signal indicative of a motion of a user relative to the vehicle; generating a
predicted relative user motion signal by applying a prediction model to the vehicle motion signal; generating a residual
user motion signal indicative of at least a component of a difference between the relative user motion signal and the
predicted relative user motion signal; determining a view pose in dependence on the residual user motion signal and
the predicted relative user motion signal, a dependency of the view pose on the residual user motion signal being different
than a dependency of the view pose on the predicted relative user motion signal; and rendering an audiovisual signal
for the view pose from the audiovisual data.
[0047] These and other aspects, features and advantages of the invention will be apparent from and elucidated with
reference to the embodiment(s) described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0048] Embodiments of the invention will be described, by way of example only, with reference to the drawings, in which

FIG. 1 illustrates an example of a rendering apparatus for generating an audiovisual signal representing a scene
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for a user subjected to vehicle motion in accordance with some embodiments of the invention;
FIG. 2 illustrates an example of motion of a user during a turn by a vehicle; and
FIG. 3 illustrates an example of a processor that may be used to implement an apparatus of FIG. 1.

DETAILED DESCRIPTION OF THE EMBODIMENTS

[0049] The following description will focus on an example of audiovisual rendering for an extended reality application
for a user subjected to vehicle motion, such as e.g. a user in a car, lorry, plane, boat, train etc. The audiovisual rendering
may be a rendering of audio and/or video and may specifically be a rendering of an audiovisual signal that includes both
audio and video data.
[0050] FIG. 1 illustrates an example of a rendering apparatus that is arranged to generate and render an audiovisual
signal representing a scene as perceived from a given view pose, and indeed from different varying view poses. Spe-
cifically, the rendering apparatus may be arranged to receive motion inputs (directly or indirectly) indicating user pose
changes as a function of time, to determine a view pose signal (time sequence of view poses), and render/ generate
audio and/or video data representing a scene from the view poses.
[0051] In the field, the terms placement and pose are used as a common term for position and/or direction/orientation.
The combination of the position and direction/ orientation of e.g., an object, a camera, a head, or a view may be referred
to as a pose or placement. Thus, a placement or pose indication may comprise six values/components/ degrees of
freedom (6DoF) with each value/component typically describing an individual property of the position/ location or the
orientation/ direction of the corresponding object. Of course, in many situations, a placement or pose may be considered
or represented with fewer components, for example if one or more components is considered fixed or irrelevant (e.g. if
all objects are considered to be at the same height and have a horizontal orientation, four components may provide a
full representation of the pose of an object). In the following, the term pose is used to refer to a position and/or orientation
which may be represented by one to six values (corresponding to the maximum possible degrees of freedom). The term
pose may be replaced by the term placement. The term pose may be replaced by the term position and/or orientation.
The term pose may be replaced by the term position and orientation (if the pose provides information of both position
and orientation), by the term position (if the pose provides information of (possibly only) position, or by orientation (if the
pose provides information of (possibly only) orientation.
[0052] A motion may be a sequence of poses, and specifically may be a time sequence of pose changes/ variations.
A motion may represent one or more components of a pose. A motion may be a sequence/ change of orientation and/or
position. A motion (of an object) may be a change with respect to time of an orientation and/or position (of the object).
A motion (of an object) may be a change with respect to time, of a pose (of the object).
[0053] The rendering apparatus is arranged to receive audiovisual data representing a scene and from this data it
renders an audiovisual signal reflecting an audio and/or visual perception of the scene from view poses for the scene.
In some embodiments, the audiovisual data may be audio data and the generated audiovisual signal may be an audio
signal providing an auditive representation of the scene from the view poses. In some embodiments, the audiovisual
data may be visual/ video data and the generated audiovisual signal may be a visual/ video signal providing a visual
representation of the scene from the view poses. In many embodiments, the rendering apparatus may be arranged to
generate an audiovisual signal that includes both audio and visual data representing both a visual and audio perception
of the scene from the view poses (and thus the received audiovisual data representing the scene may be both video
and audio data).
[0054] The rendering apparatus comprises a receiver 101 which is arranged to receive audiovisual data representing
a scene. The receiver 101 may provide three dimensional image and/or audio data that provides a representation of a
three dimensional scene. The audiovisual data received by the receiver 101 will henceforth for brevity also be referred
to as scene data
[0055] The receiver 101 may for example comprise a store or memory in which the scene data is stored and from
which it can be retrieved. In other embodiments, the image data source 101 may receive or retrieve the audiovisual data
from any external (or other internal source). In many embodiments, the receiver 101 may for example be received from
a video and/or audio capture system that includes video cameras and microphone (arrays) capturing a real-world scene,
e.g. in real time.
[0056] The scene data may provide a suitable representation of the scene using a suitable image or typically video
format/ representation and/or a suitable three dimensional audio format/ representation. In some embodiments, the
receiver 101 may receive scene data from different sources and/or in different formats, and it may from this generate
suitable data for rendering, e.g. by converting or processing the received scene data. For example, image and depth
may be received from remote cameras and may be processed to generate a video representation in accordance with a
given format. In some embodiments, the receiver 101 may be arranged to generate the three dimensional image data
by evaluating a model of the scene.
[0057] The scene data is provided in accordance with a suitable three dimensional data format/ representation. The
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representation may for example include a multi-view and depth, multi-layer (multi-plane, multi-spherical), mesh model,
and/or point cloud representation. Further, in the described example, the scene data may specifically be video data
including a temporal component. Similarly, the scene data may include a suitable three dimensional audio representation,
such as for example a multi-channel representation, an audio object based spatial audio representation etc.
[0058] The receiver 101 is coupled to a renderer 103 which is arranged to generate an audiovisual signal providing a
representation/ view/ audio from a view pose for the scene. In many embodiments, the renderer 103 is arranged to
generate an audiovisual signal that comprises both audio and one or more images. In particular, in many XR applications
a continuous series of images and audio representing the scenes from the different view images as the user changes
pose will be generated.
[0059] It will be appreciated that many different techniques, algorithms, and approaches for generating such audio
and/or images/video will be known to the skilled person and that any suitable approach of the renderer 103 may be used
without detracting from the invention.
[0060] From an image perspective, the operation of the renderer 103 will in the following be described with reference
to the generation of a single image. However, it will be appreciated that in many embodiments the image may be part
of a sequence of images and specifically may be a frame of a video sequence. Indeed, the described approach may be
applied to generate a plurality, and often all, frames/ images of an output video sequence.
[0061] It will be appreciated that often a stereo video sequence may be generated comprising a video sequence for
the right eye and a video sequence for the left eye. Thus, if the images are presented to the user, e.g. via an AR/VR
headset, it will appear as if the three dimensional scene is seen from the view pose. In another example, images are
presented to the user using a tablet with tilt sensor, and a monoscopic video sequence may be generated. In yet another
example, multiple images are weaved or tiled for presentation on an autostereoscopic display.
[0062] The renderer 103 may perform a suitable image synthesis/ generation operation for generating view images
for the specific representation/ format of the three dimensional image data (or indeed in some embodiments, the three
dimensional image data may be converted into a different format from which the view image is generated).
[0063] For example, the renderer 103 may for a multi-view+ depth representation typically be arranged to perform
view shifting or projection of the received multi-view images based on the depth information. This will typically include
techniques such as shifting pixels (changing pixel positions to reflect an appropriate disparity corresponding to parallax
changes), de-occlusion (typically based on infilling from other images), combining pixels from different images etc. as
will be known to the skilled person.
[0064] It will be appreciated that many algorithms and approaches are known for synthesizing images from different
three dimensional image data formats and representations and that any suitable approach may be used by the renderer
103.
[0065] Examples of appropriate view synthesis algorithms may for example be found in:

"A review on image-based rendering", Yuan HANG, Guo-Ping ANG, Virtual Reality & Intelligent Hardware, Vol 1,
Issue 1, February 2019, Pages 39-54, https://doi.org/10.3724/SPJ.2096-5796.2018.0004

"A Review of Image-Based Rendering Techniques", Shum; Kang , Proceedings of SPIE - The International Society
for Optical Engineering 4067:2-13, May 2000,DOI: 10.1137/12.386541

or, e.g. in the Wikipedia article on 3D rendering:
https://en.wikipedia.org/wiki/3D_rendering
[0066] Similarly, from an audio perspective, many different spatial audio rendering approaches are known including
for example surround sound algorithms, room/ Head-Related Transfer Function (HRTF) based algorithms etc. Examples
may for example be found in:

"Sound Rendering" by Takala; Tapio; James, Hahn. SIGGRAPH Comput. Graph. Vol. 26. pp. 211-220.
doi:10.1145/133994.134063. ISBN 978-0897914796.

"Techniques for Low Cost Spatial Audio by Burgess; David A, Proceedings of the 5th Annual ACM Symposium on
User Interface Software and Technology" by . pp. 53-59, doi:10.1145/142621.142628.

"Psychoacoustic Music Sound Field Synthesis" by Ziemer, Tim, Current Research in Systematic Musicology. Vol.
7. Cham: Springer, p. 287. doi:10.1007/978-3-030-23033-3.

[0067] In the example of FIG. 1, the rendering apparatus is arranged to dynamically modify and update the view pose
for which the renderer 103 renders images and/or sound to reflect user motion/movement. The rendering apparatus is
further arranged to provide an audiovisual output signal that is suitable for a user in a vehicle, and which may provide
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improved user experience and operation for such a scenario. In particular, rather than determining the view pose for
which to render the audiovisual signal based on a single pose/ motion, the rendering apparatus is arranged to consider
a plurality of motions in determining the view pose for which the audiovisual signal is generated.
[0068] The rendering apparatus comprises a first motion source 105 which is arranged to provide a vehicle motion
signal that is indicative of a motion of a vehicle. The first vehicle motion signal may provide information on a change of
at least one position or orientation component of the vehicle as a function of time.
[0069] The first motion source 105 may in some embodiments be coupled to, or comprise, one or more sensors of a
vehicle (attached or otherwise ensured to be colocated with the vehicle) from which a motion of the vehicle can be
determined. For example, the first motion source 105 may comprise, or be coupled to, a satellite navigation receiver
which continuously may provide a position and possibly an orientation of the vehicle. As another example, the first motion
source 105 may be located on the vehicle and comprise an inertial guidance system from which a pose can be determined
from measured accelerations.
[0070] The vehicle motion signal may reflect a pose of the vehicle as a function of time. The vehicle motion signal
may indicate a current position and/or orientation of the vehicle and may reflect how these change with time. The vehicle
motion signal may be a digital signal comprising a time sampled motion signal where each sample reflects one or more
coordinates of a pose (including one or more position coordinates and/or orientation coordinates). For example, in some
embodiments, the vehicle motion signal may comprise time samples with each time sample comprising one, more, or
all of a front/back, left/right, up/down, pitch, yaw, roll pose value.
[0071] In some embodiments, the first motion source 105 may directly receive a vehicle motion signal from an external
source (e.g. part of the vehicle) and may provide this signal directly or after suitable processing to the other functions
of the rendering apparatus.
[0072] The rendering apparatus comprises a second motion source 107 which is arranged to provide a relative user
motion signal indicative of a motion of a user relative to the vehicle.
[0073] The second motion source 107 may in some embodiments be coupled to, or comprise, one or more sensors
detecting the user and deriving an indication of the motion of the user relative to the vehicle. For example, the second
motion source 107 may comprise or be coupled to a set of cameras monitoring the inside of a vehicle. The user may
be detected in the images and from this information, the position and/or orientation of the user (or e.g. only the head/
face of the user) may be determined. As another example, distance sensors (e.g. based on infrared or ultrasonic signals)
may be positioned in the vehicle such that distances from the distance sensors to the user can be determined, and from
this the position can be detected. As another example, the user may wear one or more sensors that detect signals from
suitable transmitting elements (e.g. ultrasonic transmitters) mounted in the vehicle allowing distances to the radiators
to be determined, and from this the pose of the viewer relative to the vehicle can be determined.
[0074] The relative user motion signal may reflect a pose of the user relative to the vehicle as a function of time. The
relative user motion signal may indicate a current position and/or orientation of the user relative to a pose of the vehicle
and may reflect how these changes with time. The relative user motion signal may be a digital signal comprising a time
sampled motion signal where each sample reflects one or more coordinates of a pose (including one or more position
coordinates and/or orientation coordinates). For example, in some embodiments, the relative user motion signal may
comprise time samples with each time sample comprising one, more, or all of a front/back, left/right, up/down, pitch,
yaw, roll pose value.
[0075] It will be appreciated that similar properties apply (as appropriate) to other pose or motion signals processed
by the rendering apparatus, including by those derived from the vehicle motion signal and/or the relative user motion signal.
[0076] In some embodiments, the second motion source 107 may directly receive a relative user motion signal from
an external source (e.g. part of the vehicle) and may provide this signal, directly or after suitable processing, to the other
functions of the rendering apparatus.
[0077] Thus, in the approach, the motion signal for which the audiovisual signal is generated is not based on a single
pose measurement for the user but rather considers two different motions, namely that of the vehicle and that of the
user relative to the vehicle.
[0078] The rendering apparatus is further arranged to divide the relative user motion signal into different components
which may then be processed differently such that their relative impact on/contribution to the determination of the view
pose for the renderer 103 is different.
[0079] The first motion source 105 is coupled to a predictor 109 which is arranged to predict a relative user motion
signal by applying a prediction model to the vehicle motion signal. A prediction model is applied to the received vehicle
motion signal in order to predict/ estimate from this signal what the relative user motion (relative to the vehicle) will be
in accordance with the prediction model.
[0080] The predictor 109 may thus generate a predicted relative user motion signal that reflects the relative user
movement which can be expected to result from the vehicle movement. It may generate a prediction of the relative user
movement that reflects the relative user movement caused by the vehicle movement, and specifically it may reflect the
relative user movement which is correlated with the vehicle movement. The predicted relative user motion may reflect
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the involuntary motion of the user that results from the impact of the vehicle motion on the user.
[0081] The predictor 109 is further coupled to a residual signal generator 111 which generates a residual user motion
signal that reflects at least a component of a difference between the relative user motion signal and the predicted relative
user motion signal. The residual signal generator 111 is accordingly also connected to the second motion source 107
from which it receives the relative user motion signal. In many embodiments, the residual user motion signal is simply
generated as the relative user motion signal by subtracting the predicted relative user motion signal. For example, a
pose component by component subtraction may be performed for each time instant (i.e. for each sample).
[0082] Thus, the rendering apparatus is arranged to generate two motion signals, namely a predicted relative user
motion signal that may indicate an estimated/ predicted user motion resulting from the vehicle motion and a residual
user motion signal that reflects the remaining user motion, i.e. a user motion that may be considered to not directly result
from the vehicle motion. The predicted relative user motion signal may be indicative of an expected/ correlated/ involuntary
motion of the user whereas the residual user motion signal may be indicative of a non-expected/ uncorrelated/ intentional
user motion.
[0083] The predictor 109 and the residual signal generator 111 are coupled to a view pose determiner 113 which is
arranged to determine one or more view poses. The view pose determiner 113 is coupled to the renderer 103 which is
fed the view pose from which it proceeds to generate the audiovisual signal, and specifically it may generate an audiovisual
signal comprising a sequence of view images for a varying view pose and/or spatial audio for the scene as perceived
by a user at the view pose(s).
[0084] The view pose determiner 113 may be arranged to generate a view pose signal by repeatedly generating a
view pose and including this in the view pose signal. For example, for each sample/ time instant, a new view pose may
be determined and fed to the renderer 103 for generation of a sample (image and/or audio) of the audiovisual signal.
[0085] The view pose determiner 113 is arranged to determine the view pose based on the predicted relative user
motion signal and the residual user motion signal. The two signals may specifically be combined. However, the depend-
ency of the view pose on the two signals is different. The contribution from the predicted relative user motion signal and
the contribution from the residual user motion signal will be different, and often a scaling and/or filtering is different
between the two signals.
[0086] As a specific example, in many embodiments, the two signals may be filtered and/or scaled before being added
together. For example, the predicted relative user motion signal may be filtered to attenuate higher frequencies and may
be scaled before being added to the residual user motion signal. Such an approach will result in the view poses closely
following the residual user motion signal but only having a reduced contribution of mainly only lower frequencies from
the predicted relative user motion signal. As a result, the view poses are determined to predominantly follow user
movement that does not directly follow from the vehicle motion, but which is a result of other, and typically intentional,
movement (e.g. such as a motion resulting from the user turning the head).
[0087] The predicted relative user motion signal may reflect motion that is strictly induced by the vehicle to the user,
and which may directly correspond to the vehicle motion. Depending on the prediction model, the predicted relative user
motion signal may also include motion that results from involuntary compensation by the user. For example, the user
being wiggled up and down because of a bumpy road or pushed sideways when the vehicle takes a sharp turn.
[0088] Further, the residual user motion signal may reflect motion resulting from active compensation or even antici-
pation by the user. For example, it may reflect user motion resulting from user anticipation when approaching a sharp
turn or traffic-bump in the road or when approaching a traffic light. As a result, a user will typically tense his muscles.
When the anticipation is timed well and accurate enough, the user may fully compensate the motion that would have
been introduced by the vehicle. It is noted that when the user is wearing a VR headset, this component is likely to be
less dominant, but there may be different triggers, such as a scream, or fellow passenger squeezing your hand. Also,
while the user may be surprised by the onset of a car taking a sharp turn in the road, it is natural to compensate and
lean opposite to the direction of the force vector introduced by the car. Further, the residual user motion signal may
reflect voluntary movement by the user, such as the user turning his head to look around.
[0089] In the approach, the motion of the user’s head relative to the world-coordinate system may be dissected/
decomposed/ divided into at least two components, namely one that corresponds to predicted relative motion and one
reflecting the remaining part of the motion. Subsequently, a separate compensation of these at least two components
may be performed to determine a view pose that may then be used, e.g. for generating a 3D virtual audiovisual user
representation.
[0090] As another example, the predicted relative motion is only compensated if it corresponds with a large motion
such as a car making a steep turn. In all other cases the predicted relative motion is not compensated for in the calculation
of the user’s pose.
[0091] As yet another example, the predicted relative motion is compensated depending on what happens in the virtual
scene (virtual content).
[0092] As yet another example, the separate compensation depends on whether the user is viewing a pure virtual
scene or an augmented scene. In the latter case, depending on whether the user looks inside or outside the car, the
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user will see the overlay graphics content superimposed on the car interior or the road. Each of those ask for a different
compensation of the separate terms.
[0093] Thus, by considering the specific multiple motion components of the user movement and having different
dependencies of the view pose on these components, enhanced effects and a more appropriate and flexible user
experience can be achieved.
[0094] Different approaches and prediction models may in different embodiments be used by the predictor 109 to
determine the predicted relative user motion signal from the vehicle motion signal.
[0095] In some embodiments, the prediction model may comprise or include a temporal filtering of the vehicle motion
signal. The prediction model may specifically attenuate some frequencies relative to other frequencies
[0096] The filtering is a temporal filtering as opposed to a spatial filtering and thus affects a temporal properties/
variations of the vehicle motion signal. In the time domain, the (prediction) filter may be a mathematical operation where
future values of a discrete-time signal are estimated as a linear function of previous samples. Indeed, this linear function
may represent a filter with certain frequency transfer function where some frequencies are attenuated relative to other
frequencies.
[0097] For example, typically some very low frequencies of the vehicle motion tend to result in a corresponding user
motion. For example, when a car turns or accelerates, the user will typically follow the motion of the car quite closely. If
a car drives over a speed bump, it will cause an up-down motion which for lower frequencies will typically be followed
by a passenger sitting inside the car. Accordingly, for such low frequency movements, the user motion will tend to follow
the vehicle motion and thus the vehicle motion will tend to have a relatively low impact on the relative user motion with
respect to the vehicle. However, for higher frequencies, the attenuation of the seat, the human body etc. may result in
the vehicle motion not transferring to user motion. As a result, for these higher frequencies, the vehicle motion may
directly translate into a relative user motion (e.g. with a sign inversion depending on the coordinate systems applied).
In this example, a predictor 109 may accordingly apply a prediction model in the form of a high pass filter. The resulting
high pass vehicle motion signal may be used as a predicted relative user motion signal.
[0098] As another example, if the vehicle is driving a slow but long bend in the road, the user will experience a constant
force on one side of the body. However, the relative user motion will indicate that the user is countering the force and
is not moving at all. In this case, no motion compensation is needed.
[0099] In some embodiments, the predictor 109 may further be arranged to apply a temporal filtering to the relative
user motion signal to generate a filtered relative user motion signal. The prediction of the predicted relative user motion
signal may then further be in response to the filtered relative user motion signal.
[0100] Thus, in some embodiments, the prediction model may be based on inputs of both the vehicle motion signal
and the relative user motion signal, and specifically on filtered versions of themselves.
[0101] Specifically, if the vehicle only provides an imprecise pose (position and rotation) measurement, this measure-
ment can be made more precise by observing the relative user motion signal. The latter is typically measured by cameras
in a headset and the cameras observe changes with respect to features in the car’s interior. By calculating the correlation
between prediction made via the relative user motion and the car sensors we can segment out which parts of the relative
motion over time are predominantly determined by the car. For those high-correlating segments over time, changes in
pose parameters of the car can be made more precise by assuming that the user motion was determined solely by the
car (and hence the correlation should have been 1).
[0102] In some embodiments, the prediction model may comprise a biomechanical model. The biomechanical model
may provide a mechanical model of the human body and may for example be a model showing how motion of a human’s
torso or seat area results in head movement of the user.
[0103] A suitable model may for example be a vertical bar of length between 0.6 - 1.0 m with the mass of a typical
human upper body representative of someone sitting in the back seat. Assuming that the vehicle drives along a bend
of the road, the bend curvature, car speed and upper body mass will determine the force that will be made on the upper
body. Assuming total relaxation of a person’s muscles, the person’s upper body will tip over until the person notices that
he is falling over. At least for the first unexpected part of the bend (the onset) the falling over action will follow a simple
model of the bar with length and mass falling over. Once the person feels the action of the bar (typically within a second)
the person will try to compensate via muscle action and will try to correct to or maintain an upright sitting position.
[0104] As an example, a biomechanical model may be used to reflect additional motions of the user (and specifically
the user’s head in many embodiments) that are not directly present in the vehicle motion signal itself but which do result
directly and involuntarily from the vehicle movement. For instance, a car that takes a turn in the road may cause a
persistent movement of a human head, and hence the headset, but the movement may be one that counters the turning
and may thus be different from the vehicle motion signal. For example, a user may tend to turn his head or torso inwards
to compensate for the centrifugal force experienced by the user with respect to the vehicle. This may be illustrated by
FIG. 2 which shows an example of three different situations during a turn of a vehicle. Initially, the car is travelling straight,
and the passenger/user sits up straight (a). Subsequently during the turn itself the passenger/ user is swung to one side
by the force of the turning car (b). After the turn has finished the car is again travelling straight and the passenger/user
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reacts to sit up straight again (c). Such a behavior may be modelled by a biomechanical model.
[0105] In some embodiments, the predictor 109 may be arranged to determine the predicted relative user motion
signal in dependence on a correlation of the relative user motion signal and the vehicle motion signal. In some embod-
iments, the prediction model may include a correlation of the relative user motion signal and the vehicle motion signal.
The prediction model may be a linear prediction model which performs a correlation between the relative user motion
signal and the vehicle motion signal.
[0106] In more detail, to generate an experimental prediction model based on correlation, passengers may be instructed
to sit in a relaxed way on the back seat of the car with a headset on that blocks all outside auto-visual signals. A car
then drives a multitude specific road bends with different speeds and an accelerator mounted in the headset of the
passengers may measure the tippling effect as a function of passenger biophysical parameters (total length, upper body
length, mass, etc.). After taking sufficient measurements, a linear or non-linear mode may be fitted that can in future be
used for real-time prediction.
[0107] In some embodiments, the predictor 109 may be arranged to generate the predicted relative user motion signal
in dependence on the residual user motion signal.
[0108] For example, the prediction model may be a feedback or loop model where one or more parameters can be
adapted to reduce a level or amplitude of the residual user motion signal. In some embodiments, the residual user motion
signal may be fed back to the predictor 109 which may proceed to modify parameters of the model that generates the
predicted relative user motion signal to reduce the amplitude or level of the residual user motion signal. This will typically
result in a maximization (or at least increase) in the level of the predicted relative user motion signal. Such a feedback
operation may accordingly tend to provide an improved prediction and a more accurate determination of motion that
may result directly from the vehicle motion. Thus, effectively, the residual user motion signal may be used as an error
signal for adapting the prediction model.
[0109] It will be appreciated that different approaches for adapting a prediction based on an error signal are known.
For example, the prediction model may consist of a linear predictive filter for which the coefficients are adapted (e.g.
without predetermined ranges) based on a least mean square (LMS) based linear adaptive algorithm.
[0110] As another example, at regular intervals the prediction is reset based on the error model.
[0111] The view pose determiner 113 may in different embodiments be arranged to apply different approaches to
determine the view pose(s) and the dependency on the predicted relative user motion and the residual user motion
signal may be dependent on the specific preferences and requirements in each individual embodiment.
[0112] In many embodiments, the view pose determiner 113 may process the predicted relative user motion signal to
generate a first motion component. Similarly, the view pose determiner 113 may process the residual user motion signal
to generate a second motion component. The processing of the two motion signals may be different. Each of the motion
components may describe a motion and may be represented as absolute poses in the scene coordinate systems, or
may possibly be relative poses with respect to e.g. a fixed pose and/or a sequence of poses, such as a predetermined
route through the scene. The view pose determiner 113 may then combine the first and second motion components into
a view pose signal comprising the view poses for which the rendering is to be performed.
[0113] Thus, the view pose determiner 113 may generate a first view pose contribution from the predicted relative
user motion signal represented by the first motion component. It may further generate a second view pose contribution
from the residual user motion signal represented by the second motion component. It may then proceed to generate the
view pose for which rendering is performed as a combination of these separate contributions.
[0114] The combination may simply be a summation of the contributions/ components or may more generally in many
embodiments be a weighted summation. For example, the relative poses of the first and second components may be
added together to form a single view pose offset signal that, e.g., may be added to a fixed pose, and or a varying pose
signal (specifically varying as a function of time). In some embodiments, more complex combinations may be performed
such as combinations that include introducing a time offset between the signals etc.
[0115] The view pose determiner 113 is arranged to apply a different processing to the predicted relative user motion
signal and the residual user motion signal when generating the view pose (signal). Thus, the impact on the different
types of motion on the resulting view pose can be differentiated and individually adapted to provide desired effects and
user experiences, and specifically to compensate for, e.g., involuntary user motion caused by vehicle motion.
[0116] In many embodiments, the view pose determiner 113 may be arranged to apply a different weighting to the
predicted relative user motion signal than to the relative user motion signal when determining the view pose. The
processing (or equivalently the weighting in a combination) of one motion relative to the other may include a different
scaling/ gain for the two motions.
[0117] For example, in some embodiments, a scaling or gain for the predicted relative user motion signal may be
reduced substantially with respect to the scaling or gain for the residual user motion signal. Accordingly, an effect can
be provided, where the involuntary movements that result from the vehicle motion signal can be attenuated substantially
relative to the voluntary movements of the user. This may, e.g., provide an improved VR experience to a user as the
impact of being in a vehicle may be mitigated or reduced.



EP 4 311 708 A1

11

5

10

15

20

25

30

35

40

45

50

55

[0118] In some embodiments, the view pose determiner 113 may be arranged to apply a different temporal filtering
to the predicted relative user motion signal than to the relative user motion signal. The first and second motion components
may for example be generated to have different frequencies attenuated.
[0119] In particular, in some embodiments, the view pose determiner 113 may be arranged to extract the first motion
component from the predicted relative user motion signal by attenuating temporal frequencies of the predicted relative
user motion signal. For example, really low frequencies may be filtered out resulting in motion corresponding to e.g.
slow accelerations being reduced or removed. For example, low frequency motion of the vehicle such as long turns (<
0.1 Hz) can be attenuated because the user will not perceive them. Similarly, high frequency motion, such as the shaking
of a car (> 10 Hz) may be filtered out entirely because that may feel annoying to the user, and as it will not cause motion
induced nausea when this motion is not transferred from the physical world to the virtual one. For medium frequency
motion resulting from the vehicle, no filtering may be performed resulting in the motion being presented to the user.
Further, no filtering may possibly be applied to the residual user motion signal resulting in the view poses fully following
this motion.
[0120] As a result, an experience may be provided where the virtual user’s view fully follows the voluntary motion of
the user but does not follow the slow accelerations or turns of the car or the high frequency shaking. However, the
medium frequencies of the vehicle motion signal may still be reflected in the view pose and thus the perceived view of
the scene by the user may still include some motion that corresponds to the motion of the car. If this motion is not
reflected in the view presented to the user, motion induced illness/ nausea may result (this typiocally arises from conflict
between the sensory inputs of different senses, such as the sense of balance and the visual sense).
[0121] Such an approach may thus provide a substantially improved user experience.
[0122] Of course, in other applications other approaches may be used. For example, some filtering of the mid-fre-
quencies may be applied, e.g. depending on the VR experience being provided (e.g. the story being presented) or how
susceptible the user is to nausea in certain frequency bands.
[0123] As another example, the VR experience may be designed to incorporate some or all of the slow turns and the
filtering coefficients corresponding to slow turns may be filtered or not based on the state of the VR experience.
[0124] In some embodiments, the determination of the second motion component may include extracting a part of the
motion from the residual user motion signal. For example, some specific motion may be desired to be included in the
view pose changes whereas some motion that is not directly predictable from the vehicle motion signal may still not be
desirable to have included in the presentation to the user.
[0125] In particular, in some embodiments, the view pose determiner 113 may be arranged to detect a user gesture
motion component in the residual user motion signal. It may then proceed to extract a first motion component from the
residual user motion signal by at least partially removing the user gesture motion component. Specifically, the second
motion component may be generated from the residual user motion signal by subtracting the gesture motion component.
[0126] The user gesture motion may specifically be a predetermined user motion. For example, the view pose deter-
miner 113 may store parameters for a number of predetermined user motions with each of them being described by a
set of parameters that may be variable within ranges. The view pose determiner 113 may then correlate the residual
user motion signal with these predetermined user motions while varying the parameters to achieve as close a fit as
possible. If the correlation is above a suitable level, the view pose determiner 113 may consider that the residual user
motion signal includes the user performing such a predetermined user motion. It may then proceed to subtract this
predetermined user motion (for the identified parameters) from the residual user motion signal to generate the second
motion component which is then combined with the first motion component.
[0127] Thus, in the approach, specific predetermined/ gesture motions of the user may be detected and removed from
the user motion that is included in the view pose motion.
[0128] In some embodiments, the view pose determiner 113 may be arranged to detect the presence of a predetermined
user movement/ user gesture by compensating the residual user motion signal for movement that is considered to result
from the vehicle motion signal. For example, the correlation of the predetermined user motion with the residual user
motion signal may be preceded by the residual user motion signal being compensated by a motion signal that reflects
the impact on the specific user motion of the vehicle motion. For example, the compensation may be based on the
predicted relative user motion signal.
[0129] As a specific example, the residual user motion is presented to a gesture detector and tracker. If a gesture is
detected, then the movement that corresponds to the gesture is tracked. For instance, if the gesture involves the movement
of both arms, then the trajectory of the nodes of the arms is estimated by the tracker. This movement is then converted
back to a representation that matches with the residual user motion. This signal may thus be the component of the
residual user motion that was associated with gestures, and the difference signal (residual of the residual) may be the
other component.
[0130] In such an example, the second motion component may be the predetermined user motion/ gesture motion.
For example, the motion that relates to the movement of the limb that makes the gesture.
[0131] Such an approach may be advantageous in many scenarios. For example, hand gestures that the user makes
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in a car will be influenced by the car movement. For gesture control in the virtual world, these gestures may advantageously
be corrected to subtract car induced motion.
[0132] In many embodiments, the motions and poses may be multidimensional and include, e.g., three position coor-
dinates and often three orientation coordinates thereby providing a full 6DoF experience. However, in some embodiments,
the poses/motions may be represented by fewer dimensions, such as e.g,. only three, or even two, spatial position
coordinates.
[0133] In scenarios where there may be multiple components, the dependencies of the different pose components
may be different when determining the view pose. Thus, the view pose determiner 113 may be arranged to determine
the view pose with different dependencies on at least a first pose component and a second pose component. This may
in many embodiments be the case for the first and second pose components both being position components or both
being orientation components.
[0134] For example, the dependencies in the sideways direction for a user may be different from the up/down direction.
This may result in the differentiation between predicted and residual user motion being different depending on whether
it relates to the user’s motion in the up/ down direction in the seat or to sideways motion in the seat. E.g. an up/down
motion in a car is typically easier to translate into a virtual scene and passing this component on to the view pose aids
realism. Passing sideways motion is more likely to cause nausea and needs to be filtered more.
[0135] In some embodiments, the rendering apparatus may further be arranged to receive processing data that is
indicative of a processing of the predicted relative user motion signal and/or the residual user motion signal. The process-
ing data may specifically define a dependency between the motion signals and the view pose. The view pose determiner
113 may then adapt its processing to determine the view pose in accordance with processing instructions of the processing
data.
[0136] The processing data may specifically be provided in messages that may be part of a received audiovisual signal
that also includes the audiovisual data for the scene. The data may for example be received in a bitstream from a remote
server.
[0137] As an example, data may be packed with the audiovisual signal to optimize the experience of a user when in
a moving vehicle. Such a processing message may for example for each pose component indicate how it should be
filtered. For instance, a processing message may contain:

- Per motion component (e.g., involuntary, voluntary, anticipatory, etc.)

+ Optionally per axis
+ Optionally per device class

- Only a subset of the components need to be present in the message.
- The filtering value could be an attenuation factor but may also include cut-off frequencies or maybe even FIR or IIR

filter coefficients.

[0138] For example, a message providing the following processing data indicating an attenuation percentage for
different types of pose coordinates and motion components may be provided:

[0139] Such messages may also include information on how each scriptable motion event should be translated into
a motion in the virtual scene motion response. Only a subset of the motion events has to be present in the message.
The response may be a mapping or include a filtering value. The filtering value could be an attenuation factor, as indicated
in the table below, but may also include cut-off frequencies or maybe even IIR filter coefficients.

Comp.1 Comp.2 Comp.3 Comp.4

X 10% 30% 50% 100%

Y 10% 10% 80% 100%

Z 0% 50% 60% 100%

Yaw 50% 50% 25% 100%

Pitch 50% 100% 100% 50%

Roll 50% 0% 0% 0%
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[0140] In the following, a specific example of an approach that may be used will be described. The description will be
considered an example where the rendering is a rendering of a view image from a view pose generated by the view
pose determiner 113.
[0141] In the example, the view poses used for rendering the audiovisual signal and the (virtual scene objects) are
tied to a common world coordinate system. The view pose will in the following specific example be referred to as the
virtual camera (the image is generated to reflect the image that would be captured by a virtual camera at the view pose.
[0142] Mapping a scene object point to the virtual camera can thus be expressed as a transform to the common world
system followed by a transform to the virtual camera: 

[0143] In this equation, Mo is the so-called model matrix that places the virtual scene object in the virtual world coordinate
system. This matrix changes when an object moves through virtual space. The matrix Tw transforms a point from the
virtual world to the real-world.
[0144] Matrix Tw typically results from an initialization step and stays constant during operation. Under user control a
calibration, a reset or a setup may be done. For instance, at initialization, Tw can be defined by actively placing visual
markers in the scene or by automatically detecting visual features and placing the virtual axis somewhere relative to
their position. Cameras, depth sensors and/or other sensors can be used to help in this initial setup.
[0145] The view matrix V may capture the positions of the user’s eye in real world space and the view matrix V
represents the user movement. View matrix V is essentially the pose of the human head or eye. Since a virtual reality
headset is typically stereoscopic, we have different view matrices for the left and for the right eye. The view matrices
are typically estimated from sensors (cameras, depth sensors, etc.) that are mounted in and on the headset (inside-out
tracking).
[0146] When a vehicle changes motion, this causes a different torque [m·s] acting on different body parts. Since the
human body is flexible, and the distance from the car seat to a human head is large, and a typical human head is heavy,
the moment of inertia (angular mass) will also be large. In the absence of early muscle anticipation (based on visual
inputs), minor vehicle motions can cause large head motions relative to the vehicle (world). This may be an example of
unwanted movements resulting from vehicle motion.
[0147] Hence, any vehicle movement that causes a movement difference between the headset and the vehicle, i.e.
a relative user motion, will cause changes in V as observed by sensors in the headset. The measured 4x4 view matrix
is the user pose and contains the users view of the world scene (rotation and translation) and may be decomposed as: 

where Matrix Vintended may reflect the view that the observer desired/intended for the virtual reality content that is being
presented. This may be the pose that the user intended to achieve by controlling head pose using neck muscles and
other body muscles. However, vehicle motion introduces unintended rotations and translations so the intended pose
represented by Vintended was never achieved. The united rotations and translations can be represented by another 4x4
transformation matrix Tvehicle. Note that in case Tvehicle = I (the identity matrix) then the vehicle movements/vibrations
have no influence on the intended pose.
[0148] Thus, in the example, matrix V corresponds to the combination of intended and unintended movements and
may be represented a post-multiplication transformation matrix,Tvehicle acting on the intended motion Vintended. The
matrices are time varying and in the approach the matrix Tvehicle is determined by prediction and corresponds to the
predicted relative user motion signal. whereas the intended motion Vintended is determined as a remaining signal, i.e. as
the relative user motion signal. The system may proceed to determine the view poses to for example compensate for

Sit Look left Look down

Action 1 30% 50%

Action 2 10%

Action 3 100% 50% 60%
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vehicle movements/vibrations. It may specifically be desired to render the virtual world using:

where 

[0149] In the approach, the predictor 109 may specifically seek to estimate the vehicle transformation matrix Tvehicle

such that its affine inverse  can be calculated and used by the view pose determiner 113 to determine the
view pose as represented by the compensated view matrix Vcompensated .
[0150] As a specific example, the matrix Tvehicle corresponding to the predicted relative user motion signal may be
determined by filtering of the view matrix V where V is the view matrix that may correspond to the vehicle motion signal
combined with the relative user motion signal.
[0151] Although vehicle suspension systems are quite effective, a high temporal frequency of vehicle movement can
still occur. We can hence extract Tvehicle to be the high-pass component of V as measured with the inside out tracking
sensors inside the headset. Thus, the predicted relative user motion signal represented by Tvehicle may be predicted as
the high-pass component of V representing vehicle motion signal. In this case, the vehicle induced high frequency
component of the pose as measured from the headset cameras relative to the car’s interior are directly used to estimate
the car motion induced component.
[0152] For completeness we specify how 4x4 homogeneous transformation matrices that contain a 3x3 rotation matrix
and a 3x1 translation vector can be processed. As a specific example of determining Tvehicle the 4x4 view matrix may
first be split into an orientation quaternion and translation vector: 

[0153] Note that alternative representations for rotation exist and may be preferred in some cases. To measure temporal
rotation and translation change the differential rotation and differential translation may be calculated as 

where k and k - 1 correspond to two discrete time steps e.g., 1/30 second apart. We then use a recursive filter to output
filtered rotations that ignore instant large rotations that are assumed to be introduced by vehicle motion: 

 where qk is the filtered rotation, |2cos-1(qΔ,w)| is the magnitude of the instant rotation change angle [radian] and rotation
is a threshold above which we do not want to apply the instant rotation to the headset view matrix.
[0154] Similarly, the translation vector is filtered as: 

~
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where tk is the filtered translation and Δtranslation is a threshold above which we do not apply the instant translation to
the headset view matrix.
[0155] We now calculate the Tvehicle as 

[0156] The above processing hence assumes that we can derive the effects of vehicle motion on headset motion from
the high-frequency motion components measured by sensors in the headset relative to the interior (visual) features of
the car.
[0157] In the following we undo this vehicle induced high-frequency effect. The residual user motion signal represented

by  may hence be determined. Finally, the rendering mapping may then be performed
according to the following (where Vcompensated reflects the view pose determined by the view pose determiner 113): 

[0158] The data signal generating apparatus and the rendering apparatus may specifically be implemented in one or
more suitably programmed processors. An example of a suitable processor is provided in the following.
[0159] FIG. 3 is a block diagram illustrating an example processor 300 according to embodiments of the disclosure.
Processor 300 may be used to implement one or more processors implementing the rendering apparatus of FIG. 1.
Processor 300 may be any suitable processor type including, but not limited to, a microprocessor, a microcontroller, a
Digital Signal Processor (DSP), a Field ProGrammable Array (FPGA) where the FPGA has been programmed to form
a processor, a Graphical Processing Unit (GPU), an Application Specific Integrated Circuit (ASIC) where the ASIC has
been designed to form a processor, or a combination thereof.
[0160] The processor 300 may include one or more cores 302. The core 302 may include one or more Arithmetic
Logic Units (ALU) 304. In some embodiments, the core 302 may include a Floating Point Logic Unit (FPLU) 306 and/or
a Digital Signal Processing Unit (DSPU) 308 in addition to or instead of the ALU 304.
[0161] The processor 300 may include one or more registers 312 communicatively coupled to the core 302. The
registers 312 may be implemented using dedicated logic gate circuits (e.g., flip-flops) and/or any memory technology.
In some embodiments the registers 312 may be implemented using static memory. The register may provide data,
instructions and addresses to the core 302.
[0162] In some embodiments, processor 300 may include one or more levels of cache memory 310 communicatively
coupled to the core 302. The cache memory 310 may provide computer-readable instructions to the core 302 for execution.
The cache memory 310 may provide data for processing by the core 302. In some embodiments, the computer-readable
instructions may have been provided to the cache memory 310 by a local memory, for example, local memory attached
to the external bus 316. The cache memory 310 may be implemented with any suitable cache memory type, for example,
Metal-Oxide Semiconductor (MOS) memory such as Static Random Access Memory (SRAM), Dynamic Random Access
Memory (DRAM), and/or any other suitable memory technology.
[0163] The processor 300 may include a controller 314, which may control input to the processor 300 from other
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processors and/or components included in a system and/or outputs from the processor 300 to other processors and/or
components included in the system. Controller 314 may control the data paths in the ALU 304, FPLU 306 and/or DSPU
308. Controller 314 may be implemented as one or more state machines, data paths and/or dedicated control logic. The
gates of controller 314 may be implemented as standalone gates, FPGA, ASIC or any other suitable technology.
[0164] The registers 312 and the cache 310 may communicate with controller 314 and core 302 via internal connections
320A, 320B, 320C and 320D. Internal connections may be implemented as a bus, multiplexer, crossbar switch, and/or
any other suitable connection technology.
[0165] Inputs and outputs for the processor 300 may be provided via a bus 316, which may include one or more
conductive lines. The bus 316 may be communicatively coupled to one or more components of processor 300, for
example the controller 314, cache 310, and/or register 312. The bus 316 may be coupled to one or more components
of the system.
[0166] The bus 316 may be coupled to one or more external memories. The external memories may include Read
Only Memory (ROM) 332. ROM 332 may be a masked ROM, Electronically Programmable Read Only Memory (EPROM)
or any other suitable technology. The external memory may include Random Access Memory (RAM) 333. RAM 333
may be a static RAM, battery backed up static RAM, Dynamic RAM (DRAM) or any other suitable technology. The
external memory may include Electrically Erasable Programmable Read Only Memory (EEPROM) 335. The external
memory may include Flash memory 334. The External memory may include a magnetic storage device such as disc
336. In some embodiments, the external memories may be included in a system.
[0167] The invention can be implemented in any suitable form including hardware, software, firmware, or any combi-
nation of these. The invention may optionally be implemented at least partly as computer software running on one or
more data processors and/or digital signal processors. The elements and components of an embodiment of the invention
may be physically, functionally and logically implemented in any suitable way. Indeed, the functionality may be imple-
mented in a single unit, in a plurality of units or as part of other functional units. As such, the invention may be implemented
in a single unit or may be physically and functionally distributed between different units, circuits and processors.
[0168] The term "in dependence on" or dependent on may, e.g. be substituted by the terms "in response to" or "as a
function of’ or "based on".
[0169] Although the present invention has been described in connection with some embodiments, it is not intended
to be limited to the specific form set forth herein. Rather, the scope of the present invention is limited only by the
accompanying claims. Additionally, although a feature may appear to be described in connection with particular embod-
iments, one skilled in the art would recognize that various features of the described embodiments may be combined in
accordance with the invention. In the claims, the term comprising does not exclude the presence of other elements or
steps.
[0170] Furthermore, although individually listed, a plurality of means, elements, circuits or method steps may be
implemented by, e.g. a single circuit, unit or processor. Additionally, although individual features may be included in
different claims, these may possibly be advantageously combined, and the inclusion in different claims does not imply
that a combination of features is not feasible and/or advantageous. Also, the inclusion of a feature in one category of
claims does not imply a limitation to this category but rather indicates that the feature is equally applicable to other claim
categories as appropriate. Furthermore, the order of features in the claims do not imply any specific order in which the
features must be worked and in particular the order of individual steps in a method claim does not imply that the steps
must be performed in this order. Rather, the steps may be performed in any suitable order. In addition, singular references
do not exclude a plurality. Thus references to "a", "an", "first", "second" etc. do not preclude a plurality. Reference signs
in the claims are provided merely as a clarifying example shall not be construed as limiting the scope of the claims in
any way.

Claims

1. An apparatus for audiovisual rendering, the apparatus comprising:

a receiver (101) arranged to receive audiovisual data representing a scene;
a first source (105) providing a vehicle motion signal indicative of a motion of a vehicle;
a second source (107) providing a relative user motion signal indicative of a motion of a user relative to the vehicle;
a predictor (109) arranged to generate a predicted relative user motion signal by applying a prediction model
to the vehicle motion signal;
a residual signal generator (111) arranged to generate a residual user motion signal indicative of at least a
component of a difference between the relative user motion signal and the predicted relative user motion signal;
a view pose determiner (113) arranged to determine a view pose in dependence on the residual user motion
signal and the predicted relative user motion signal, a dependency of the view pose on the residual user motion
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signal being different than a dependency of the view pose on the predicted relative user motion signal; and
a renderer (103) arranged to render an audiovisual signal for the view pose from the audiovisual data.

2. The apparatus of claim 1 wherein the prediction model comprises a temporal filtering of the vehicle motion signal.

3. The apparatus of claim 2 wherein the predictor (109) is arranged to apply a temporal filtering to the relative user
motion signal to generate a filtered relative user motion signal, and to predict the predicted relative user motion
signal in dependence on the filtered relative user motion signal.

4. The apparatus of any previous claim wherein the prediction model comprises a biomechanical model.

5. The apparatus of any of the previous claims wherein the view pose determiner (113) is arranged to apply a different
weighting to the predicted relative user motion signal than to the residual user motion signal.

6. The apparatus of any of the previous claims wherein the view pose determiner (113) is arranged to apply a different
temporal filtering to the predicted relative user motion signal than to the residual user motion signal.

7. The apparatus of any previous claim wherein the view pose determiner (113) is arranged to determine a first view
pose contribution from the predicted relative user motion signal and a second view pose contribution from the residual
user motion signal, and to generate the view pose by combining the first view pose contribution and the second
view pose contribution.

8. The apparatus of any previous claim wherein the view pose determiner (113) is arranged to extract a first motion
component from the predicted relative user motion signal by attenuating temporal frequencies, and to determine
the view pose to include a contribution from the first motion component.

9. The apparatus of any previous claim wherein the view pose determiner (113) is arranged to detect a user gesture
motion component in the residual user motion signal and to extract a first motion component from the residual user
motion signal in dependence on the user gesture motion component, and to determine the view pose to include a
contribution from the user gesture motion component.

10. The apparatus of any previous claim wherein the predictor (109) is arranged to determine the predicted relative user
motion signal in response to a correlation of the relative user motion signal and the vehicle motion signal.

11. The apparatus of any previous claim wherein at least one of the predicted relative user motion signal and the residual
user motion signal is indictive of a plurality of pose components, and the view pose determiner is arranged to
determine the view pose with different dependencies on at least a first pose component and a second pose component
of the plurality of pose components.

12. The apparatus of any previous claim wherein the receiver (101) is arranged to receive processing data indicative
of a processing of at least one of the predicted relative user motion signal and the residual user motion signal; and
the view pose determiner (113) is arranged to determine the view pose in accordance with processing instructions
of the processing data.

13. The apparatus of any previous claim wherein the predictor (109) is arranged to generate the predicted relative user
motion signal in dependence on the residual user motion signal.

14. A method of audiovisual rendering, the method comprising:

receiving audiovisual data representing a scene;
providing a vehicle motion signal indicative of a motion of a vehicle;
providing a relative user motion signal indicative of a motion of a user relative to the vehicle;
generating a predicted relative user motion signal by applying a prediction model to the vehicle motion signal;
generating a residual user motion signal indicative of at least a component of a difference between the relative
user motion signal and the predicted relative user motion signal;
determining a view pose in dependence on the residual user motion signal and the predicted relative user motion
signal, a dependency of the view pose on the residual user motion signal being different than a dependency of
the view pose on the predicted relative user motion signal; and
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rendering an audiovisual signal for the view pose from the audiovisual data.

15. A computer program product comprising computer program code means adapted to perform all the steps of claims
14 when said program is run on a computer.
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