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SYSTEMS AND METHODS FOR 
CREDENTIALS DISTRIBUTION a 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0010 ) FIG . 5 is a flow diagram illustrating a configuration 
of a method for credentials distribution implemented by a 
responding management node ; 
[ 0011 ] FIG . 6 is a sequence diagram illustrating an imple 
mentation of credentials distribution according to the sys 
tems and methods described herein ; 
[ 0012 ] FIG . 7 is a block diagram that illustrates one 
configuration of a network where systems and methods for 
credentials distribution may be implemented ; and 
[ 0013 ] FIG . 8 illustrates various components that may be 
utilized in a computing device . 

[ 0001 ] This application claims benefit of and priority to 
U.S. patent application Ser . No. 16 / 287,335 , filed Feb. 27 , 
2019 which is a continuation application of International 
Application No. PCT / US2017 / 049197 , filed Aug. 29 , 2017 , 
which claims priority to and the benefit of U.S. patent 
application Ser . No. 15 / 250,496 , filed Aug. 29 , 2016 , the 
disclosures of each of these are incorporated herein by 
reference . 

DETAILED DESCRIPTION 

TECHNICAL FIELD 

[ 0002 ] The present disclosure generally relates to comput 
ers and computer - related technology . More specifically , the 
present disclosure relates to systems and methods for cre 
dentials distribution . 
[ 0003 ] The use of electronic devices has become increas 
ingly prevalent in modern society . As the cost of electronic 
devices has declined , and as the usefulness of electronic 
devices has increased , people are using them for a wide 
variety of purposes . For example , many people use elec 
tronic devices to perform work tasks as well as to seek 
entertainment . One type of an electronic device is a com 
puter . 
[ 0004 ) Computer technologies continue to advance at a 
rapid pace . Computers commonly used include everything 
from hand - held computing devices to large multi - processor 
computer systems . These computers include software , such 
as applications including user interfaces , in order to make 
them useful and accessible to an end user . Computers are 
increasingly linked with other computers through networks . 
With the expansion of computer technology , the size of 
networks has continued to increase . As the size of networks 
has increased , the use of computers configured as manage 
ment nodes ( i.e. , computers configured to manage other 
computers on the network ) has increased . Networks may 
link computers together that are a great distance apart . 
[ 0005 ] One of the challenges involved with networks is 
security . To perform management tasks on computing 
devices in a network , credentials may need to be entered . 
These credentials may include a username and password . 
Management tasks may be implemented by a management 
node using stored encrypted credentials . However , in some 
cases , a management node may not have credentials needed 
to perform a task . As can be observed from this discussion , 
systems and methods that provide secure peer - to - peer cre 
dential sharing , replication and recovery may be beneficial . 

[ 0014 ] A method by a management server is described . 
The method includes receiving a credentials request from a 
requesting management node . The credentials request 
includes a public key of the requesting management node . 
The method also includes determining whether the manage 
ment server has encrypted credentials for the requesting 
management node in a local cache . The encrypted creden 
tials are encrypted using the public key of the requesting 
management node and cannot be decrypted by the manage 
ment server . The method further includes sending the 
encrypted credentials to the requesting management node 
when the management server has the encrypted credentials . 
The requesting management node can decrypt the encrypted 
credentials using a private key . 
[ 0015 ] The requesting management node may send the 
credentials request upon determining that credentials 
required to perform a task cannot be resolved or acquired . 
The requesting management node may send the credentials 
request as part of an automated recovery process that does 
not require a user to re - enter credentials . 
[ 0016 ] When the management server determines that it 
does not have the encrypted credentials , the method may 
further include sending a multicast request to one or more 
peer management nodes . The multicast request may include 
the public key of the requesting management node . The 
method may also include receiving a unicast response from 
a responding management node that includes encrypted 
credentials for the requesting management node . The 
method may further include sending the encrypted creden 
tials received from the responding management node to the 
requesting management node . 
[ 0017 ] The method may also include storing the encrypted 
credentials received from the responding management node 
in the local cache of the management server . The manage 
ment server may be a cloud - based server . The requesting 
management node and the one or more peer management 
nodes may be part of a same tenancy . 
[ 0018 ] When the credentials are initially set , the manage 
ment server may use a public key infrastructure ( PKI ) to 
encrypt the credentials in a manner in which only a man 
agement node for which the credentials are encrypted can 
decrypt the credentials . 
[ 0019 ] A management server is also described . The man 
agement server includes a processor , memory in electronic 
communication with the processor and instructions stored in 
the memory . The instructions are executable to receive a 
credentials request from a requesting management node . 
The credentials request includes a public key of the request 
ing management node . The instructions are also executable 
to determine whether the management server has encrypted 
credentials for the requesting management node in a local 

BRIEF DESCRIPTION OF THE DRAWINGS 

a [ 0006 ] FIG . 1 is a block diagram illustrating one configu 
ration of a network for credentials distribution ; 
[ 0007 ] FIG . 2 is a flow diagram illustrating one configu 
ration of a method for credentials distribution ; 
[ 0008 ] FIG . 3 is a flow diagram illustrating a configuration 
of a method for credentials distribution implemented by a 
requesting management node ; 
[ 0009 ] FIG . 4 is a flow diagram illustrating a configuration 
of a method for credentials distribution implemented by a 
management server ; 
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cache . The encrypted credentials are encrypted using the 
public key of the requesting management node and cannot 
be decrypted by the management server . The instructions are 
further executable to send the encrypted credentials to the 
requesting management node when the management server 
has the encrypted credentials . The requesting management 
node can decrypt the encrypted credentials using a private 
key . 
[ 0020 ] A method by a responding management node is 
also described . The method includes receiving a multicast 
request from a management server in response to a creden 
tials request sent by a requesting management node when 
the requesting management node determines that credentials 
required to perform a task cannot be resolved or acquired . 
The multicast request includes a public key of the requesting 
management node . The method also includes resolving the 
credentials from a local store . The method further includes 
encrypting the credentials using the public key of the 
requesting management node . The method additionally 
includes sending a unicast response to the management 
server that includes the encrypted credentials for the request 
ing management node . 
[ 0021 ] The method may also include decrypting the cre 
dentials from the local store using a private key of the 
responding management node if the credentials are 
encrypted before re - encrypting the credentials using the 
public key of the requesting management node . 
[ 0022 ] The method may also include testing a certificate of 
the requesting management node with a certificate chain of 
the responding management node . The method may further 
include validating that the requesting management node is 
trusted to receive credentials . 
[ 0023 ] Various configurations of the systems and methods 
are now described with reference to the Figures , where like 
reference numbers may indicate identical or functionally 
similar elements . The configurations of the present systems 
and methods , as generally described and illustrated in the 
Figures herein , could be arranged and designed in a wide 
variety of different configurations . Thus , the following more 
detailed description of several configurations , as represented 
in the Figures , is not intended to limit the scope of the 
systems and methods , as claimed , but is merely representa 
tive of the various configurations of the systems and meth 
ods . 
[ 0024 ] FIG . 1 is a block diagram illustrating one configu 
ration of a network 100 for credentials 114 distribution . The 
network 100 may include a plurality of electronic devices 
that are in electronic communication with one another . 
[ 0025 ] The network 100 may include one or more Local 
Area Networks ( LANs ) , Wide Area Networks ( WANs ) , 
Wireless Local Area Networks ( WLAN ) , the Internet , etc. 
The network 100 may include a plurality of management 
nodes 102 and at least one management server 104 . 
[ 0026 ] The management server 104 may be a cloud - based 
server . For example , the management server 104 may be 
accessible via an Internet connection . The management 
server 104 may also be located physically at the same 
location as one or more of the management nodes 102 . 
[ 0027 ] The network 100 also includes one or more man 
agement nodes 102. Examples of the management node 102 
include a desktop computer , laptop computer , tablet com 
puter , smartphone , router , printers , etc. A network segment 
( e.g. , subnet ) may include one or more management nodes 
102 . 

[ 0028 ] The management server 104 may perform a variety 
of management - related operations in conjunction with the 
management node ( s ) 102. Examples of these management 
related operations include managing the managed node's 
102 operating configurations , the managed node's 102 files , 
etc. 
[ 0029 ] In an implementation , management - related opera 
tions may be performed by an agent operating on the 
management node 102. The agent may be part of a network 
management system that is used to manage the management 
node 102. For example , management systems may include 
one or more of the following software products : LANDesk 
Shavlik® , LANDesk Wavelink Avalancher , Altiris® , 
Microsoft® SCCM or a BMC® management system . 
[ 0030 ] The management server 104 may coordinate man 
agement - related operations for one or more tenants . As used 
herein , a " tenant ” may be an organization , an enterprise , a 
business , a customer , a university , a non - profit organization , 
a government agency , etc. A single management server 104 
may perform management - related operations for multiple 
distinct tenants . For example , each of the tenants may share 
a single backend cloud service for managing computers . 
[ 0031 ] Each tenant may have one or more management 
nodes 102. In an implementation , a management node 102 
may include an agent or piece of installation software . A 
management node 102 may reside on a tenant's network 
100. Each network 100 may have more than one manage 
ment node 102. For example , in a segmented network 100 , 
there may be a management node 102 in each network 
segment . A network segment may be a completely fire 
walled - off subnet communicating with other subnets that are 
all completely firewall ed . These subnets may be located 
anywhere in the world . 
[ 0032 ] The management nodes 102 may maintain a con 
nection to the management server 104. An end user ( e.g. , 
administrator ) at the management server 104 may send 
computer management instructions and may see results 
based on this connection . 
[ 0033 ] The management server 104 may provide global 
management of multiple networks 
[ 0034 ] Each management node 102 in a given tenancy 
may be enrolled in a public key infrastructure ( PKI ) that 
shares trust across the tenant . In a chain of trust , a public key 
110 and private key 108 pair form a certificate . The certifi 
cate of a management node 102 may be issued from a trusted 
certificate authority . The certificate may be specific to a 
given tenant . A certificate of one management node 102 may 
sign the certificate of another management node 102 in that 
tenant . In this way , a chain of trust may be established 
between devices within a tenant . If for any reason , another 
tenant's certificate would be passed to a management node 
102 , that management node 102 could detect that the cer 
tificate was not trusted , because the certificate does not 
follow the chain up to the initial trust that a management 
node 102 expects . 
[ 0035 ] Each management node 102 may be configured 
with a set of tasks that it performs to manage their respective 
network segments . Some tasks may require credentials 114 . 
The credentials 114 may include a user name and password . 
A management node 102 may use the credentials 114 to 
access other nodes on the network 100 to perform a given 
task . Examples of these tasks include , but are not limited to , 
making changes to the operating system of a node , turning 
on and off firewalls and patching a node on the network 100 . 
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[ 0036 ] For administrative operations , the credentials 114 
may be important ones ( e.g. , Administrator , or Domain 
Administrator ) . For example , the management node 102 
may log into a node as the administrator using the admin 
istrator username and password . Because these credentials 
114 provide significant access to the network 100 , it is 
important to protect these credentials 114 . 
[ 0037 ] A user ( e.g. , network administrator ) may wish to 
re - use components of their configuration including confi 
dential elements such as credentials 114 ( e.g. , usernames 
and passwords ) . For example , if a management node 102 is 
installed and does not have the credentials 114 needed to 
perform a task , it may be beneficial to distribute the cre 
dentials 114 to that management node 102 . 
[ 0038 ] In one approach , this problem has been solved by 
installing agents on each endpoint being managed , or install 
ing a separate management server with no affiliation in each 
network segment . The separate management servers may 
store a master copy of secrets that can be retrieved as 
necessary . However , this results in multiple management 
servers and increased system complexity . 
[ 0039 ] In another approach , the secrets ( i.e. , credentials 
114 ) are encrypted such that they are stored in the cloud , but 
the decryption keys ( e.g. , private key 108 ) are also in the 
cloud . In other words , a single management server may store 
encrypted credentials 114 and the private key 108 to decrypt 
the credentials 114. However , if a malicious user gains 
access to this data - store , this user very likely has the keys 
required to access all the encrypted secrets . 
[ 0040 ] In yet another approach , a user may have to enter 
missing credentials 114 every time they are needed . How 
ever , this approach may be time consuming and frustrating 
for a user . Therefore , when multiple management nodes 102 
are installed in a network 100 , a user may wish to enter the 
credentials 114 a single time and have the credentials 114 
securely distributed between the management nodes 102 . 
[ 0041 ] The systems and methods described herein provide 
for secure distribution , replication and recovery of creden 
tials 114. In the case of a cloud service , it is desirable for the 
cloud service to not be responsible for maintaining the 
confidentiality of a tenant's credentials 114.For example , if 
the cloud service is attacked , the cloud service provider does 
not want to be responsible for keeping a tenant's secrets . 
[ 0042 ] The described systems and methods allow a tenant 
to distribute credentials 114 from the management server 
104 or from a peer management node 102b in a secure 
manner . The described systems and methods allow a man 
agement node 102 to access credentials 114 when the 
credentials 114 are not stored in a manner that is decryptable 
by the management server 104 . 
[ 0043 ] As described above , each management node 102 
has a configured set of tasks it performs to manage their 
respective network segments . Some tasks require credentials 
114. In an implementation , the management server 104 ( e.g. , 
a cloud service ) may be used to configure these tasks . 
During this configuration , a user may set their credentials 
114 for the given tasks into a web user interface ( UI ) 116 of 
the management server 104. In another implementation , a 
user may enter the credentials 114 directly into a manage 
ment node 102 . 
[ 0044 ] The management server 104 may use a PKI to 
encrypt all credentials 114 at the time they are set in the web 
UI 116 in a manner where only the single management node 
102 for which the credentials 114 are encrypted may decrypt 

the credentials 114. In order to be most secure , credentials 
114 are encrypted upon user input with a public / private key 
pair that is established during registration of the manage 
ment node 102. The credentials 114 are encrypted before 
they are persisted ( e.g. , stored ) in the cloud in a manner in 
which only the private key 108 holder can decrypt the secret . 
The private keys 108 are never available in the cloud , only 
on the installed endpoints ( i.e. , management nodes 102 ) . 
[ 0045 ] When a user installs and configures a management 
node 102 , the user may set up a comprehensive policy for 
distributing credentials 114. The user may then install a 
second management node 102 and reuse the credentials by 
reference without requiring the user to re - enter the confi 
dential passwords . 
[ 0046 ] In an implementation , the management server 104 
may have a store of public keys 110 for the various man 
agement nodes 102 in the network 100. The management 
server 104 may use the public key 110 of a given manage 
ment node 102 to encrypt the credentials 114 for that 
management node 102. The management server 104 may 
then provide the encrypted credentials 114 to the manage 
ment node 102. The management node 102 may then 
decrypt the credentials 114 using its private key 108 . 
[ 0047 ] The credentials 114 are never stored on the man 
agement server 104 in a form by which the management 
server 104 itself may decrypt them . For example , the man 
agement server 104 may not store the private keys 108 of the 
management nodes 102. In one implementation , once the 
user enters the credentials 114 into the web UI 116 , the 
management server 104 may store the encrypted credentials 
114a in a credentials cache 106c . However , the management 
server 104 cannot decrypt these encrypted credentials 114a . 
In another implementation , the management server 104 may 
encrypt the credentials 114 and send the credentials to the 
management node 102 without saving the encrypted creden 
tials 114a . 
[ 0048 ] It should be noted that credentials cache 106c of 
the management server 104 may be different than the 
credentials cache 106a of the requesting management node 
102a . For example , the credentials cache 106c of the man 
agement server 104 may include only credentials 114a 
encrypted for specific management nodes 102. Therefore , 
the encrypted credentials 114a in the credentials cache 106c 
are not decryptable by the management server 104. By 
contrast , the credentials cache 106a on a management node 
102 may contain credentials 114 that are decryptable by the 
management node . 
[ 0049 ] In some cases , a requesting management node 
102a may determine that credentials 114 required to perform 
a task cannot be resolved or acquired . For example , the 
requesting management node 102a may be newly installed 
on the network 100. This requesting management node 102a 
may not have needed credentials 114 stored in its credentials 
cache 106a to perform a given task . 
[ 0050 ] In an implementation , when the requesting man 
agement node 102a starts up , it may send a credential ID 
request to the management server 104. The management 
server 104 may have a credentials list 118 that includes the 
credential IDs 120 for one or more credentials 114 that the 
requesting management node 102a should have to perform 
its tasks . A credential ID 120 may be a random number that 
is assigned with given credentials 114. The management 
server 104 may send the credential IDs 120 to the requesting 
management node 102a . Using these credential IDs 120 , the 
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requesting management node 102a may check its local 
credentials cache 106? to see if it has these credentials 114 
encrypted specifically for that managed node 102a . 
[ 0051 ] If the requesting management node 102a deter 
mines that it does not have the credentials 114 , the request 
ing management node 102a may send a credentials request 
112 to the management server 104. The credentials request 
112 may ask the management server 104 to provide the 
missing credentials 114. The requesting management node 
102a may include its public key 110a in the credentials 
request 112 . 
[ 0052 ] Upon receiving the credentials request 112 from 
the requesting management node 102a , the management 
server 104 may determine whether it has encrypted creden 
tials 114a for the requesting management node 102a in a 
local cache . For example , the management server 104 may 
check its credentials cache 106c to see whether it has stored 
the credentials 114a encrypted using the public key 110a of 
the requesting management node 102a . As described above , 
the encrypted credentials 114a in the credentials cache 106c 
cannot be decrypted by the management server 104 . 
[ 0053 ] If the management server 104 has the encrypted 
credentials 114a for the requesting management node 102a , 
then the management server 104 may send the encrypted 
credentials 114a to the requesting management node 102a in 
a credentials response 124. Upon receiving the credentials 
response 124 , the requesting management node 102a may 
decrypt the encrypted credentials 114a using its private key 
108a . The requesting management node 102a may then use 
the credentials 114a to perform the configured task . 
[ 0054 ] If the management server 104 does not have the 
encrypted credentials 114a for the requesting management 
node 102a , then the management server 104 may send a 
multicast request 126 to one or more peer management 
nodes 102b . These peer management nodes 102b may be in 
the same tenant as the requesting management node 102a . 
The management server 104 may include a list of tenant 
peers 122 that identifies management nodes 102 within the 
same tenant . The management server 104 may send the 
multicast request 126 to one or more of the peer manage 
ment nodes 102b that are included in the list of tenant peers 
122 . 
[ 0055 ] The multicast request 126 may identify which 
credentials 114 are requested . The multicast request 126 may 
also include the public key 110a from the requesting man 
agement node 102a . 
[ 0056 ] Upon receiving the multicast request 126 , a peer 
management node 102b may respond to the multicast 
request 126. This responding peer management node 102b 

ferred to as a responding management node 102b ) may 
validate that the credentials request 112 came from a 
requesting management node 102a that trusts the same 
certificate chain . 
[ 0057 ] If the requesting management node 102a trusts the 
same certificate chain , then , upon validation , the responding 
management node 102b may attempt to resolve the creden 
tials 114 from its local store ( i.e. , credentials cache 1066 ) 
that had previously been set . In this case , the responding 
management node 102b may store encrypted credentials 
114b for itself These encrypted credentials 114b may be 
encrypted with the public key 110b of the responding 
management node 102b . 
[ 0058 ] It should be noted that on a peer management node 
102b , the credentials 114b may be encrypted , but they are 

encrypted in a different manner than on the management 
server 104. In this case , the encrypted credentials 114b 
stored on the peer management node 102b are decryptable 
by the peer management node 102b , whereas the encrypted 
credentials 114a stored on the management server 104 are 
not decryptable by the management server 104 . 
[ 0059 ] Furthermore , the credentials 114b on a peer man 
agement node 102b may not be encrypted at all . In other 
words , the peer management node 102b may store creden 
tials 106b in the credentials cache 106b in an unencrypted 
state . 

[ 0060 ] If the responding management node 102b stores 
encrypted credentials 114b , then the responding manage 
ment node 102b may decrypt the encrypted credentials 114b 
using its private key 1086. The responding management 
node 102b may then re - encrypt the credential 114b using the 
public key 110a of the requesting management node 102a 
that was included in the multicast request 126. Unless the 
responding management node 102b decrypts and shares the 
previously encrypted credentials 114b , there is no feasible 
approach other than re - entry by the user to encrypt the 
credentials 114 for the newly registered requesting manage 
ment node 102a . 
[ 0061 ] The responding management node 102b may then 
send a unicast response 130 to the management server 104 . 
The unicast response 130 may include the credentials 114 
that are encrypted for the requesting management node 
102a . The management server 104 may ( optionally ) store 
these encrypted credentials 114 in its credentials cache 106c . 
The management server 104 may then send the encrypted 
credentials 114 to the requesting management node 102a in 
a credentials response 124 . 
[ 0062 ] Upon receiving the credentials response 124 , the 
requesting management node 102a may decrypt the creden 
tials 114 using its private key 108a . The requesting man 
agement node 102a may then store the credentials locally for 
immediate or future use . 
[ 0063 ] In an implementation , the described systems and 
methods may enable secure distribution , replication of con 
fidential information . This replication may be used for 
disaster recovery scenarios . For example , in a multi - man 
agement node 102 network 100 , one or more management 
nodes 102 may be lost , destroyed or corrupted . 
[ 0064 ] In re - installation of a lost endpoint ( i.e. , a lost 
management node 102 ) , registration to the same tenancy 
allows automated recovery of confidential information from 
peer sources . For example , a user may reinstall a manage 
ment node 102 on the network 100. The reinstalled man 
agement node 102 may then register with the management 
server 104 to acquire any credentials 114 as described above . 
The end user does not need to do any additional data entry 
to recover these credentials 114 . 
[ 0065 ] The described systems and methods enable global 
management and re - use of confidential information such as 
passwords without ever allowing the credentials 114 to be 
persisted in the cloud ( e.g. , the management server 104 ) in 
a manner in which the confidential information may be 
decrypted . 
[ 0066 ] FIG . 2 is a flow diagram illustrating one configu 
ration of a method 200 for credentials 114 distribution . The 
method 200 may be implemented by a management server 
104. The management server 104 may be in communication 
with one or more management nodes 102 via a network 100 . 



US 2021/0385208 A1 Dec. 9 , 2021 
5 

[ 0067 ] The management server 104 may receive 202 a 
credentials request 112 from a requesting management node 
102a . The credentials request 112 may include a public key 
110a of the requesting management node 102a . For 
example , the requesting management node 102a may send 
the credentials request 112 to the management server 104 
upon determining that the credentials 114 required to per 
form a task cannot be resolved or acquired . 
[ 0068 ] The management server 104 may determine 204 
whether it has credentials 114 encrypted for the requesting 
management node 102a in a local cache . The credentials 114 
may be encrypted using the public key 110a of the request 
ing management node 102a and cannot be decrypted by the 
management server 104 . 
[ 0069 ] The management server 104 may send 206 the 
encrypted credentials 114 to the requesting management 
node 102a when the management server 104 has the 
encrypted credentials 114. If the management server 104 
determines 204 that it has encrypted credentials 114 for the 
requesting management node 102a in a credentials cache 
106c , the management server 104 may send 206 the 
encrypted credentials 114 to the requesting management 
node 102a . 
[ 0070 ] If the management server 104 determines 204 that 
it does not have encrypted credentials 114 for the requesting 
management node 102a , then the management server 104 
may send a multicast request 126 to one or more peer 
management nodes 102b . The multicast request 126 may 
include the public key 110a of the requesting management 
node 102a . 
[ 0071 ] Upon receiving the multicast request 126 , a 
responding management node 102b may validate that the 
requesting management node 102a is trusted to receive 
credentials . This may be done by testing the certificate of the 
requesting management node 102a with its certificate chain . 
[ 0072 ] Upon validation , the responding management node 
102b may resolve the credentials 114 from its local store 
( e.g. , credentials cache 106b ) and may decrypt the creden 
tials 114 using its private key 108b . The responding man 
agement node 102b may then re - encrypt the credentials 114 
using the public key 110a of the requesting management 
node 102a . The responding management node 102b may 
send the encrypted credentials 114 in a unicast response 130 
to the management server 104 . 
[ 0073 ] Upon receiving the unicast response 130 , the man 
agement server 104 may send 206 the encrypted credentials 
114 received from the responding management node 102b to 
the requesting management node 102a in a credentials 
response 124. The requesting management node 102a can 
decrypt the encrypted credentials 114 using its private key 
108a . 
[ 0074 ] FIG . 3 is a flow diagram illustrating a configuration 
of a method 300 for credentials 
[ 0075 ] 114 distribution implemented by a requesting man 
agement node 102a . The requesting management node 102a 
may be in communication with a management server 104 via 
a network 100 that includes one or more peer management 
nodes 102b . 
[ 0076 ] The requesting management node 102a may send 
302 a credential ID request to the management server 104 . 
The management server 104 may have a credentials list 118 
that includes the credential IDs 120 for one or more cre 
dentials 114 that the requesting management node 102a 
should have to perform its tasks . 

[ 0077 ] The requesting management node 102a may 
receive 304 one or more credential IDs 120 from the 
management server 104. For example , upon receiving the 
credential ID request , the management server 104 may send 
the one or more credential IDs 120 to the requesting man 
agement node 102a . 
[ 0078 ] The requesting management node 102a may deter 
mine 306 that credentials 114 required to perform a task 
cannot be resolved or acquired . For example , the requesting 
management node 102a may check its credentials cache 
106a using the one or more credential IDs 120. The request 
ing management node 102a may determine that it does not 
have one or more credentials 114 indicated by the credential 
IDs 120 . 
[ 0079 ] The requesting management node 102a may send 
308 a credentials request 112 to the management server 104 . 
The credentials request 112 may include the public key 110a 
of the requesting management node 102a . The credentials 
request 112 may identify the one or more credentials 114 that 
the requesting management node 102a is missing . 
[ 0080 ] The requesting management node 102a may 
receive 310 a credentials response 124 from the manage 
ment server 104 that includes the requested credentials 114 
encrypted using the public key 110a . For example , upon 
receiving the credentials request 112 , the management 
server 104 may determine whether encrypted credentials 114 
for the requesting management node 102a are in its creden 
tials cache 106c . The encrypted credentials 114 may be 
encrypted using the public key 110a of the requesting 
management node 102a and cannot be decrypted by the 
management server 104 . 
[ 0081 ] In one case , if the management server 104 has the 
encrypted credentials 114a already encrypted with the public 
key 110a of the requesting management node 102a stored in 
its credentials cache 106c , the management server 104 may 
send the encrypted credentials 114a to the requesting man 
agement node 102a in a credentials response 124. In another 
case , if the management server 104 determines that it does 
not have encrypted credentials 114a for the requesting 
management node 102a , then the management server 104 
may send a multicast request 126 to one or more peer 
management nodes 102b . The multicast request 126 may 
include the public key 110a of the requesting management 
node 102a . 

[ 0082 ] A responding management node 1025 may resolve 
the credentials 114 from its local store , decrypt the creden 
tials 114 using its private key 108b , and then re - encrypt the 
credentials 114 using the public key 110a of the requesting 
management node 102a . The requesting management node 
102a may then send the encrypted credentials 114 in a 
unicast response 130 to the management server 104. Upon 
receiving the unicast response 130 , the management server 
104 may send the encrypted credentials 114 received from 
the responding management node 102b to the requesting 
management node 102a in a credentials response 124 . 
[ 0083 ] The requesting management node 102a may 
decrypt 312 the encrypted credentials 114 using its private 
key 108a . Because the credentials 114 were encrypted using 
the public key 110a of the requesting management node 
102a , the requesting management node 102a may decrypt 
312 the credentials 114 received in the credentials response 
124. The requesting management node 102a may immedi 
ately use the decrypted credentials 114. The requesting 
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management node 102a may store the credentials 114 in its 
credentials cache 106a for future use . 
[ 0084 ] FIG . 4 is a flow diagram illustrating a configuration 
of a method 400 for credentials 114 distribution imple 
mented by a management server 104. The management 
server 104 may be in communication with one or more 
management nodes 102 via a network 100 . 
[ 0085 ] The management server 104 may receive 402 a 
credentials request 112 from a requesting management node 
102a . The credentials request 112 may include a public key 
110a of the requesting management node 102a . 
[ 0086 ] The management server 104 may determine 404 
whether credentials 114 encrypted for the requesting man 
agement node 102a are in a credentials cache 106c . The 
credentials 114 may be encrypted using the public key 110a 
of the requesting management node 102a and cannot be 
decrypted by the management server 104. If the manage 
ment server 104 has the encrypted credentials 114a stored in 
the credentials cache 106c , the management server 104 may 
send 406 the encrypted credentials 114a to the requesting 
management node 102a . 
[ 0087 ] If the management server 104 determines 404 that 
it does not have encrypted credentials 114 for the requesting 
management node 102a , then the management server 104 
may send 408 a multicast request 126 to one or more peer 
management nodes 102b . The multicast request 126 may 
include the public key 110a of the requesting management 
node 102a . The requesting management node 102a and the 
one or more peer management nodes 102b may be part of the 
same tenancy . 
[ 0088 ] The management server 104 may receive 410 a 
unicast response 130 from a responding management node 
102b . The unicast response 130 may include encrypted 
credentials 114 for the requesting management node 102a . 
For example , the responding management node 102b may 
resolve the credentials 114 from its local store , decrypt the 
credentials 114 using its private key 108b , and then re 
encrypt the credentials 114 using the public key 110a of the 
requesting management node 102a . The responding man 
agement node 102b may then send the encrypted credentials 
114 in a unicast response 130 to the management server 104 . 
[ 0089 ] Upon receiving the unicast response 130 , the man 
agement server 104 may send 412 the encrypted credentials 
114 received from the responding management node 102b to 
the requesting management node 102a . The management 
server 104 may send 412 the credentials 114 in a credentials 
response 124. The requesting management node 102a can 
decrypt the encrypted credentials 114 using its private key 
108a . 
[ 0090 ) FIG . 5 is a flow diagram illustrating a configuration 
of a method 500 for credentials 
[ 0091 ] 114 distribution implemented by a responding 
management node 102b . The responding management node 
1026 may be in communication with a management server 
104 via a network 100 that includes a requesting manage 
ment node 102a . 
[ 0092 ] The responding management node 102b may 
receive 502 a multicast request 126 from the management 
server 104. The multicast request 126 may include the public 
key 110a of the requesting management node 102a . For 
example , the requesting management node 102a may send a 
credentials request 112 to the management server 104 that 
includes the public key 110a . If the management server 104 
does not have the credentials 114a encrypted with the public 

key 110a stored in its credentials cache 106c , the manage 
ment server 104 may send the multicast request 126 to one 
or more peer management nodes 102b in the network 100 . 
[ 0093 ] Upon receiving the multicast request 126 , the 
responding management node 102b may validate 504 that 
the requesting management node 102a trusts the same 
certificate chain . For example , the responding management 
node 102b may determine that it and the requesting man 
agement node 102a belong to the same tenant . 
[ 0094 ] Upon validation , the responding management node 
102b may resolve 506 the credentials 114 from its local store 
( e.g. , credentials cache 106b ) . If the credentials 114 are 
encrypted , the responding management node 102b may 
decrypt 508 the credentials 114 using its private key 108b . 
The responding management node 102b may then encrypt 
510 the credentials 114 using the public key 110a of the 
requesting management node 102a . 
[ 0095 ] The responding management node 102b may send 
512 a unicast response 130 to the management server 104 . 
The unicast response 130 may include the encrypted cre 
dentials 114 for the requesting management node 102a . The 
management server 104 may then forward the encrypted 
credentials 114 to the requesting management node 102a in 
a credentials response 124 . 
[ 0096 ] FIG . 6 is a sequence diagram illustrating an imple 
mentation of credentials 114 distribution according to the 
systems and methods described herein . A network 100 may 
include a requesting management node 602a , a responding 
management node 602b and a management server 604 . 
[ 0097 ] The requesting management node 602a may deter 
mine 601 that it needs to acquire credentials 114 to perform 
a task . For example , the requesting management node 602a 
may need the credentials 114 to perform an administrative 
task on a node within its network segment . The requesting 
management node 602a may make this determination based 
on one or more credential IDs 120 provided by the man 
agement server 604 . 
[ 0098 ] The requesting management node 602a may send 
603 a credentials request 112 to the management server 604 . 
The management server 604 may check 605 its local cache 
( e.g. , credentials cache 106c ) for the requested credentials 
114. The credentials 114 may be encrypted using the public 
key 110a of the requesting management node 602a and 
cannot be decrypted by the management server 604 . 
[ 0099 ] In a first case ( Case 1 ) , the management server 604 
has the encrypted credentials 114a stored in its local cache . 
In this case , the management server 604 may send 607 a 
credentials response 124 that includes the encrypted creden 
tials 114a to the requesting management node 602a . 
[ 0100 ] In a second case ( Case 2 ) , the management server 
604 does not have the encrypted credentials 114a stored in 
its local cache . In this case , the management server 604 may 
send 609 a multicast request 126 to one or more peer 
management nodes 102b ( including the responding manage 
ment node 602b ) . The peer management nodes 102b may be 
included in the same tenancy as the requesting management 
node 602a . The multicast request 126 may include the public 
key 110a of the requesting management node 602a . 
[ 0101 ] Upon receiving the multicast request 126 , the 
responding management node 602b may validate that the 
requesting management node 602a is trusted to receive 
credentials . This may be done by testing the certificate of the 
requesting management node 602a with its certificate chain . 
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[ 0102 ] Upon validation , the responding management node 
602b may resolve 611 the credentials 114 from its local store 
( e.g. , credentials cache 106b ) . The responding management 
node 602b may decrypt 613 the credentials 114 using its 
private key 108b . The responding management node 602b 
may then re - encrypt 615 the credentials 114 using the public 
key 110a of the requesting management node 602a . 
[ 0103 ] The responding management node 602b may send 
617 a unicast response 130 to the management server 604 . 
The unicast response 130 may include the encrypted cre 
dentials 114 for the requesting management node 602a . 
[ 0104 ] The management server 604 may ( optionally ) store 
619 the encrypted credentials 114 in its credentials cache 
106c . The management server 604 may then send 621 the 
encrypted credentials 114 to the requesting management 
node 602a in a credentials response 124. The requesting 
management node 602a may decrypt 623 the encrypted 
credentials 114 using its private key 108a . 
[ 0105 ] FIG . 7 is a block diagram that illustrates one 
configuration of a network 700 where systems and methods 
for credentials 114 distribution may be implemented . A 
management server 704 is connected to a router 744. The 
router 744 is connected to switches 746a , 746b , and 746c . 
The switch 746a is connected to several nodes 750a , 7506 , 
750c , etc. , via their respective subnets 748a , 748b , and 748c . 
The switch 746b is connected to several nodes 750d , 750e , 
750f , etc. , via their respective subnets 748d , 748e , and 748f . 
The switch 746c is connected to several nodes 750g , 750h , 
and 750i , etc. , via their respective subnets 748g , 748h and 
748i . Subnet I 748i includes one or more management nodes 
702 . 
[ 0106 ] Although FIG . 7 only shows one router 744 , and a 
limited number of switches 746 , subnets 748 and nodes 750 , 
many and varied numbers of routers 744 , switches 746 , 
subnets 748 and nodes 750 may be included in networks 
and / or systems that may implement systems and methods for 
credentials 114 distribution . 
[ 0107 ] It should be noted that the management server 704 
may be implemented in accordance with the management 
server 104 described in connection with FIG . 1. Further 
more , the management nodes 702 may be examples of one 
or more of the requesting management node 102a and peer 
management nodes 102b described herein . 
[ 0108 ] FIG . 8 illustrates various components that may be 
utilized in a computing device 852. The computing device 
852 may be configured in accordance with one or more of 
the requesting management nodes 102a , 602a , the peer 
management node 102b and the management servers 104 , 
604 , 704 and the responding management node 602b 
described herein . 
[ 0109 ] The computing device 852 may include a processor 
803 and memory 805. The memory 805 may include instruc 
tions 807a and data 809a . The processor 803 controls the 
operation of the computing device 852 and may be , for 
example , a microprocessor , a microcontroller , a digital sig 
nal processor ( DSP ) or other device known in the art . The 
processor 803 typically performs logical and arithmetic 
operations based on program instructions 807b and / or data 
809b received from the memory 805 . 
[ 0110 ] The computing device 852 typically may include 
one or more communication interfaces 811 for communi 
cating with other electronic devices . The communication 
interfaces 811 may be based on wired communication tech 
nology , wireless communication technology or both . 

Examples of different types of communication interfaces 
811 include a serial port , a parallel port , a Universal Serial 
Bus ( USB ) , an Ethernet adapter , an IEEE bus interface , a 
small computer system interface ( SCSI ) bus interface , an 
infrared ( IR ) communication port , a Bluetooth wireless 
communication adapter and so forth . 
[ 0111 ] The computing device 852 typically may include 
one or more input devices 813 and one or more output 
devices 815. Examples of different kinds of input devices 
813 include a keyboard , mouse , microphone , remote control 
device , button , joystick , trackball , touchpad , lightpen , etc. 
Examples of different kinds of output devices 815 include a 
speaker , printer , etc. One specific type of output device that 
may be included in a computer system is a display device 
817. Display devices 817 used with configurations disclosed 
herein may utilize any suitable image projection technology , 
such as liquid crystal display ( LCD ) , light - emitting diode 
( LED ) , gas plasma , electroluminescence , a cathode ray tube 
( CRT ) or the like . 
[ 0112 ] A display controller 819 may also be provided , for 
converting data stored in the memory 805 into text , graphics 
and / or moving images ( as appropriate ) shown on the display 
device 817. Of course , FIG . 8 illustrates only one possible 
configuration of a computing device 852. Various other 
architectures and components may be utilized . 
[ 0113 ] In the above description , reference numbers have 
sometimes been used in connection with various terms . 
Where a term is used in connection with a reference number , 
this is meant to refer to a specific element that is shown in 
one or more of the Figures . Where a term is used without a 
reference number , this is meant to refer generally to the term 
without limitation to any particular Figure . 
[ 0114 ] The term “ determining ” encompasses a wide vari 
ety of actions and , therefore , “ determining ” can include calculating , computing , processing , deriving , investigating , 
looking up ( e.g. , looking up in a table , a database or another 
data structure ) , ascertaining and the like . Also , " determin 
ing " can include receiving ( e.g. , receiving information ) , 
accessing ( e.g. , accessing data in a memory ) and the like . 
Also , “ determining ” can include resolving , selecting , choos 
ing , establishing and the like . 
[ 0115 ] The phrase " based on ” does not mean “ based only 
on , ” unless expressly specified otherwise . In other words , 
the phrase " based on ” describes both “ based only on ” and 
“ based at least on . " 
[ 0116 ] The term “ processor ” should be interpreted broadly 
to encompass a general purpose processor , a central pro 
cessing unit ( CPU ) , a microprocessor , a digital signal pro 
cessor ( DSP ) , a controller , a microcontroller , a state machine 
and so forth . Under some circumstances , a “ processor ” may 
refer to an application specific integrated circuit ( ASIC ) , a 
programmable logic device ( PLD ) , a field programmable 
gate array ( FPGA ) , etc. The term “ processor ” may refer to 
a combination of processing devices , e.g. , a combination of 
a DSP and a microprocessor , a plurality of microprocessors , 
one or more microprocessors in conjunction with a DSP core 
or any other such configuration . 
[ 0117 ] The term “ memory ” should be interpreted broadly 
to encompass any electronic component capable of storing 
electronic information . The term memory may refer to 
various types of processor - readable media such as random 
access memory ( RAM ) , read - only memory ( ROM ) , non 
volatile random access memory ( NVRAM ) , programmable 
read - only memory ( PROM ) , erasable programmable read 
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only memory ( EPROM ) , electrically erasable PROM ( EE 
PROM ) , flash memory , magnetic or optical data storage , 
registers , etc. Memory is said to be in electronic communi 
cation with a processor if the processor can read information 
from and / or write information to the memory . Memory that 
is integral to a processor is in electronic communication with 
the processor . 
[ 0118 ] The terms “ instructions ” and " code " should be 
interpreted broadly to include any type of computer - readable 
statement ( s ) . For example , the terms “ instructions ” and 
" code ” may refer to one or more programs , routines , sub 
routines , functions , procedures , etc. “ Instructions ” and 
" code ” may comprise a single computer - readable statement 
or many computer - readable statements . 
[ 0119 ] The term " computer - readable medium ” refers to 
any available non - transitory tangible medium that can be 
accessed by a computer or processor . By way of example , 
and not limitation , a computer - readable medium may com 
prise RAM , ROM , EEPROM , CD - ROM or other optical 
disk storage , magnetic disk storage or other magnetic stor 
age devices or any other medium that can be used to carry 
or store desired program code in the form of instructions or 
data structures and that can be accessed by a computer . Disk 
and disc , as used herein , include compact disc ( CD ) , laser 
disc , optical disc , digital versatile disc ( DVD ) , floppy disk 
and Blu - ray® disc where disks usually reproduce data 
magnetically , while discs reproduce data optically with 
lasers . 
[ 0120 ] Software or instructions may also be transmitted 
over a transmission medium . For example , if the software is 
transmitted from a website , server or other remote source 
using a coaxial cable , fiber optic cable , twisted pair , digital 
subscriber line ( DSL ) or wireless technologies such as 
infrared , radio , and microwave , then the coaxial cable , fiber 
optic cable , twisted pair , DSL or wireless technologies such 
as infrared , radio and microwave are included in the defi 
nition of transmission medium . 
[ 0121 ] The methods disclosed herein comprise one or 
more steps or actions for achieving the described methods . 
The method eps and / or actions may be interchanged with 
one another without departing from the scope of the claims . 
In other words , unless a specific order of steps or actions is 
required for proper operation of the method that is being 
described , the order and / or use of specific steps and / or 
actions may be modified without departing from the scope of 
the claims . 
[ 0122 ] It is to be understood that the claims are not limited 
to the precise configuration and components illustrated 
above . Various modifications , changes and variations may 
be made in the arrangement , operation and details of the 
systems , methods and apparatus described herein without 
departing from the scope of the claims . 
What is claimed is : 
1. A system configured for secure distribution , replication , 

and recovery of credentials , the system comprising : 
a memory ; and 
one or more processors associated with a management 
node and operatively coupled to the memory , the one or 
more processors configured to : 

send a credential identification ( ID ) request to a manage 
ment server ; 

receive , from the management server , a credential ID for 
a required credential from the management server ; 

send , to the management server , a request for the required 
credential that corresponds to the credential ID , 
wherein : 
the request includes a public key of the management 

node , 
the request is formatted to trigger the management 

server to send an encrypted instance of the credential 
to the management node that is encrypted using the 
public key of the management node , and 

receive the encrypted instance of the credential ; and 
decrypt the encrypted instance of the credential using a 

private key of the management node to obtain the 
credential . 

2. The system of claim 1 , wherein : 
the management node is a first management node in a 

network ; 
the network further includes a second management node ; 

and 
the encrypted instance of the credential is obtained by the 
management server from the second management node 
responsive to a request multicast by the management 
server prior to sending the encrypted instance of the 
credential to the first management node . 

3. The system of claim 1 , wherein the one or more 
processors are further configured to : 

determine that the credential is required to perform a task ; 
determine that the credential is not stored in the memory , 

wherein the request for the credential is sent responsive 
to a determination that the credential is not stored in the 
memory ; and 

perform the task using the credential after the encrypted 
instance of the credential is decrypted . 

4. The system of claim 1 , wherein the one or more 
processors are further configured to : 

receive , from a user interface , information indicating that 
performance of a task requires the credential ; and 

after receiving the information , determine that the cre 
dential is not stored in the memory , 

wherein the request for the credential is sent in response 
to a determination that the credential is not stored in the 
memory . 

5. The system of claim 1 , wherein : 
the management node is a first management node ; 
the credential is a first credential ; 
the one or more processors are further configured to : 
receive , from the management server , a multicast request 

including a public key of a second management node 
and requesting a second credential for the second 
management node ; 

in response to the memory including the second creden 
tial : 
encrypt the second credential using the public key of 

the second management node to produce an 
encrypted instance of the second credential ; and 

send , via a unicast communication , the encrypted 
instance of the second credential to the management 

a 

a 

server ; and 

a 
the first management node and the second management 

node are peer management nodes in a network having 
common tenancy . 

6. The system of claim 1 , wherein : 
the management node is a first management node ; 
the credential is a first credential ; and 
the one or more processors are further configured to : 
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the one or more processors are further configured to : 
receive , from the management server , a multicast request 

including a public key of a second management node 
and requesting a second credential for the second 
management node ; 

in response to the memory including the second creden 
tial : 
encrypt the second credential using the public key of 

the second management node to produce an 
encrypted instance of the second credential ; and 

send , via a unicast communication , the encrypted 
instance of the second credential to the management 
server ; and 

a 

receive , from the management server , a multicast request 
including a public key of a second management node 
and requesting a second credential for the second 
management node ; 

when the memory includes a first encrypted instance of 
the second credential encrypted using the public key of 
the first management node : 
decrypt the first encrypted instance of the second 

credential using the private key of the first manage 
ment node to obtain the second credential ; 

encrypt the second credential using the public key of 
the second management node to produce a second 
encrypted instance of the second credential ; and 

send the second encrypted instance of the second 
credential to the management server . 

7. A method of secure distribution , replication , and recov 
ery of credentials , the method comprising : 

sending a credential identification ( ID ) request to a man 
agement server ; 

receiving , from the management server , a credential ID 
for a required credential from the management server ; 

sending , to the management server , a request for the 
required credential that corresponds to the credential 
ID , wherein : 
the request includes a public key of the management 
node , 

the request is formatted to trigger the management 
server to send an encrypted instance of the credential 
to the management node that is encrypted using the 
public key of the management node , and 

receiving the encrypted instance of the credential ; and 
decrypting the encrypted instance of the credential using 

a private key of the management node to obtain the 
credential . 

8. The method of claim 7 , wherein : 
the management node is a first management node in a 

network ; 
the network further includes a second management node ; 

and 
the encrypted instance of the credential is obtained by the 
management server from the second management node 
responsive to a request multicast by the management 
server prior to sending the encrypted instance of the 
credential to the first management node . 

9. The method of claim 7 , further comprising : 
determining that the credential is required to perform a 

task ; 
determining that the credential is not stored in the 
memory , wherein the request for the credential is sent 
responsive to a determination that the credential is not 
stored in the memory ; and 

performing the task using the credential after the 
encrypted instance of the credential is decrypted . 

10. The method of claim 7 , further comprising : 
receiving , from a user interface , information indicating 

that performance of a task requires the credential ; and 
after receiving the information , determining that the cre 

dential is not stored in the memory , 
wherein the request for the credential is sent in response 

to a determination that the credential is not stored in the 
memory . 

11. The method of claim 7 , wherein : 
the management node is a first management node ; 
the credential is a first credential ; 

the first management node and the second management 
node are peer management nodes in a network having 
common tenancy . 

12. The method of claim 7 , wherein : 
the management node is a first management node ; 
the credential is a first credential ; and 
the one or more processors are further configured to : 
receive , from the management server , a multicast request 

including a public key of a second management node 
and requesting a second credential for the second 
management node ; 

when the memory includes a first encrypted instance of 
the second credential encrypted using the public key of 
the first management node : 
decrypt the first encrypted instance of the second 

credential using the private key of the first manage 
ment node obtain the second credential ; 

encrypt the second credential using the public key of 
the second management node to produce a second 
encrypted instance of the second credential ; and 

send the second encrypted instance of the second 
credential to the management server . 

13. A system configured for secure distribution , replica 
tion , and recovery of credentials , the system comprising : 

a memory ; and 
one or more processors associated with a first manage 
ment node and operatively coupled to the memory , the 
one or more processors configured to : 

receive , from a management server , a multicast request 
including a public key of a second management node 
and requesting a credential for the second management 
node ; 

obtain the credential from the memory ; 
encrypt the credential using the received public key of the 

second management node to produce an encrypted 
instance of the credential that is decryptable using a 
private key of the second management node ; and 

communicate the encrypted instance of the credential to 
the second management node such that the credential is 
secured as the encrypted instance of the credential is 
sent to the second management node . 

14. The system of claim 13 , wherein : 
the first management node and the second management 

node have common tenancy ; 
the management server is configured to coordinate man 

agement - related operations for the common tenancy ; 
and 

the common tenancy is enrolled in a public key infra 
structure ( PKI ) that shares trust across the common 
tenancy . 

a 



US 2021/0385208 A1 Dec. 9 , 2021 
10 

management node prior to the encryption of the cre 
dential using the public key of the second management 
node . 

17. The system of claim 13 , wherein : 
the multicast request further includes a certificate of the 

second management node , the certificate being specific 
to the common tenancy ; 

the one or more processors are further configured to : 
test the certificate of the second management node with a 

certificate chain of the first management node ; and 
validate that the second management node is trusted to 

receive the credential based on the test of the certifi 
cate ; and 

15. The system of claim 13 , wherein : 
the first management node and the second management 

node are included in a plurality of peer management 
nodes that is managed by the management server ; 

the plurality of peer management nodes has common 
tenancy ; 

the credential includes a first credential of a set of 
credentials ; 

each credential of the set of credentials is associated with 
one management node of the plurality of peer manage 
ment nodes ; 

the memory of the first management node is configured to 
store a set of encrypted instances of credentials ; and 

the set of encrypted instances includes a stored encrypted 
instance of each credential of the set of credentials that 
is encrypted using a public key of the first management 
node . 

16. The system of claim 13 , wherein : 
the credential obtained from the memory is a stored 

encrypted instance of the credential of the second 
management node that is encrypted using the public 
key of the first management node ; and 

the one or more processors are configured to decrypt the 
stored encrypted instance of the credential obtained 
from the memory using a private key of the first 

a 

the encrypted instance of the credential is sent responsive 
to validation of the second management node as trusted 
to receive the credential . 

18. The system of claim 13 , wherein : 
the one or more processors are configured to send the 

encrypted instance of the credential to the second 
management node by sending the encrypted instance of 
the credential to a management server such that the 
management server : 

stores the encrypted instance of the credential in a 
memory of the management server ; and 

sends the encrypted instance of the credential to the 
second management node . 


