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A control device configured to receive a service request that
comprises a request for a resource associated with a network
function or a network service in the communication system,
obtain a descriptor based on the service request, derive a
metadata of a service availability level from the descriptor,
obtain a commissioning value, wherein the commissioning
value is associated with requirements for a service, map the
commissioning value with the metadata of the service avail-
ability level, derive the service availability level for the
resource associated with the network function or the net-

Continuation of application No. PCT/EP2016/ work service based on the mapped commissioning value
070446, filed on Aug. 31, 2016. with the metadata of the service availability level. A corre-
sponding resource manager derives an assigned resource
Publication Classification corresponding to the resource associated with the network
function or the network service and the assigned resource
Int. CL fulfills the derived service availability and reliability

HO4L 29/08 (2006.01) requirement for the resource.
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CONTROL DEVICE, RESOURCE MANAGER
AND METHODS THEREOF

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of International
Application No. PCT/EP2016/070446, filed on Aug. 31,
2016, the disclosure of which is hereby incorporated by
reference in its entirety.

TECHNICAL FIELD

[0002] The disclosure relates to a control device and a
resource manager. Furthermore, the disclosure also relates to
corresponding methods, a computer program, and a com-
puter program product.

BACKGROUND

[0003] FEuropean Telecommunications Standards Institute
(ETSI) has defined network function virtualization (NFV)
architectural framework depicting the functional blocks and
reference points in the NFV framework. A network service
can be viewed architecturally as a forwarding graph of
Network Functions (NFs) interconnected by supporting net-
work infrastructure. The underlying network function
behavior contributes to the behavior of the higher-level
service. Hence, the network service behavior is a combina-
tion of the behavior of its constituent functional blocks,
which can include individual NFs, NF Sets, NF Forwarding
Graphs, and/or the infrastructure network.

[0004] Virtualized Network Function (VNF) Forwarding
Graph (VNFFG) is the topology of the Network Service
(NS) or a portion of the Network Service consisted of a set
of VNFs and virtual links connected between VNFs. The
Network Service (NS) is described by a few descriptors:

[0005] Network Service (NS) descriptor.

[0006] VNF Forwarding Graph (VNFFG) descriptor.
[0007] Virtualized Network Function (VNF) descriptor.
[0008] Physical Network Function (PNF) descriptor.
[0009] Virtual Link (VL) descriptors.

[0010] The Network Service Chaining (NSC) in NFV is

the instantiation of the Network Service in VNFNG which
includes the instantiation of VNFs and the creation of VLs
for network connections inside VNF and between VNF. The
creation of VLs has specified the service requirements for
steering traffic through VNFNG.

[0011] In this disclosure, NFV Network Service Chaining
is considered in which a Network Service with one or
multiple service types (or user groups) called service flows
which are assigned onto the VNFFG. Thus, one NSC could
support one or multiple service flows specified with service
parameters, such as Quality of Service (QoS), co-location,
physical separation, regulation constrains, service reliability
and availability, security, etc.

[0012] Insider the VNF or PNF, the internal service graph
is consisted by a few entities, e.g., resource entities (such as
virtual machines (VMs) or containers or computing blades
(in PNF case)) and internal virtual link entities, such as
vSwitches and physical networking components. Each VM,
or container or blade might support multiple processes or
SW components. As the extension of NSC into VNF, the
internal service chaining (one or multiple service flows)
therefore will be supported by networking, HW, Hypervisor,
VM, service processes, etc.
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[0013] From service availability and reliability’s point of
view, the service availability requirements of a NS are
applicable to both the external and internal service chaining.

[0014] For a traditional high availability system, e.g.,
telecom network element, the service availability is quite
difficult to be operated from end-to-end. All applications or
services in traditional systems are designed with the same
level of service availability or resilience without any differ-
entia.

[0015] The actual “needed” availability and reliability of
the services have not been considered in implementation.
For example, web browsing service, could tolerate 20-30
seconds of service interruption because of failure without
impacting the user experience. However, the current system
provides only one level of resilience typically within 5-10
seconds failure recovery time. Thus, over-provisioning sys-
tem resource has been assigned to the service with low
service availability requirement.

[0016] One of the NFV key design objectives has been
specified as the end-to-end availability of telecommunica-
tion services. This requires that NFV frameworks shall
ensure that not all services need to be “built to the peak”, but
Service Level Agreements (SLAs) can be defined and
applied according to given resiliency classes. The service
reliability and availability requirements for a few of service
availability levels have been specified in NFV. The service
availability level is not only given the indication of the
priority of service, but also given the service recovery time
requirement and priority for failure recovery.

[0017] However, it has not been given how end-to-end
service availability is operated nor specified any mechanism
for end-to-end service availability management.

[0018] In a conventional solution it has been proposed to
the service availability and reliability management is done in
following ways:

[0019] After NFVO obtains the service availability lev-
els (SALs) which are commissioned based on the
service flows (in a NS) differently, it sends SALs
together with other resource parameters to VIM for
requesting the virtual resources for NS instantiation.

[0020] VIM schedules resources based on the service
availability and reliability requirements specified by
SAL. At the same time, it maintains the established
resource to fulfill the requirements.

[0021] However, the conventional solution has a number
of limitations.
[0022] Limitations for the solution of SAL values speci-

fied in descriptor are e.g.:

[0023] Since descriptors (e.g., VNFDs, VDUs and
VLDs) are shipped by vendors to service providers
before the service availability level of each service flow
is commissioned by service providers, the values of
SAL in descriptors for specifying requirements to the
(service) associated virtual resources by vendors might
not match the service availability and reliability
requirements indicated by the SALs commissioned to
service flows by service providers.

[0024] Since VNFs consisted of a network service chain
(NSC) might be provided by multiple vendors, each
vendor might configure different value of SAL for the
same service flow. Thus the SAL values for a service
flow in a NS might not be the same and cannot change
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by the service providers if the values are incompatible
(i.e., SAL incompatibility in a NSC (E-to-E incompat-
ibility)).
[0025] Limitations in the architecture of service availabil-
ity management are e.g.:

[0026] The consumers of VIM (i.e. NFVO and VNFM)
have no functionality to orchestrate the availability and
reliability attributes of virtual resources by using SAL.

[0027] The consumers of VIM (i.e. NFVO and VNFM)
have no visibility for the availability and reliability
attributions of the virtual resource managed by VIM.
The orchestration of virtual resources could not be
managed efficiently according to the principle of the
differentiation of service availability.

[0028] The requests of the virtual resource establish-
ment to NFVO/VNFM/VIM might be with different
values of SAL. However, the solution has not defined
how the attributions (e.g., priority for virtual resource
allocation/reservation, congestion control, failure
recovery, etc.) of service availability and reliability
specified by SAL are fulfilled during NS instantiation,
NS/VNF scaling, overload and failure or disaster
recovery.

[0029] In addition, there is limitation in current NFV
virtual management specification. A tenant which is one or
more NFV MANO service users can share access to a set of
physical, virtual or service resources. NFV has defined that
the consumers of VIM (i.e. NFVO and VNFM) can specify
the requested resource in the pool grouping to a tenant and
a location zone. However, the resource pool to a tenant in a
location zone may have different availability and reliability
attributions, the NFVO or VNFM could not select the
resource group with certain availability and reliability attri-
butions.

SUMMARY

[0030] An objective of embodiments of the disclosure is to
provide a solution which mitigates or solves the drawbacks
and problems of conventional solutions.

[0031] The above and further objectives are achieved by
the subject matter of the independent claims. Further advan-
tageous implementation forms of the disclosure are defined
by the dependent claims.

[0032] According to a first aspect of the disclosure, the
above mentioned and other objectives are achieved with a
control device for enabling service availability management
in a communication system, the control device comprising a
processor configured to

[0033] receive a service request, wherein the service
request comprises a request for a resource associated with a
network function or a network service in the communication
system,

[0034] obtain a descriptor based on the service request,
[0035] derive a metadata of a service availability level
from the descriptor,

[0036] obtain a commissioning value, wherein the com-
missioning value is associated with requirements for a
service,

[0037] map the commissioning value with the metadata of
the service availability level,

[0038] derive the service availability level for the resource
associated with the network function or the network service
based on the mapped commissioning value with the meta-
data of the service availability level.
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[0039] The descriptor may e.g. be a virtual network func-
tion (VNF) descriptor (VNFD) which is a deployment
template which describes a VNF in terms of deployment and
operational behavior requirements, or a virtual link (VL)
descriptor (VLD) which is a deployment template describing
the resource requirements that are needed for a link between
VNFs, physical network functions (PNFs) and endpoints of
a network service. The VNFD also contains connectivity,
interface and virtualized resource requirements.

[0040] Metadata is generally defined as the data providing
information about one or more aspects of the data, it is used
to summarize basic information about data which can make
tracking and working with specific data easier. The metadata
may also in this context be interpreted as a pointer.

[0041] The service mentioned in the first aspect may mean
telecommunication services. Example of such services are
message services, voice services, data services, and stream-
ing services.

[0042] A number of advantages are provided by a control
device according to the first aspect. The control device
according to the first aspect does not only solve incompat-
ibility problem of defining SAL for virtual resources
between vendors and service providers but also the incom-
patibility problem between VNF vendors in a NSC. Further,
the control device according to the first aspect solves the
problem when the values of SAL in descriptors for speci-
fying requirements to the (service) associated virtual
resources by vendors might not match the service availabil-
ity and reliability requirements indicated by the SALs com-
missioned to service flows by service providers. This prob-
lem arises when the descriptors (e.g., VNFDs, VDUs and
VLDs) are shipped by vendors to service providers before
the service availability level of each service flow is com-
missioned by service providers. Moreover, the control
device according to the first aspect solves the problem when
the SAL values for a service flow in a NS might not be the
same and cannot change by the service providers if the
values are incompatible (i.e., SAL incompatibility in a NSC
(E-to-E incompatibility)). This problem arises when VNFs
consisted of a network service chain (NSC) are provided by
multiple vendors, each vendor might configure different
value of SAL for the same service flow.

[0043] In a first possible implementation form of a control
device according to the first aspect, the processor is config-
ured to

[0044] derive a service availability and reliability require-
ment based on the the derived service availability level,
[0045] derive a policy for service availability management
based on the derived service availability and reliability
requirement, wherein the derived policy is associated with
the resource,

[0046] determine a resource request based on the derived
policy,

[0047] send the resource request to a resource manager.
[0048] The first implementation form has the advantage

that the control device (e.g. as a function in NFVO and
VNFM) is able to orchestrate the request for a resource
associated with a network function or a network service in
the communication system with a policy based on the
service availability and reliability requirement of a service.
Further, the control device (e.g. as a function in NFVO and
VNFM) is able to orchestrate of a resources with a policy
based on the service availability and reliability requirement
of a service.
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[0049] In a second possible implementation form of a
control device according to the first implementation form of
the first aspect, the processor is configured to

[0050] include the derived service availability level or a
resource indication of the derived service availability level
in the resource request.

[0051] The second implementation form has the advan-
tage, the service availability and reliability requirement to a
resource associated with a network function or a network
service in the communication system is able to delivering to
the resource manager, e.g., as a functionality of the virtual-
ized infrastructure manager (VIM), for resource assignment.
[0052] In a third possible implementation form of a con-
trol device according to the second implementation form of
the first aspect, the resource indication of the derived service
availability level is a resource index.

[0053] The third implementation form has the advantage
that the control device is able to select a resource fulfilling
the service availability and reliability requirement to the
acquiring resource based on the visibility for the availability
and reliability attributions of the virtual resource managed
by resource manager (e. g., as a functionality of VIM).
[0054] In a fourth possible implementation form of a
control device according to the first, second or third imple-
mentation form of the first aspect, the processor is config-
ured to

[0055] receive a resource request response from the
resource manager, wherein the resource request response
includes an assigned resource corresponding to the resource
associated with the network function or the network service,
[0056] determine a service request response based on the
resource request response,

[0057] transmit the service request response to the com-
munication system.

[0058] The fourth implementation form has the advantage
that control device is able to receive the response for the
corresponding assigned resource from the resource manager
and respond to the corresponding service request from the
communication system.

[0059] In a fifth possible implementation form of'a control
device according to the fourth implementation form of the
first aspect, the processor is configured to

[0060] obtain the commissioning value from the commu-
nication system.

[0061] The fifth implementation form has the advantage
that the control device can receive the commissioning value
(the service availability and reliability requirement indi-
rectly) for mapping with the metadata of service availability
level.

[0062] According to a second aspect of the disclosure, the
above mentioned and other objectives are achieved with a
resource manager for a communication system, the resource
manager comprising a processor configured to

[0063] receive a resource request, wherein the resource
request includes a service availability level for a resource or
a resource indication of the service availability level for the
resource, wherein the resource is associated with a network
function or a network service in the communication system,
[0064] derive a service availability and reliability require-
ment based on the service availability level,

[0065] derive an assigned resource based on the service
availability level or the resource indication, wherein the
assigned resource corresponds to the resource associated
with the network function or the network service wherein
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the assigned resource fulfills the derived service availability
and reliability requirement for the resource.

[0066] A number of advantages are provided by a resource
manager according to the second aspect. With the resource
manager according to the second aspect it is possible to
assign a resource based on a service availability and reli-
ability requirement from a service provided by a network
function or a network service in the communication system.
[0067] In a first possible implementation form of a
resource manager according to the second aspect, the
resource indication of the service availability level is a
resource index.

[0068] The first implementation form has the advantage
that the resource manager is able to assign a resource based
on a service availability and reliability requirement from a
service provided by a network function or a network service
in the communication system.

[0069] In a second possible implementation form of a
resource manager according to the first implementation form
of the second aspect or to the second aspect as such, the
processor is configured to

[0070] derive a policy for a service availability manage-
ment based on the service availability and reliability require-
ment,

[0071] derive the assigned resource for the network func-
tion or the network service based on the derived policy.
[0072] The second implementation form has the advan-
tage that the resource manager is able to orchestrate the
request for a resource associated with a network function or
a network service in the communication system with a
policy based on the service availability and reliability
requirement of a service. Further, the resource manager is
able to assign the resource with a policy based on the service
availability and reliability requirement.

[0073] In a third possible implementation form of a
resource manager according to the first, second or third
implementation form of the second aspect or to the second
aspect as such, the processor is configured to

[0074] include the assigned resource in a resource request
response,

[0075] transmit the resource request response to the con-
trol device.

[0076] The third implementation form has the advantage
that the resource manager is able to respond to the resource
request from the control device.

[0077] According to a third aspect of the disclosure, the
above mentioned and other objectives are achieved with a
method for a control device, the method comprising:
[0078] receiving a service request, wherein the service
request comprises a request for a resource associated with a
network function or a network service in the communication

system,
[0079] obtaining a descriptor based on the service request,
[0080] deriving a metadata of a service availability level

from the descriptor,

[0081] obtaining a commissioning value, wherein the
commissioning value is associated with requirements for a
service,

[0082] mapping the commissioning value with the meta-
data of the service availability level,

[0083] deriving the service availability level for the
resource associated with the network function or the net-
work service based on the mapped commissioning value
with the metadata of the service availability level.
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[0084] In afirst possible implementation form of a method
according to the third aspect, the method comprising
[0085] deriving a service availability and reliability
requirement based on the the derived service availability
level,

[0086] deriving a policy for service availability manage-
ment based on the derived service availability and reliability
requirement, wherein the derived policy is associated with
the resource,

[0087] determining a resource request based on the
derived policy,

[0088] sending the resource request to a resource manager.
[0089] In a second possible implementation form of a

method according to the first implementation form of the
third aspect, the method comprising

[0090] including the derived service availability level or a
resource indication of the derived service availability level
in the resource request.

[0091] In a third possible implementation form of a
method according to the second implementation form of the
third aspect, the resource indication of the derived service
availability level is a resource index.

[0092] In a fourth possible implementation form of a
method according to the first, second or third implementa-
tion form of the third aspect, the method comprising
[0093] receiving a resource request response from the
resource manager, wherein the resource request response
includes an assigned resource corresponding to the resource
associated with the network function or the network service,
[0094] determining a service request response based on
the resource request response,

[0095] transmitting the service request response to the
communication system.

[0096] In a fifth possible implementation form of a method
according to the fourth implementation form of the third
aspect, the method comprising

[0097] obtaining the commissioning value from the com-
munication system.

[0098] According to a fourth aspect of the disclosure, the
above mentioned and other objectives are achieved with a
method for a resource manager, the method comprising:
receiving a resource request, wherein the resource request
includes a service availability level for a resource or a
resource indication of the service availability level for the
resource, wherein the resource is associated with a network
function or a network service in the communication system,
[0099] deriving a service availability and reliability
requirement based on the service availability level,

[0100] deriving an assigned resource based on the service
availability level or the resource indication, wherein the
assigned resource corresponds to the resource associated
with the network function or the network service wherein
the assigned resource fulfills the derived service availability
and reliability requirement for the resource.

[0101] In afirst possible implementation form of a method
according to the second aspect, the resource indication of the
service availability level is a resource index.

[0102] In a second possible implementation form of a
method according to the first implementation form of the
fourth aspect or to the fourth aspect as such, the method
comprising

[0103] deriving a policy for a service availability manage-
ment based on the service availability and reliability require-
ment,
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[0104] deriving the assigned resource for the network
function or the network service based on the derived policy.
[0105] In a third possible implementation form of a
method according to the first, second or third implementa-
tion form of the fourth aspect or to the fourth aspect as such,
the method comprising including the assigned resource in a
resource request response,

[0106] transmitting the resource request response to the
control device.
[0107] The advantages of the method according to the

third or fourth aspect are the same as the corresponding
control device or resource manager according to the first or
second aspect.

[0108] Embodiments of the disclosure also relates to a
computer program, characterized in code means, which
when run by processing means causes said processing means
to execute any method according to the disclosure. Further,
the disclosure also relates to a computer program product
comprising a computer readable medium and said men-
tioned computer program, wherein said computer program is
included in the computer readable medium, and comprises
of one or more from the group: ROM (Read-Only Memory),
PROM (Programmable ROM), EPROM (Erasable PROM),
Flash memory, EEPROM (Electrically EPROM) and hard
disk drive.

[0109] Further applications and advantages of the disclo-
sure will be apparent from the following detailed descrip-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0110] The appended drawings are intended to clarify and
explain different embodiments of the disclosure, in which:
[0111] FIG. 1 shows a control device according to an
embodiment of the disclosure.

[0112] FIG. 2 shows a corresponding method according to
an embodiment of the disclosure.

[0113] FIG. 3 shows a resource manager according to an
embodiment of the disclosure.

[0114] FIG. 4 shows a corresponding method according to
an embodiment of the disclosure.

[0115] FIG. 5 shows an embodiments of the disclosure
comprising a communication system, a control device and a
resource manager.

[0116] FIG. 6 shows signaling aspects of embodiments of
the disclosure.

DETAILED DESCRIPTION

[0117] Embodiments of the disclosure relate to enabling
the end to end service availability and reliability deployment
in a communication system. Examples of such communica-
tion systems are those defined by ETSI.

[0118] FIG. 1 shows a control device 100 according to an
embodiment of the disclosure. The control device comprises
aprocessor 102 coupled to an optional modem 104 as shown
in FIG. 1. The modem 104 is configured for wired and/
wireless communication with communication devices and
entities (not shown in FIG. 1). The processor 102 is con-
figured to receive a service request SR which comprises a
request for a resource R associated with a network function
or a network service in a communication system 500 (see
FIG. 5). The processor 102 is configured to obtain a descrip-
tor D based on the service request SR. The processor 102 is
configured to derive a metadata of a service availability level



US 2019/0173964 Al

SAL from the descriptor D. The processor 102 is configured
to obtain a commissioning value CV, wherein the commis-
sioning value CV is associated with requirements for a
service. The processor 102 is configured to map the com-
missioning value CV with the metadata of the service
availability level SAL. The processor 102 is configured to
derive the service availability level SAL for the resource R
associated with the network function or the network service
based on the mapped commissioning value with the meta-
data of the service availability level SAL.

[0119] FIG. 2 shows a corresponding method 200 which
may be executed in a control device 100, such as the one
shown in FIG. 1. The method 200 comprises receiving 202
a service request SR, wherein the service request SR com-
prises a request for a resource R associated with a network
function or a network service in the communication system
500. The method 200 further comprises obtaining 204 a
descriptor D based on the service request SR. The method
200 further comprises deriving 206 a metadata of a service
availability level SAL from the descriptor D. The method
200 further comprises obtaining 208 a commissioning value
CV, wherein the commissioning value CV is associated with
requirements for a service. The method 200 further com-
prises mapping 210 the commissioning value CV with the
metadata of the service availability level SAL. The method
200 further comprises deriving 212 the service availability
level SAL for the resource R associated with the network
function or the network service based on the mapped com-
missioning value with the metadata of the service availabil-
ity level SAL.

[0120] FIG. 3 shows a resource manager 300 according to
an embodiment of the disclosure. The resource manager 300
comprises a processor 302 coupled to an optional modem
304 as shown in FIG. 3. The processor 302 is configured to
receive a resource request RR, wherein the resource request
RR includes a service availability level SAL for a resource
R or a resource indication RI of the service availability level
SAL for the resource R, wherein the resource R is associated
with a network function or a network service in the com-
munication system 500. The processor 302 is configured to
derive a service availability and reliability requirement
SARR based on the service availability level SAL. The
processor 302 is configured to derive an assigned resource
AR based on the service availability level SAL or the
resource indication RI, wherein the assigned resource AR
corresponds to the resource R associated with the network
function or the network service wherein the assigned
resource AR fulfills the derived service availability and
reliability requirement SARR for the resource R.

[0121] FIG. 4 shows a corresponding method 400 which
may be executed in a resource manager 300, such as the one
shown in FIG. 3. The method 400 comprises receiving 402
a resource request RR, wherein the resource request RR
includes a service availability level SAL for a resource R or
a resource indication RI of the service availability level SAL
for the resource R, wherein the resource R is associated with
a network function or a network service in the communica-
tion system 500. The method 400 further comprises deriving
404 a service availability and reliability requirement SARR
based on the service availability level SAL. The method 400
further comprises deriving 406 an assigned resource AR
based on the service availability level SAL or the resource
indication RI, wherein the assigned resource AR corre-
sponds to the resource R associated with the network
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function or the network service wherein the assigned
resource AR fulfills the derived service availability and
reliability requirement SARR for the resource R.
[0122] FIG. 5 shows an embodiments of the disclosure
comprising a communication system 500, a control device
100 and a resource manager 300. The dashed arrows and
boxes in FIG. 5 are optional features. FIG. 6 shows signaling
aspects of embodiments of the disclosure.
[0123] With reference to FIGS. 5 and 6 the control device
100 receives a SR from the communication system 500. The
SR may comprise request for NF or NS instantiation. In
response to receiving the SR, the control device obtains the
D and CV, e.g. in response to transmission of request D
message and request CV message, i.e. request D response
message and request CV response message, respectively.
The request CV message may comprise request of CV for
SAL requirements for service and indices of services asso-
ciated with the SAL. Therefore, the communication system
500 comprises resources associated with network function
and/or network service. The communication system 500 also
comprises D location and CV location in this particular
example.
[0124] The control device 100 process the SR, D and CV
as explained above. The control device 100 is further
configured to derive a service availability and reliability
requirement SARR based on the the derived SAL. The
control device 100 is further configured to derive a policy for
service availability management PSAM based on the
derived SARR. The derived policy is associated with the
resource R. The control device 100 is further configured to
determine a resource request RR based on the derived
policy, and sends the resource request RR to the resource
manager 300. The resource manager 300 derives an assigned
resource AR based on the service availability level SAL or
the resource indication RI. In this respect, the resource
manager 300 select the assigned resource from a pool of
resources 600 as shown in FIG. 5 (this signaling is however
not shown in FIG. 6). The pool of resources 600 may in an
embodiment comprise computing resources 602, storage
resources 604, and network resources 606.
[0125] In one embodiment, the resource manager 300 is
configured to derive a policy for a service availability
management PSAM based on the service availability and
reliability requirement SARR. Derive the assigned resource
AR for the network function or the network service based on
the derived policy.
[0126] In response to receiving the resource request RR,
the resource manager 300 sends a resource request response
RRR to the control device 100. The resource request
response RRR comprises the assigned resource AR. The
control device 100 receives the resource request response
RRR from the resource manager 300. The control device
100 determines a service request response SRR based on the
resource request response RRR. The control device 100
transmit the service request response SRR to the commu-
nication system 500.
[0127] The derived policy may in an embodiment com-
prise at least one of:
[0128] A priority level for the assigned resource,
wherein the priority level for an assigned resource with
a value of higher SAL is higher than the priority level
for an assigned resource with a value of lower SAL.
[0129] A pre-emptive priority for resource, wherein the
assignment of resource with a value of higher SAL has
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a pre-emptive priority comparing with the assignment
of resource with a value of lower SAL.

[0130] Revoke at least partly the assigned resource
associated with a value of lower SAL before sending a
resource assignment request RAR of the resource asso-
ciated with a value of higher service availability level
SAL.

[0131] Degrade the SAL associated with the revoked
resource.
[0132] A priority level for recovering the assigned

resource in failure, where the resource with a value of

higher SAL has higher priority for failure recovering

than the resource with a value of lower SAL.
[0133] Other aspects of priority are given in the following,
such as send the resource request RR with higher priority
than for the resource request RR of resource with lower
priority. Send the resource request RR with a pre-emptive
priority. Revoke at least partly the acquired resource with a
value of lower SAL before sending the resource request RR
associated with a value of higher SAL. Degrade the SAL
associated with the revoked resource. Lesson the failure
notification of assigned resource from the communication
system 500, and recover with higher priority for the failure
assigned resource with a value of higher SAL than the
failure assigned resource with a value of lower SAL,
wherein the assignment of the failure resource is initiated by
the recovering.
[0134] The metadata of SAL is designed for representing
the information element of SALs in e.g. NFV descriptors
(i.e., VDU, VNFD, VLD, NFP) and is used for accommo-
dating for the SAL which is associated with the service
availability and reliability requirements to virtual resources
assigned to a network service. By obtaining commissioning
value(s) of SALs required for services provided by a net-
work service (NS), the NFVO/VNFM maps the metadata of
SAL with the commissioning value(s) of SALs; based on the
mapping relation which a service is supported by a virtual
resource described by the descriptor.
[0135] This solution not only solves incompatibility prob-
lem of defining SAL for virtual resources between vendors
and service providers but also that between VNF vendors in
a NSC. An example: the metadata of SAL=A0001 for virtual
resource 1 (VR1) and metadata of SAL=B1111 for virtual
resource 2 (VR2) in VNF descriptor. The control device 100
will read the VNF descriptor, and assign VR1 SAL=A0001,
VR2 SAL=BI1111. Considering software has been pro-
grammed when the VNFD is made: VR1 for service 1 with
A0001 for representing its SAL, and VR2 for service 2 with
B1111 for representing its SAL, if a software processor has
provided the user to input SAL value of service 1=1, SAL
value of service 2=3, then the control device 100 will map
A0001=1 and B1111=3. Thus, VR1 is required for fulfilling
a SAL value of 1 which is represented by a set of service
availability and reliability requirements, while VR2 is
required for fulfilling a SAL value of 3 which is represented
by another set of service availability and reliability require-
ments.
[0136] The system of service availability and reliability
comprises in some cases the service availability and reli-
ability functionalities in the three entities, Virtual resource
controller (VRC), Virtual resource scheduler (VRS), and
Virtual resource manager (VRM). In one embodiment the
control device 100 is the VRC whilst the resource manager
300 is the VRS and the VRM. The service availability and
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reliability functionalities of the control device could be
implemented in NFVO and/or VNFM, while the service
availability and reliability functionalities of resource man-
ager could be implemented in in a VIM.
[0137] When the functionality in NFVO/VNFM/VIM pro-
ceeds the virtual resource establishment (e.g., allocation or
reservation) requests for instantiating instances or virtual
links, or for recovering instances or virtual links from
anomaly (e.g., failure, or overload), it derives the value of
SAL associated with virtual resources from descriptors (for
the functionality in NFVO/VNFM) or from the requested
message (for the functionality in VIM), and proceed the
virtual resource establishment procedure based on the SAL
and/or defined policies associated with SAL.
[0138] When the functionality in NFVO/VNFM requests
the functionality in VIM for scheduling virtual resources for
instances and virtual links, a resource index I called indi-
cation of service availability level which is used to define the
service availability level(s) of the virtual resources or the
value(s) of service availability level(s) is included in the
requested message. The NFV Infrastructure (NFVI)
resources have been classified according to attributions of
service availability and reliability into a few groups by a
functionality of VIM (e.g., the resource manager 300). The
resources of each group are considered to be classified as a
certain SAL and are associated with a resource index I called
as the indication of SAL. A functionality of NFVO and or
VNFM (e.g., the control device 100) has obtained the
indication of service availability from VIM. By the avail-
ability and reliability mechanism provided, NFVO and
VNFM are able to orchestrate the availability and reliability
attributes of virtual resources according to defined SAL of
service flows.
[0139] System and method for availability and reliability
management according to an embodiment includes function-
alities of availability and reliability in three components:
[0140] Virtual resource controller (VRC—i.e. control
device 100) configured to orchestrating virtual resource
with the context of service availability and reliability.
[0141] Virtual resource scheduler (VRS—i.e. resource
manager 300) configured to scheduling VR with the
context of service availability and reliability
[0142] Virtual resource manager (VRM—i.e. resource
manager 300) configured to managing virtual resource
with the context of service availability and reliability
attributes.
[0143] The VRM can on the request of administrator
classify each NFVI resource (computing resources, storage
resources and network resources) pool into a few (logical or
physical) subgroups, called SAL groups, according to
resource attributes of availability and reliability, such as the
failure recovery time, failure detection time, hardware reli-
ability parameters, failure isolation, redundancy mechanism,
failure prediction and prevention, and other high availability
features. The higher SAL of resources, the shorter the
service recovery time and the lower the failure probability.
The NFVI resource classification based on the attributions of
availability and reliability. The VRM is able to install or
uninstall directly and indirectly the high availability features
in NFVTI resources. The VRM is also able to monitor NFVI
resource and manage the service availability levels of NFVI
resources. The “service availability level” classification
request for NFVI resource to VRM might come from VRC
as another alternative than from administrator. The VRM
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may rerun to VRC with the resource indexes which represent
the indication of service availability level and are used for
mapping to each NFVI resource group with corresponding
SALs.

[0144] VRC establishes (i.e., allocates or reserves) virtual
resources for instances or virtual links. The virtual resource
establishment may be from the request of instantiating new
instances or virtual links, or from failure recovery for
recovering the affected instances or virtual links. When the
VRC is required for establishing to virtual resources (by
other functionality in MANO), it decodes the requesting
message or from descriptors (such as VNF, or VDU and
VLD descriptors indicated by the requesting message) to
obtain the SALs for the required associated resources. The
SAL is the abstraction of service availability and reliability
requirements for virtual resources. The VRC derives the
service availability requirements from the value of SAL
associated with virtual resources. The requirements are
included the priority for resource allocation or reservation,
the priority for resource congestion control, the priority for
failure recovery, level of service recovery time, level of
failure probability, etc.

[0145] When multiple requests to VRC for virtual
resource establishment, VRC established virtual resource
based on the SAL (i.e., the priority of resource allocation/
reservation), the higher the level, the sooner the resources to
be established. During congestion because of limited
resource available, instances and virtual links with higher
service availability level have the privilege of pre-empting
resources of those with lower SAL or have higher share
resources than those with lower SAL; e.g., de-allocating
resources (or scaling in/down) from instances with low
SAL, and reallocate (or scaling out/up) them to instances
with high SAL. During failure or disaster, instances and
virtual links with higher SAL have higher priority for failure
recovering than those with lower SAL. During natural
disaster, the recovering might need to pre-empt resources of
instances and virtual links and degrade the grade of their
corresponding supporting services. Those principles accord-
ing to defined policies for handling multiple requests based
on the SAL in requests are applicable to VRS for requests of
scheduling virtual resources.

[0146] VRC requests VRS for scheduling virtual
resources after VRC has been requested for the virtual
resource establishment for instances and virtual links
according to following cases:

[0147] Based on the SAL obtained from the request of
virtual resource establishment, the VRC selects the
corresponding the resource group which has been clas-
sified by VRM based on the attributes of availability
and reliability, and delivers the resource index I map-
ping to the selected resource group in the request
message to VRS; if VRM has classified each NFVI
resource pools into subgroups of SAL and has provided
the identification information (i.e., resource index I) of
the resource groups to VRC.

[0148] If VRM has not provided any availability and
reliability attributes of NFVI to VRC, VRC includes
the SAL into the request message which is sent to VRS
for virtual resource scheduling.

[0149] The VRS is based on resource index | mapping to
the resource groups of SALs to schedule virtual resources
for the resource request from VRC. As an alternative, when
VRS receives virtual resource scheduling request from VRC
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which includes SAL in the requesting message, it delivers
the SAL to VRM and gets the resources with reliability
attributes specified by SAL. Response to VRC for the
establishment of virtual resources.
[0150] Furthermore, any methods according to embodi-
ments of the disclosure may be implemented in a computer
program, having code means, which when run by processing
means causes the processing means to execute the steps of
the method. The computer program is included in a com-
puter readable medium of a computer program product. The
computer readable medium may comprise of essentially any
memory, such as a ROM (Read-Only Memory), a PROM
(Programmable Read-Only Memory), an EPROM (Erasable
PROM), a Flash memory, an EEPROM (Electrically Eras-
able PROM), or a hard disk drive.
[0151] Moreover, it is realized by the skilled person that
the control device 100 and the resource manager 300 com-
prise the necessary communication capabilities in the form
of e.g., functions, means, units, elements, etc., for perform-
ing the present solution. Examples of other such means,
units, elements and functions are: processors, memory, buf-
fers, control logic, encoders, decoders, rate matchers, de-rate
matchers, mapping units, multipliers, decision units, select-
ing units, switches, interleavers, de-interleavers, modula-
tors, demodulators, inputs, outputs, antennas, amplifiers,
receiver units, transmitter units, DSPs, MSDs, TCM
encoder, TCM decoder, power supply units, power feeders,
communication interfaces, communication protocols, etc.
which are suitably arranged together for performing the
present solution.
[0152] Especially, the processors of the present control
device 100 and resource manager 300 may comprise, e.g.,
one or more instances of a Central Processing Unit (CPU),
a processing unit, a processing circuit, a processor, an
Application Specific Integrated Circuit (ASIC), a micropro-
cessor, or other processing logic that may interpret and
execute instructions. The expression “processor” may thus
represent a processing circuitry comprising a plurality of
processing circuits, such as, e.g., any, some or all of the ones
mentioned above. The processing circuitry may further
perform data processing functions for inputting, outputting,
and processing of data comprising data buffering and device
control functions, such as call processing control, user
interface control, or the like.
[0153] Finally, it should be understood that the disclosure
is not limited to the embodiments described above, but also
relates to and incorporates all embodiments within the scope
of the appended independent claims.
What is claimed is:
1. A control device for service availability management in
a communication system, the control device comprising a
processor configured to:
receive a service request, wherein the service request
comprises a request for a resource associated with a
network function or a network service in the commu-
nication system;
obtain a descriptor based on the service request;
determine metadata of a service availability level based
on the descriptor;
obtain a commissioning value, wherein the commission-
ing value is associated with requirements for a service;
and
determine the service availability level for the resource
associated with the network function or the network
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service based on the commissioning value and the
metadata of the service availability level.
2. The control device according to claim 1, wherein the
processor is further configured to:
determine a service availability and reliability require-
ment based on the the service availability level;

determine a policy for service availability management
based on the service availability and reliability require-
ment, wherein the policy is associated with the
resource;

determine a resource request based on the policy; and

send the resource request to a resource manager device.

3. The control device according to claim 2, wherein the
processor is further configured to:

include the service availability level or a resource indi-

cation of the service availability level in the resource
request.

4. The control device according to claim 3, wherein the
resource indication of the service availability level is a
resource index.

5. The control device according to claim 2, wherein the
processor is further configured to:

receive a resource request response from the resource

manager device, wherein the resource request response
includes an assigned resource corresponding to the
resource associated with the network function or the
network service;

determine a service request response based on the

resource request response; and

transmit the service request response to the communica-

tion system.
6. The control device according to claim 1, wherein the
processor is further configured to obtain the commissioning
value from the communication system.
7. A resource manager for a communication system, the
resource manager comprising a processor configured to:
receive a resource request, wherein the resource request
includes a service availability level for a resource or a
resource indication of the service availability level for
the resource, wherein the resource is associated with a
network function or a network service in the commu-
nication system;
determine a service availability and reliability require-
ment based on the service availability level or the
resource indication of the service availability level; and

determine an assigned resource based on the service
availability level or the resource indication of the
service availability level, wherein the assigned resource
corresponds to the resource associated with the network
function or the network service, and wherein the
assigned resource fulfills the service availability and
reliability requirement for the resource.

8. The resource manager according to claim 7, wherein
the resource indication of the service availability level is a
resource index.

9. The resource manager according to claim 7, wherein
the processor is further configured to:
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determine a policy for a service availability management
based on the service availability and reliability require-
ment; and

determine the assigned resource for the network function

or the network service based on the policy.

10. The resource manager according to claim 7, wherein
the processor is further configured to:

include the assigned resource in a resource request

response; and

transmit the resource request response to a control device.

11. A method for service availability management, the
method comprising:

receiving, by a control device, a service request, wherein

the service request comprises a request for a resource
associated with a network function or a network service
in a communication system;

obtaining, by the control device, a descriptor based on the

service request;

determining, by the control device, metadata of a service

availability level based on the descriptor;

obtaining, by the control device, a commissioning value,

wherein the commissioning value is associated with
requirements for a service; and

determining, by the control device, the service availability

level for the resource associated with the network
function or the network service based on the commis-
sioning value and the metadata of the service availabil-
ity level.

12. A method, comprising:

receiving, by a resource manager device, a resource

request, wherein the resource request includes a service
availability level for a resource or a resource indication
of the service availability level for the resource,
wherein the resource is associated with a network
function or a network service in a communication
system,

determining, by the resource manager device, a service

availability and reliability requirement based on the
service availability level or the resource indication of
the service availability level; and

determining, by the resource manager device, an assigned

resource based on the service availability level or the
resource indication of the service availability level,
wherein the assigned resource corresponds to the
resource associated with the network function or the
network service, and wherein the assigned resource
fulfills the service availability and reliability require-
ment for the resource.

13. A non-transitory computer readable storage medium
comprising a program code that, when executed by a pro-
cessor, causes the control device to perform the method
according to claim 11.

14. A non-transitory computer readable storage medium
comprising a program code that, when executed by a pro-
cessor, causes the resource manager device to perform the
method according to claim 12.
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