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(57) ABSTRACT

An automated music composition and generation system
having an automated music composition and generation
engine for receiving, storing and processing musical expe-
rience descriptors and time and/or space parameters selected
by the system user. The automated music composition and
generation engine includes a user taste generation subsystem
for automatically (i) determining the musical tastes and
preferences of a system user based on user feedback and
autonomous piece analysis, (ii) maintaining a system user
profile reflecting musical tastes and preferences of each
system user, and (iii) using the musical taste and preference
information to change or modify the musical experience
descriptors provided to the system to produce a digital piece
of composed music composition that better reflects the
musical tastes and preferences of the system user.

AUTOMATED MUSIC COMPOSITION AND GENERATION ENGINE OF THE PRESENT INVENTION

[AQ  Input Subsystem (See Figs. 26A, 268, 26D, and 26C) |

|A9  Subsystem Control Subsystem (See Subsystem B60) |
I

T [A1 General Rhythm Genera;ion Subsystem (S?ee Figs. 26D, 26E, 26F, 26G, 26H, 261, and 26J) |
1 |A2  General Pitch Generation Subsystem (See:iFigs. 264 and 26K) |
{ lAB Melody Rhythm Generation Subsystem (S%e Figs. 26K and 26L) [
1 [A4 Melody Pitch Generation Subsystem (See }’:igs. 26L and 26M) |
Y |A5  Orchestration Subsystem (See Fig. 26M) Vj |
' |[A6  Controller Code Creation Subsystem (See'iFig. 26M) |
f |A7 Digital Piece Creation Subsystem (See Fig'%. 26M and 26N) [

|A8  Feedback and Learning Subsystem (See Figs. 26N, 260, and 26P) |
{




US 2020/0168191 A1

May 28, 2020 Sheet 1 of 223

Patent Application Publication

D T S UU VU UU U U U U UL DU U

SHIMMYIN
-INIAT HO
(SFOVII
‘SMOHSIAINS
'‘S1SVYDA0d
‘SO3AIA
'©3) vIGanW
a3xvoos
ATIVOISNIA

il

SISTHLINAS
ININNHELSNI
~A31dNVS
ONIAOTdNE
NOILNZANI
ANIS3Hd
40 ANIONI
NOILLVHINTD
ANV
NOILLISOdINOD
Q1SN
a3ilviNoLlnyv

AOV4HILNI
BRI
“W31SAS

SH01dIHOS3d IONAIH3dXd "TVOISNIN

SHIMHVIA
AN3IAT €O VIG3In
34008 ATIVOISNA

SHIANUVN LNIAT MO
(S)aovil LSYDa0d
‘OFAIA Q3HOISNN

SHOLdIdOS3d
AONIIHISX3 TYOISNN
dasva NOODI TVOIHAYYEO
HO/ANY OLLSINONIT

1Nd1NG/LNdNI
d45N WELSAS

d4svd NODI TVOIHdVHD JO/ANY OILSINONIT AL NIAIHA SISFHINAS INJWNELSNI-GTT1dINVS

40 38N FHL ONILHOddNS NOILLNIANI INFS3dd FHL 4O (INIHOVIN "3'1) W3LSAS NOILVHINED
ANV NOLLISOdIWOO OISNIN A3 LVINOLNY dHL 40 JHNLOILIHOHEY W3LSAS d3ZIMVHINGD



US 2020/0168191 A1

May 28, 2020 Sheet 2 of 223

Patent Application Publication

¢ 9Old

AV1dSIA ANV NOLLNGI-ELSIA J04 FTid OFAIA ¥V 3LV3HO OL SY OS HIMHVIN
ANIAT HO VIA3W 3103738 FHL HLIM JISNIN d3SOdINOD d31d300V IHL SANIGWNOD WILSAS 3HL 3

FONIIAIdX3 IVOISNN d30NA0Hd 40 MIIA NI S3ONIHI43Hd OISAN HO/ANY JISNIN
d30N0a0¥d 40 ONILYY HISN ONIQHVOIY WILSAS FHL O MOvEA3Td SIAINOYC HO/ANY ‘SHINHVIA
IN3IAT HO VIAIN A3-H0I0S HO4 OISNIN AJLVHINTD ANV G3S0dNOO S1d300V H3SN INFLSAS -d

SHIMNHVIA LNIAT HO VIAIW d310313S
NO 03€00S SHOLAIR-{OSIA TVOISNIN A3 L LNdNI NO d35Sva DISNN F1LvdINTID ANV 3SOdNOD
OL WILSAS NOLLVHIANTO ANV NOLLISOdNOD JISNIN 3 LVINOLNY SILVILINI J3SN WILSAS O

WELSAS FHL 40 IANIONT NOLLVEINTO ANV NOLLISOdNOO JISNN A3 1VINOLNY IHL Ol SHOLdI™OSHd
JAONIEIAXT TVOISNIA AISVYE-NODI JO/AGNY G3SVa-OLLSINONIT SIAINOHd ¥3SN INTLSAS g

N31SAS NOILVHINIO

ANV NOLLISOdIWOO DISNIN A3 1LVINOLNY FHL A8 G3LVHINID JISNN HLIM 31008 39 OL H3IMHVIN
INIAT HO IOV ‘MOHSIAITS "1SYOU0d 'O3AIA ¥ S1O313S NIHL ANV ‘NOILNIANI INISTHd FHL
40 W3LSAS NOILVHINZO ANV NOILISOdNOD JISNIN d3LVINOLNY JHL S3S5S30D0V HISN WILSAS -V

SISFHLINAS INJWNNHISNI-AFTdAVS ANV SHOLdId0SHA FONIId3dXd TVOISNIA d3Svd

NOODI TVOIHdVHO JO/ANY JILSINONIT 40 3SN JHL ONILHOddNS NOILLNIANI LNJSddd 3HL 40

SSH008d NOILVHENTD ANV NOILISOdWOO DISNIN AdLYINOLNY FHL ONILVHLISNTH LHdVHDO MO1d




US 2020/0168191 A1

May 28, 2020 Sheet 3 of 223

Patent Application Publication

ad

8 —

ed —

¢d —

b —

€ 9Old

[ [ [ [ [

F1IVHINIO
FTALS
NOILOINZ
l
T
pa100g AjjeonsiAig/Ajjeuonows Bulag JUSAT 10 BIDSIA JO BUIT SWi |
<
Z+X b +X X L-X Z-X
aud0g Bus0g aus0g ST ou90g
“ oueld 0j0S | jeoisse|d [eoisse|n
JAdder | | | yjesuadsng /1equios

s o o o oo

\\'

\\'

pieoghAay
poseq-1xa |

|Joued UBBIOS
-yono} a0

FOV4HE1INI NOLLINDOOFH HOF3dS V JO/ANVY AdVOdAIM 1Xd1 V ONISN G30NAd0™d SHO1dId0530

3ONdI-"d3dX3 TVOISNW AdSd-OILSINONIT 40 35N FHL ANV SISIHINAS INFWNNHELSNI-G1dINVYS

ONILHOddNS WALSAS INJWNEHLSNI NOLLVHANGD ANV NOLLISOdNOD DISNIN A4LVINOLNY



US 2020/0168191 A1

¥ "Old

Annond m_wﬁmm > ro0qioy 1oxesds Keidsiq
uoHNQIIsi( auoydoo 2no
oue LI jouoydosoin 4ono 1/ao
- Ajddng Jemod
s
s
E IUNLOILIHOYY SN WILSAS
wn
Q
m ~——ht-—————Zt-—————-—dg————- -
% | |
>, ! |
S (Vive) | Mﬁmaw\_v,v_ (W) (8100-5inW) | | (e400-MINN) |
aAUQ pleH | | Aowsy Ndo Ndo |
_ 08PIA _
_ _
| 2JMOaYYDIY-gNS DOS |
e v e e o - — —— — — — —— — —— — — — — —— — —— — v—— — — —_— — -

FOVAEELNI NOILLINDOOHY HO34dS V JO/ANY QdVOdAIM LX31L V ONISN d30Nd0dd Sd01dIdOs3d
FONIHEIdXE VOIS A3SVYE-OILSINONIT 40 3SN FHL ANV SISIFHINAS INJWNHLSNI-FGT1dNVS
ONILHOddNS WILSAS LINFNNELSNI NOILVHINTGD ANV NOILISOdWOD DISNIN d31VINOLNY

Patent Application Publication



US 2020/0168191 A1

May 28, 2020 Sheet 5 of 223

Patent Application Publication

e o et s o o e ot v e v e v et v vwnn w win vune won wn mne vt e o ot ot o v wn e wowe w vne wwt vt o e e e v vmns o

SHINYUVYIN
-1N3AT HO
(S3OVNI
‘SMOHS3AITS

‘SO3AIN
REINIeEN
a3ax"oos
ATIVOISNIN

SISTHLNAS
AINIFNNHLSNI
-3 1dNVS
ONIAOTdINE
NOILNIANI
IN3S3dd
40 INIONS
NOLLVHINTD
/INOILISOdNOD
JISNIN
a3i1viNoLNv

|
i
i
i
|
i
m
|
i
i
|
i
i
|
|
i
;
i
i
{ [3
(1 S18vOaod
i
i
|
i
m
|
i
i
;
i
i
M
|
i
i
|
i
m

AOV4HTLNI
H3sn
“WF1SAS

SHIAIVYIN
ANIAT €O VIA3N
d3yo0s ATVOISNN

SHIAMMYIN LNIAT HO
(S)3OVINI LSVYDQ0d
‘O3AIA GIHODSNN

SHOLdId053d
AONF-HIA4X3 VOIS
a3sva-OLLSINONIT

Nd1LNO/LNdNI
SN NELSAS

AOVAHEALINI NOLLINDODHY HO33dS V JO/ANY QdVOdAIX X311V ONISN d30NA0dHd SHOLdIHOSHd

dONIIHIdXE TVOISNIN AdSVE-OLLSINONIT A9 NJAIKEA SISTFHLINAS INJWNHLSNI-AA1dNVS

ONILHOddNS WALSAS INJWNHLSNI NOILVHINGD ANV NOILISOdNOO DISNIN d31VINOLNY



9 9OI4

AV 1dSIA ANV NOLLNGIFLSIA H04 374 O3AIA M3N V 31v3H0 01 O3dIA
@3103713S IHL HLIM GINIgGINOD 39 OL JISNIN A3SOdNOD FHL L1SINDIY YISN WILSAS IHL '3

US 2020/0168191 A1

JONZHIdX3E TVOISNIN A30NA0Hd 40 MIIA NI S3ONIHIdTHd DISNN HO/ANY DISNIN
d30NA0™d 40 DNILYY H3ASN DONIAHVYOIY WALSAS FHL OL MOVEddad SFAIAOYC HO/ANY ‘SHINHVYIA
INIAT HO VIAIN G3-H00S HO4 OISNIN d41LVEINTD ANV GdSOdNOD S1d300V H4SN WHLSAS d

SHIMHVYIN
INIAZ €O VIA3IW NO SHOLdIFOSEA TvOISNIN A3LLNGNI NO d38vea DISNIN ZLVEINTD ANV 3SOdNOD
O1 W3LSAS NOILYHINIO ANV NOILISOdNOD DISNIN A31LVINOLNY STLVILINI J3SN WILSAS °O

NOILNZANI INJS3dd
JHL 40 WI1SAS NOILVYHINZO ANV NOLLISOJdNOD JISNIN 31VINOLNY FHL OL SHO1dIFdOS3d
JONIHILXST TVOISNIN A3SYE-NOODI JO/ANY G3SVE-OLLSINONIT SFAINOHd H¥3SN WILSAS '8

May 28, 2020 Sheet 6 of 223

WELSAS NOILLVHINID

ANV NOILLISOdINOD DISNIA A3 LVINOLNY JHL AF d31vdaNID OISON HLIM 335008 38 OL d3MHVIA
AINIAT HO IOV ‘MOHSIAINS "LSVYOA0d ‘'O3AIA V SLOFT13S NIHL ANV ‘NOILNIANI INISTYd FHL
40 INFLSAS NOILLVYHANTO ONV NOILLISOdWNOD TVOISNN A3LVINOLNY FHL SASSIDOV 38N WALSAS 'V

SHOLdIFOSHA AONFIH3d X TWOISNIA dJSYE NOJI TVOIHAVED HO/ANY OILSINONIT
A NIAIKAA SISFHINAS INJWNHELSNIFAT1dAVS ONILHOddNS NOLLNGANI INISHed FHL 40
SS300dd NOILVHIANTO ANV NOILISOdINOD TVOISNIN A3LVINOLNY FHL ONILVHLISN T LHVHO MOTd

Patent Application Publication



L 9Ol

SU09|
101duosaq

w« \ -91A18

f SUo9|

-t —— Jo}duosa
-uonowg

US 2020/0168191 A1

Areiqi AIoiS 08pIA

May 28, 2020 Sheet 7 of 223

(NL) ¥3SOdNOD F1LLN FHL

SHOLdIFdOSAA JONIIHddXT TVOISNN d3SVE-NODI ANV SISIHLNAS INJANHLSNI-A31dNVS
ONISN NOILVHANTO ANV NOLLISOdINOD JISNIN A3 LVINOLNY ONILHOddNS INJINNHLSNI ACL V

Patent Application Publication



8 9ld

US 2020/0168191 A1

Aninoaid M_“M‘m%%u‘ b1E0GABY] Joyesdg |oued Aeidsiq
uonnginsic auoydouoi oNno
oue L/14IM /euoy iIN yanoL/aon
Alddng Jamod
er;
N
s @ @ @
> -]
M FHNLO3LIHOYY SNG W3LSAS
[90]
S
Ma T e e I
& | |
= (vivs) ||| (vEm (Wvea) | | (e00-mnp) | | (ex00-mnw) |
SMIAPEH ||| oo Riowsiy Ndo ndo ||
| . |
| |
| 21nj0aHydIY-gns DOS |
b e v e - — — — — —— — — — — — — — — — — — — — — — — — -

dEvOdAdX V ONISN d310313S SHOLdIHOSAA FONFIH3dXd TVOISNIA

a4svd NOOJI IWOIHdVdD 40 45N JHL ANV SISFHLINAS INJWNNHLSNI-A3T1dAVS ONILHOddNS
WNE1LSAS INJWNNHLSNI NOILVHANTO ANV NOILISOdINOD JISNIN AOL d31VINOLNY

Patent Application Publication



US 2020/0168191 A1

May 28, 2020 Sheet 9 of 223

Patent Application Publication

[URUUUR U U UG U UV U UUN VU PUURS USUS UG U SO U U USSR SN UG U SIS LSS UG U U U USN TS U GO SO UUUH ISU VIS UG U U U U SUUS NS VS UUR U USSP SO U U .

{

{

{

{

H

{

|

{

{

}

§

”

“ JISNI
| a3SOdNOD
u HLIM

“ a3x"oo0s
L ATIVOISNIN
! S O3AIA
NENCEIRERES
u

i

§

{

1

f

}

{

{

H

{

SISTHLINAS
INIFNNELSNI
~A31dNVYS
ONIAOTdNZ
NOILNZANI
1INIS3Hd
40 IANIONS
NOILVHINGD
INOILISOdINOD
OISN
a41vNOLNY

0V4H31NI
SN
“W3LSAS

ddvOodAIx V ONISH d30Nd0dHd SHO1dId0SH0

1Ndino O3dIA
a3d00S ATIVOISNN

LNdNI O3AIA
G3400SNN LO03713S

SHOLdI™MOS3dA
FONII-HIdX3
VOISNIN A3A0OONI
“NOODI TVOIHdVHO

AONIIHIdX3 TVOISNN AISYE NODIFTVOIHAVED A9 NJAIRKMA SISTHINAS INGWNNELSNIFA1dNVYS

ONILHOddNS WALSAS INJWNAHLSNI NOILLVEENTD ANV NOILISOdWNOO OISNIN ACL A3 1VINOLNY



May 28, 2020 Sheet 10 of 223  US 2020/0168191 A1

Patent Application Publication

0l '©Old

AV 1dSIAd "O4 314 OFAIA
MIN V J1VIHO OL O3AIA d3L03T13S IHL HLIM DISNIN A3SOdNOD dHL SANIGNOD W3LSAS 3HL d

SHINHVN
ANIAT HO VIAIW NO SHOL4IHOSEA TVOISNN A3 L1INGNI NO d3svd OISNN 31VHANIO ANV 3SOdN0O
OL WILSAS NOILYHINTO ANV NOLLISOdINOD DISNIN A3 LVINOLNV SALVILINI J3SN WI1SAS O

W3 LSAS IHL 4O INIONT NOILVHINIO ANV NOILISOdINOD JISNIN A3LVINOLNY FHL O1 SHO1diH0S3d
JONIIIdX3 TVOISHIN d3SYE-NOOTI TVOIHAVHO SAAIAOHd ANV SLOFT3S ¥3SN INILSAS ‘d

INJLSAS FHL NIHLIM

ANIONZ NOILVHIENTD ANV NOLLISOdINOD JISNIN A3LVINOLNY FHL A8 G31LVHINTD DISNIN HLIM
a3¥00S 39 OL OAAIA VY SLOFTES NIHL ANV 'NOLLNIANI INISIHd IAHL 40 WILSAS INIWNHLSNI
NOILVHINTID ANV NOILISOdNOD VOISO GdLVINOLNY AOL FHL S3SS300V HIASN WHLSAS 'V

SISFAHLINAS INJWNHLSNIFAZTdNVS ANV SHOLdIFOSHA JONAI-3dXE VOIS

aasvd NOOI TVOIHdVYHO H40 3SN FHL ONILHOddNS NOILNIANI LNIS3dd FHL 40 SS300dd
NOILLVHANDGD ANV NOILISOdNOD TTVOISNN GdLVINOLNY JHL ONLLVELSN T LHdVYHO MO1d




L1 Old

BuisnoH M ——— ———————————————————————— = — = =
woysAs

suod
UoRBIIUNWWOY
/i8ydepy MJomiaN

|[sued Aejdsiq

AJJinoainD uonnqusi
C@@LOW|CODO;—: QOI_ P O “— Q u. D

© Jsydepy
/Alddng Jjamod

May 28, 2020 Sheet 11 of 223  US 2020/0168191 A1

(D0S)
diyp v uQ wesAg

NOILNZANI INJSddd dHL 40 WA1SAS NOILVHANTSD
ANV NOILISOdWOD JOISNIN A41VYINOLNY d3SVE-00S FHL ONILVEOILNI WA1SAS OINOHLOF 14

Patent Application Publication



May 28, 2020 Sheet 12 of 223  US 2020/0168191 A1

Patent Application Publication

Vil 9Old

e m e A s A e A Amm e See L tee e R s AR e AR e A A SR R SeR A ee e e A AR A AR A A e e e e e e e e s A e A e e

|

{

|

{

|

{

|

{

|

{

|

{

{

” DISNN
| @asSOdN0D
” HLIM
! O3dIA
! JISNN
! aax"oos
{

{

{

{

{

{

{

{

{

{

{

l

{

{

SISIHLNAS
ININNHLSNI
~A31dINVS
ONIAOTdINE
NOILNIANI
IN3S3dd
40 INIONS
NOILVHINTO
/INOILISOdNOD
QISNA
d3iviNolny

JOV4H3LNI
d43SN
“INJLSAS

NOILVINIWITdINI {D0S) dIHO V NO WILSAS

SHIMNEVIN
INIAT HO VIAdIN

d34d00Ss ATIVOISNA

SHIAMHVIN LNIAT HO
(S)39VNI ‘' LSVDA0d

‘03dIA d3-€0ISNN

SHO 14140830

FONIIH3dX3 TVOISNIN

a3sva-OlLSINONIT



May 28, 2020 Sheet 13 of 223  US 2020/0168191 A1

Patent Application Publication

dil "Old
siejde
Jaydepy v_hwﬁ%_“ pIe0GASY) Jayeadg |[aued Ae|dsiq
YIOMISN L/HIM fauoydouoiy yono1/aon
WSO/AL1OE MW @ @

SHITTOHLINOD ANV ZdNLOIALIHOYY SN WILSAS
O R |
|
|

onug || pvEn (Wv) (e200-nnW) | | (8:00-nn)
ARISPIOS | || oo fiowapy Ndo Ndo
_ !
|
|

8INJOsiYdIV-gnsS DOS

WNF1LSAS NOILVHANTD ANV NOILISOdNOO DISNIN A4LVINOLNY

-

JdH1 OL1 SSFOJV ONILHOddNS WELSAS INFINO V 40 FHNLOFLIHOEY NILSAS



¢l 9Old

AV1dSIA ANV NOLLNEIFLSIA J04 3114 O3AIA M3N
V 41V Ol SV OS O4AIA 441337148 FHL HLIM DISNIN dSOdNOD FHL INIGINOD OL SNOILONHLSNI
SIAINOH HASN WILSAS IHL 'WILSAS JINOYHLOFNE FHL 40 FOVAHIINI WILSAS FHL HONOYHL *3

OISNN d30NACYHd FHL A9 A31v3dD IONIRTAIXT TVIISNN A30NA0YHd 40 MIINA NI SZONIHIATHd

OISNIN HO/ANY JISNN d30NA0YHd 40 ONILYY ddSN ONIQHEVO3Y NILSAS FHL 01 MOvaa33d
SFAIANOYd HO/ANY ‘SHIMNHVA INIAT HO VIAIN d3H0IS YO JISNIN A3 LVHIANED ANV A3S04NO0D
S1d300V HIASN WILSAS IFHL ‘WILSAS OINOYHLOTFTA FHL 40 FJOVAHYILINI WILSAS FIHL HONOYHL A

SHIMEVIN INIAT HO VIAIW NO SHOLAIMOS3A TVIISNIN G311NdNI NO a3svd DISNiN
J1VEINTO ANV 3SOdINOO OL W3LSAS NOILVHINTO ANV NOILISOdNOD JOISNIN G3LVINOLNY FHL
SILVILINI ¥3SN WILSAS FHL ‘WILSAS DINOYLOTTI FHL 40 IOVAHILNI WILSAS THL HONOYHL :0

WILSAS NOLLYHINTD ONV NOLLISOdWOD JISNIN G3LVINOLNY

ad4sva-00s FHL Ol 3 1LLINSNVHL F8V SHOLdIHOSHA FONIIEILXT TVOISNIN 3SIHL ANV
‘WILSAS DINOYLDI T IHL 4O JOVAUILNI WILSAS FHL OL SHOLJIMOSIA FONIHIAXT TvOISNA
ad3asva-NOOI HO/ANY A3Svd-OILSINONIT SAAINCHd WALSAS OINOH103Td dHL 40 ¥4SN 3HL g

May 28, 2020 Sheet 14 of 223  US 2020/0168191 A1

NOILVYOIddVY dV1N0ILdvd

HO4 A31VHINTO ANV 350400 349 O1 OISNIN AdI0EdS O1 SHOLdIMOS3A FONII-HIAAXE TVIISNN
d4Svd NOJI TVOIHAVYHO JO/GNV DLLSINONIT S3SN LVHL LVHL WALSAS DINOHLOF T NV NIHLIM
J3LVHOILNI STIWNFLISAS NOILVHANTGD ANV NOILISOdWOO TVOISNIN G31LVINOLNY G3SVY-00S 'Y

SNOILYOI'lddV dV1NOILHVd HO4
A31vVd3aNTIO ANV d3SOdINOD 34 OL DISNIN AdID3dS Ol SHOLAI-HOSEA FONIIHIAXT TVOISNHA
a3Svd NOOI TVOIHAVHO HO/ANV DLLSINONIT S3ISN LVHL W3 LSAS DINOH1LO31d NV NIHLIM
a3dNOIANOD 'WHLSAS NOILVYHINED ANV NOLLISOdNOD TVOISNIN A31VINOLNY ddSva-00S

Patent Application Publication



May 28, 2020 Sheet 15 of 223  US 2020/0168191 A1

Patent Application Publication

JusiD suIyoER

uRlD

auIyoBIN
1L 8]

€L 9l4
SIONIBG e |
slenieg MIOMION | |
UoljeESIUNWILLOD {e1og Sienleg . |
pasegd-qam SHIOMION | SNedd |
[e1oos . |
| _
| _
| _
| SIoAIBS |
aJnnasesu| | voneolddy |
LI ] _ |
| H |
| |
| slenleg “
o (gem) d11H |
|
|

Jeyen Buissesold eyeQ |

SANIHOVIA INFITO d0IMSEA ANV TGO A318VNI-g93dM ONISN F1dISS300V

INHOH41V 1d NOLLVHINTO ANV NOILLISOdNOO JISNIN A3 1LVINOLNY ddSva-gdM



- Vel 'Old
w r-m———7"7""7"o"7 - - - - """ """ —-"—""-""-"7-”"7”"¥"7”"7/"¥"~-"¥7/¥¥/' -/ -/ - U-o/-o-T--T i
< | |
= | (18) =) (og) !
S | |
= ] |
X " SISTHINAS | STV
- _ LNINAELSNI | LN3AZ HO VIGIN
e | “Q1dNVS . aFH00S ATIVOISOW
!
s m ONIAOTdING “
= | SUDRVA | NOLLNIANI |
. | IN3AZ O K T (13) IN3STud @ FOV4HALNI | SHIMUVYIN INIAT HO
g | (s30vVNI 40 INIONI y3sn Aw_rr.U (S)39VNI "1SYOa0d
% | 'SMOHS3AITS NOILYYINIO -“WILSAS | O3AIA G3HOOSNN
S || 'S1Sv0d0d /NOILISOdINOD |
5 | 'so3daIA oIS |
8 | '9'3) VIaIw aaLvwoLny |
3 " a3xons | S¥O1dI¥0s3d
L ATIVOISNIA AHU JONIEIIX3 OISO
! | a3asva-olLSINONIT
| |
| ™ |
| d |

FOVHHILINI NOLLINOOOHd HO33dS V JO/ANY
AavOdAZIN IXdL V ONISN d30NA0dd SHOLdIg0SHA JONIIdddXd TVOISNIN A3SVE-OLLSINONI
40 3SN FHL ANV SISTFHINAS INFWNHLISNI-FGIT1dIANVS DNISN OISNIN d31VHINTD ANV A3SOdINOD
ATIVOILVNOLNY HLIM SHIMYVIAN INIAT ¥3H10 ANV S1SYOd0d S3OVNI 'SOIAIA ONIHOOS
04 W31SAS NOILLYHINTD ANV NOLLISOdWNODO DISNIN d3sVE-L3NGILINI TaAT T-3SIddd 3 INT

Patent Application Publication



May 28, 2020 Sheet 17 of 223  US 2020/0168191 A1

Patent Application Publication

dcl 9Old
SIoAIBS sisydepy Joyeadg JoyUO
aseqeleq YIOMIBN pieoghey jouoydosiy | | Aeidsig aon
G aIvy poads ybiH . .

L T & T 1

SHIATIOHLNOD HLIM FHN1OFLIHOYEY SNG WILSAS

A A A A

(VLVS)
SaAlQ pieH

(NVEA)
AloWwa

O9PIA

(WvY)
Aows |y

(810D-1ININ)
Ndo

(210D-1INN)
Ndd

NOILNSANI INJSH8d dHL 40 WALSAS NOILVHANEGO ANV

NOILISOdINOD DISNIN d4LVINOLNY dHL NI FHNLOFLIHOHY HAAHIS ALY 1dNEXS




May 28, 2020 Sheet 18 of 223  US 2020/0168191 A1

Patent Application Publication

vi "Old

AV1dSIA GNV NOILNGIJLSId
HO4 4 O3AIN MAN VY 31LY3HO OL O3AIA 43103138 IHL OL DISNiN G3S0d4dNOO INIGINOD 3

S1NdNI HOL1did0S3d FONIIHIJXE TVOISNA G31vAddN 3HL NO d4Svd

ONISOdNOD-3H ANV ‘SHOLIMOSIA FONIIIXT TYOISNIN MIN HLIM WILSAS FHL 40 NOISIAOYd
IHL ONIANTONI "BONIRIFAXA TVIISNIN 3DNA0XUd 20 MIIA NI STONIHISTHd DISNN HO/ANY JISNIN
d30NA0Y¥d 40 DNILYY ¥3SN ONIAYYDIY WILSAS FHL OL MOVEd33d STAINOYC HO/ANY ‘SHIMHVYIN
ANIAT HO VIA3N d3-H00S J04 JISNIN A LVHINIDO ANV A3SOdNOD S1d300V H3SN WALSAS :d

SHIMHVIN
IN3IAT HO VIA3AN NO SHOLJIFOS3A VOISNN A3LLNANI NO d3svd OISNIA 31VEEINISD ANV 3S0dNOD
Ol WILSAS NOLLYVHINTO ANV NOLLISOdWOD DISNW AZLVINOLNY SALVILINI 434SN INILSAS O

NOILNZANI IN3IS3Hd
JHL 40 W3LSAS NOILVYHINTO ONV NOILLISOdINOD DISNIN A3LVINOLNY FHL Ol SHO1dId0530
JONIRHEFAXT TVOISNIN A3SVE-NOODI HO/ANV G3SVE-OILSINONIT SFAINOHd HIASN WILSAS 8

N3 LSAS NOILVHINTD

ANV NOILISOdWOO JISNIN dJLVINOLNY dHL A9 A3 LVHINTO OISNIA HLIM d3H00S 34 O1 H3MAVIA
LNIAT €O FOVNI ‘MOHSIAIS “LSYOUO0d "OIUIA Y SLOF T3S NIHL ANV ‘NOILNIANI INISFdd IHL
40 WZLSAS NOLLYVEINTD ANV NOILISOdNOD IVOISNIN AJLVINOLNY FHL S3SS300V 434SN WLSAS -V

SHOLdIHOSHd

FONIHIAXF IVOISNIA d3SVE NOOI TVOIHAVEO HO/ANV DILSINONIT A8 NIAIKMA SISFHLINAS

AINFNNELSNIFATTdNVYS ONILEOddNS NOLLNIANI ANISTHd 3HL 40 W3LSAS NOILVHANTD
NV NOLLISOdNOD TVOISNHN A3 LVINOLNY d3SVd-daM JHL ONILVHLSO T LEVHO MO




May 28, 2020 Sheet 19 of 223  US 2020/0168191 A1

Patent Application Publication

VGl Ol

ﬁA AluQ 21sny w

7 03pIA 108[eS w

‘paJinbal MOy-mouy Jedisnul o

oisnw Aljenb y3iy ‘poziwioisnd a1eald A1SSojloy]

L@QE/\




Patent Application Publication = May 28, 2020 Sheet 20 of 223 US 2020/0168191 A1

80% (v p

Albums

16:16 PM
Shared
FIG. 15B

Camera Raoll

TI
Photos

0000 ‘N

{ Cancel




Patent Application Publication

May 28, 2020 Sheet 21 of 223 US 2020/0168191 A1

Select

Cancel

FIG. 15C

36

00




Patent Application Publication = May 28, 2020 Sheet 22 of 223 US 2020/0168191 A1

/\
TN
(&)
£
o
o
%)
Q
2 ( )
=
| S
o
[
S
T
\_____
TN
@ 0
[}
= =) o
0 & A
© = "
B Q O
5 O —
= L
o/
TN
[
Q
G
n
2 <
o
ot
£ —
L - N\
0
[72]
S ©
= £
©
\___/ )
N N




May 28, 2020 Sheet 23 of 223 US 2020/0168191 A1

Patent Application Publication

461 9Old
e N [ R ™ N ™
pajel3 juspiuUoH 100D oid3 buinug
\ J Y, Y, AN Y,
s N N N N A
Joomsiayig asua | SNOIXUY nyo pes
e /L J \ AN /
. N A N N N
|euonesidsu| EIVRETIEN MO[|IBN OlUBWIOY Addep
- AN / J AN \
e A ~ ~
JOLIOH Apawio) uonoy eweliq u
N / J/ /
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 24 of 223 US 2020/0168191 A1

Patent Application Publication

461 9Old
4 N A N (7 N [ A
pajel3 juspiuUoH 100D oid3 buinug
\ J Y, J AN Y,
s N N N N A
Joomsiayig asua | SNOIXUY nyo pes
e /L J AN AN /
s N N
|euonesidsu| EIVRETIEN MO[|IBN OlUBWIOY H Addep u
- / J
s A ™
JOLIOH Apawio) uonoy H eweliq u
N / J/
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 25 of 223  US 2020/0168191 A1

Patent Application Publication

96l Old
- N (7 R N [ ™
1SioH Juspyuoe) 00D oidg Buiaug
N\ J Y, J Y,
e N A N ™
Buraul | asua | Adg penpgng pes
e AN S AN J
s N N N N
syoeduw| weydwni |[eASIpaN ON-MO|S Buisind
- AN / RN /
e ~ - N
JOJIOH Apswio) uonoy eweiq
- / . /
A m Bumodg oSNy solA1S DISNI\ suonowsg dISn w V




May 28, 2020 Sheet 26 of 223 US 2020/0168191 A1

Patent Application Publication

HSGL 'Ol
- N ™ N [ ™
I1SioH juspiuUoH 00D oid3 buinug
\ J Y, AN Y,
s N N N A
Buuaul | asua | Adg panpgng pes
e /L J AN /
s N N\ N A
syoedw| weydwni |[eAsIpaln ON-MO|S Buisind u
- AN / J /
e B\ N
JOLIOH Apawio) uonoy eweliq w
N / J/
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 27 of 223 US 2020/0168191 A1

Patent Application Publication

1G1 "Old
4 N (7 N [ ™ N ™
pajel3 juspiuUoH 100D I1SioH AN
\ J J Y, AN Y,
s N N N N A
yeq Buljoaes| SNOIXUY yous de|g pes
e /L SN \ AN /
. N N N N N
|euonesidsu| doj 8yl JBAQ yo OlUBWIOY Addep
- AN AN J AN \
4 I N N
JOLIOH Apawio) uonoy eweliq
N / AN \
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 28 of 223  US 2020/0168191 A1

Patent Application Publication

PGl "ol
. N N [ ™
pajel3 juspiuUoH 100D I1SioH AN
o NS N 4
s N N N e A
yeq Buljoaes| SNOIXUY yous de|g pes
e /L SN \ - /
. N N N N N
|euonesidsu| doj 8yl JBAQ yo OlUBWIOY Addep
- AN AN J AN \
4 I N N
JOLIOH Apawio) uonoy eweliq
N / AN \
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 29 of 223  US 2020/0168191 A1

Patent Application Publication

MGl Old
4 N 7 N I N N
Buiig 1eN snous)sA Buiqunysig Buioed Buipiing
- AN AN J/ AN /
4 N 7 N I N N
adeosy asua | SNOIXUY Buipooug pes
. PN /O J/ AN &
; N 7 N I N N
ansidwis I3[y L MO[ISIN Buiaug paiedg
- AN J J AN J
\ ™ N (7 R
JOLIOH Apawo) uonoYy ewelqg
e / O\ J
A m Bunodg oisny $9|A1S dISnip suonow 3 JisniN w V




May 28, 2020 Sheet 30 of 223  US 2020/0168191 A1

Patent Application Publication

161 9Ol
s B 4 R
Buig 11eN snousIsAN Buigumsiq Buioed Buipiing
o J \- J
- N ™ A 4 ™
adeos] asua] sSNoIXuy Buipooug pes
- N / / - /
4 N 7 ™) I N N
onsiidwis 9Ly L MOJIBN Buau@ paleog
\- RN J / AN v
I N N
JOLIOH Apawio) uonoy eweliq
v VRN \
A m Bumodg oSNy so1K1S DISN\ suonowg dISN w V




May 28, 2020 Sheet 31 of 223 US 2020/0168191 A1

Patent Application Publication

NGL "Old

JOLIOH

\

asodwon |aoue)

"SUOID9I8S NOA 1Ipa 0} |9oue) ssaud
JO YJom 0} Jadwy 198 0} esodwo)) ssald

EOISN INOA 9Jealn) o] Apeay

ewel(

/

A m Bumodg oisny

s9]A1g 2ISN

suojjowg oIsSniy w V




May 28, 2020 Sheet 32 of 223 US 2020/0168191 A1

Patent Application Publication

NGl ©Old
4 N (7 N [ ™ N ™
yun4 oISNO2Y Jolel] une zzep
N\ J L L Y, AN Y,
e N N N N A
Spiy jusiquiy PHOM AepijoH oueld
e /L SN \ AN /
. N N N N N
aebbay daisgng 3un4 ouyoe | san|g
- AN AN J AN \
e N N N N N
[eaisse|D Aunon doy di YO0y dod
N\ AN VAN J/ AN \
A m Bumodg oisnjy s9]A1S 2ISniy suoljowg JISNiy w V




May 28, 2020 Sheet 33 of 223 US 2020/0168191 A1

Patent Application Publication

OoglL 9ld

- N N [ R ™
yun4 oISNO2Y Jolel] une ﬁ zzep w

\ J J Y, Y,

s N N N N
Spiy jusiquiy PHOM AepijoH ﬁ oueld w

e /L SN \ J

. N N ™ A
aebbay daisgng 3un4 ouyoe | ﬁ san|g w

- AN AN J /

e N N N ~
[eaisse|D Aunon doy di YO0y H dod u

N\ AN 2N J/ S/
A m Bumodg oisnjy s9]A1S 2ISniy suoljowg JISNiy w V




May 28, 2020 Sheet 34 of 223 US 2020/0168191 A1

Patent Application Publication

dgl 9Old

4 N N N N ~
yun4 o1ISNOVY Joler| une’ zzer

\_ AN J VAN J J

- N N [ N (7 N R
SPIM usiquiy PHOM AepijoH oueld

N\ AN 4 d N/ J

p N - asodwion |2oue) N N
aebbay daysgn san|g

. AN AN J

- N "SUOI}08|9S INOA Jipa 0} |goue)) ssaid N ~
posserg || Aaunog > Yo o e 19 1 ssodung e

S )L SOISNiN A 93E3.1) O] Apedy JAN )

\ Y
A m Bumodg oisniy s9]A1S 2ISniy suolowW g 2ISNA w V




May 28, 2020 Sheet 35 of 223  US 2020/0168191 A1

Patent Application Publication

OSl 9ld

IIA
%< POON MeN H
1O ape4 doig
uj epe vels
A Buiyodg a1snpy $9|A1S 2ISN| suonjowg oIsny V




May 28, 2020 Sheet 36 of 223 US 2020/0168191 A1

Patent Application Publication

4Gl Old

dois

<

pels

HH
POON MON HH
1no ape4 dois
uj oped uels
Buipodsg 1SNy s9|A1g Q1SN suonowg oIsny




May 28, 2020 Sheet 37 of 223 US 2020/0168191 A1

Patent Application Publication

SG

L "Old

dois

<

asodwon

[ooue)

Hels

N

"SUOl08|as noA JIpa 0} |soue) ssaud
J0 yiom 0} sadwy 189S 0} 8sodwo)) sSaid

SOISNA INOA 93eai) 0 Apeay

HH

dois

yels

/

Buipodg sisnpy

so|A1g 2ISNy

suonow3 oIsnpy




Patent Application Publication = May 28, 2020 Sheet 38 of 223 US 2020/0168191 A1

FIG. 15T

Bouncing Music




Patent Application Publication = May 28, 2020 Sheet 39 of 223 US 2020/0168191 A1

>

Your Music Is Ready

FIG. 15U




Patent Application Publication = May 28, 2020 Sheet 40 of 223 US 2020/0168191 A1

"
VAN x

=

Q

5

35

I

| N
<
R
>
d =
Q. o]
O Al
& )
S O
= o
8 e
O
>

g

= w

25| | £ 3

<2 | |Ce

55| | %
v &g . S




91 Ol
(INLH
wmwwmmmw Mw\ﬁww Mw? Mo_\m Sionleg UORUBAU| JUasaid
goM [e100g SIBAIOS lew3 sy} 4o auibug uoReIBUSD)
JUBWIN20(] pue uoISodwon) JISN

sUIYOBN
uBlo

May 28, 2020 Sheet 41 of 223 US 2020/0168191 A1

SloAleg
uonesijddy

19ulaU|

auyoeW

wslo

aJmoniselju]

BUIYOBIN
usiio

BUIYORI

R0

pajewolny oy} buioddng
Jee) buissesold ejeq

J1OMIBS SINS

!

JOMIBN Buoyd fein|eD

AYIAITEA (HEMO T4 '©'3) 10NAa0dd

SWBISAg
BUUBJUY

oipey

AHIAINEA FOVHOVE SINIFANNDO0A TIVING ANV SIS IX31L d3H00S-ATIVNOILOWS OL d343AIEd

44 OL OISNN d3SOdNOD ONILEHOdJdNS HO4 ANV SINIHOVIN LNINO d01MS30 ANV 140N ONISH

Patent Application Publication

F191SS300V WHO4 1V 1d NOILLVHINGD ANV NOILISOdWOD DISNIN A3LVINOLNY d3SYd-L13aNHILNI



May 28, 2020 Sheet 42 of 223 US 2020/0168191 A1

Patent Application Publication

uoness|ddy
o} bBunoddng
pJeOgASY [ENMIA

\|||/.OI

V9l Old

J U0 Ou

L~

Suo09|
Joyduosaq

an3s M3IATdd

wo| ‘an0T

AN IV YUAA :8besss|y
Wo | ‘wod4
LS9Y-£21-€0T :8uoyd
aunsuyd 0

JOIAUTS AUIAITAA
OISNIA A3SVa-SNS

-uonowq

[ 80I1A8(g SuUoYd

-Hews aIqo




May 28, 2020 Sheet 43 of 223  US 2020/0168191 A1

Patent Application Publication

uoneoi|ddy
3] Busoddng
pJeogAa) |eniiA

]

a9l ol

lllllllllllllllllllllllllllllll

((((((((((((((((((((((((((((((((((

llllllllllllllllllllllllllllllllll

d9VSS3N TIVING

SUO9|

Ox\ll Joyduosa
-uonowg

/moSoo suoyd

-{ews alIqop




May 28, 2020 Sheet 44 of 223 US 2020/0168191 A1

Patent Application Publication

uoneoddy
x| Buioddng
pJleogASY [ENLIA

T

091 Old

ININNDOO0A IAOVII
dO ‘Q¥OoM ‘d4ad

Su09|

l\\) Joyduosaq
-uojjowy

[ 821A8(] auoyd

-JeWS 3IGON




May 28, 2020 Sheet 45 of 223  US 2020/0168191 A1

Patent Application Publication

uoneoddy
x| Buioddng
pJleogASY [ENLIA

T

dasi old

lllllllllllllllllllllllllllllll

A0IANES AYIAITIA
JISNIN A3SVa-daM

Su09|

l\\) Joyduosaq
-uojjowy

[ 821A8(] auoyd

-JeWS 3IGON




May 28, 2020 Sheet 46 of 223 US 2020/0168191 A1

Patent Application Publication

Ll Ol
Jaydepy sieydepy iayeadg |sued Aejdsiq
MIOM]ON WIOMISN pieogAoy foLOydOIIN LON0.L /A9
INSD/ALT1/O¢E 19/14IM .
FHNLOILIHOYY SNG WILSAS
(VLvS) R (Wv) (e100-0) | | (e100-BINI)
8AuQ pieH 0BPIA Aowepy Ndo Ndo

NH1LSAS NOILVHANTD ANV NOILISOdWNOD JISNIN d3LVINOLNY

dHL O1 SS300V ONILHOddNS WA1SAS INIIO V 40 FHNLOFLIHOHEY WALSAS




= :
= 8l 'Old
% [ T T T T T T T T T !
o ! !
= ! (18) (13 (og) |
8 W |
o | SISTHLNAS | SIN3IWNOOA
> i ININNHLSNI WTJ_V aNV SIOVSSIN
« | -Q31dINVS | a3”¥00S ATIVOISW
o | ONIAOTdNS |
= ' | SINIWNO0A NOILNIANI |
= | TALH AH INECERR AHV JOVAMIINI |
£ | NV 4ad aNY 40 ANION3 $3SN KT gqoyminalinoog aNv
- | 'SIOVSSAN NOILVHINIO -N3LSAS |
g | g E /NOLLISOdNOD |
o | ‘SFOVSSIN OISNIN |
% | SINS ® aalvinoLny |
= || LX3L a3-00S | SHOLINOSIA
'L ATIVOISNIA ﬁ JONIIALXT VOISO
m ! a3asva-OlLSINONIT
| V |
! 1
{ |
! |

fove ren e s e wee tee sen e eee tee e wee rem ee tea ren e see see wee awe tem e ees e wen tee tee e aee tee e wee tee wwe tea ree. ee e see e awe sen ees wes e e wee tee aes aee s

AEVOHADIM VNLHIA Y ONISN dd0NAd0dd
SHOLdIFOSAA AONDIHIdXT TVOISNIN AdSYE-NODI TVOIHAVEHD JO/ANV DILSINONIT 4O 45N
JHL ANV SISFHLINAS INFANHLISNIFATTdNVS ONISN DISNIA HLIM "SINIWNO0A SAOVSSIN TIVINE
(SINS) IX3L ONIHOOS "dO4 WILSAS NOLLYHINTO ANV NOILISOdINOD OISNIN A3SVa-LINYILNI

Patent Application Publication



May 28, 2020 Sheet 48 of 223  US 2020/0168191 A1

Patent Application Publication

61 ©Ol4

AV 1dSIA ANV NOLLAGI™LSIC H04 314 MIN V J1VdH0 OL SV OS
INIWND0A YO IDVSSIN IHL HLIM OISN 3SOJINOD A3 L4300V FHL SANIGINOD WILSAS IHL 3

S1NdNI HO1dIdOS3d FONIRIdXE TVOISNIN A3Lvddn 3HL

NO d3svd OISNIN ONISOdNOD-3d ANV SHOLAIFIOS3A JONIIHEIdXT TVIISNIA LNFH3 4410 ONIAIAOYHA
DNIANTONI ‘WILSAS FHL OL MOVEA3Iad SIAINOYd ANV JISNN FHL SLO3IFFY HO "INFNND0A HO
FOVSSIN FHL Jd04 d30NAd0dd OISNIN G3LVHINTO ANV d3S0dINOO S1d300V d38N WALSAS 3HL d

SININND0A JO SIFOVSSIN d3.1L03713S
NO 03d00S SHOLdIHOS3A TVIISOHN A3 LLINdNI NO d38vE JISNIN 31VHINTD ANV 3SOd4dNOCD O
NI LSAS NOILVHINTO ANV NOLLISOdANOD JISNIN A3 LVINOLNY FHL STLVILINI ¥3SN WILSAS 3HL O

NOILNIANI LNIS3Hd
dH1 40 NF1SAS NOILVHINTD ANV NOLLISOdINOD DISNIN d31VYINOLNY FHL Ol SHOLdId0S3d
dONIIHEIdXT TVOISNIN A3SYE-NOODI HO/ANY A3S8SYa-OLLSINONIT SFAINOHd H¥3SN W3LSAS 'd

N3 1SAS NOILLYHINEO ANV NOLLISOdINOD

JISNN 31VINOLNY FHL A8 d31VHANTO OISNN HLIM d3€00S 39 OL INJWNO0A TNLH

HO 40d 'GYOM HO FOVSSIN TIYINT HO 'SINS “LXIL V SLO373S NIHL ANV ‘NOILNIANI LNISIHd FHL
40 W3 LSAS NOILLVHINIO ANV NOILISOdWOD TVOISNIA A31VINOLNY JHL SASSIO0V H3SN WALSAS -V

SISAHINAS INJWNHLSNI-AF1dNVS
ANV SHO1LdIH0SH0 FJONHHdXd TVOISNIA A4SYY NODI TVOIHAVEO JO/ANY
JLLSINDNIT 40 35N FHL ONILHOddNS NOLLNIANI ANJSFHd JdHL 40 INJLSAS NOILLVHANSO
ANV NOILISOdINOO TVOISNIW A4 1LVINOLNY ddSVd-ddM JHL ONILLVHLISN T LHVHO MO1d




May 28, 2020 Sheet 49 of 223 US 2020/0168191 A1

Patent Application Publication

0¢ 9Old

JUBWINASU]
jeoisniy
OieYIUAS
fleay

JuswINiISu|
|eDISNN
oneyjuAg
/fesy

WUSLINASU|

|eDISNIN WelsAg JUSWINASU]
oeYIuAS souBLIOHS pue [eoISN
/jesy uonisodwo) JI1sniy ozoﬁim

snowouoiny
psseg-lvy

fesay

uswnysuj

[esisniy
JUBSWINIISUY
onayuAg
JUBstUNiISyY| jeoisnip
/ey
|esisniy oneyuAg
IMBYIUAS /iesy

/ieay

SANIHOVIA LNJIMD d01MS30 ANV ATI90N Ad319VNI-83M ONISN F181SS300V

WHOLLV id NOILLVHINDGD ANV NOILISOaNOO JOISNIN AdLVYINOLNY ddSVva-ddm



May 28, 2020 Sheet 50 of 223  US 2020/0168191 A1

Patent Application Publication

L¢ "Old

wuopad oasodwod  MoJ04 peoT

nduyj jeubig oipny b\H

X+ f

\

AuARosULOD Lg/I4IM 4 1T

(JuBWNRSU Wioi) t\H

sjeubig nduy 1QIN

(Juswinsuf Wol4) A\h

sjeubis 1nduj oipny

/

)

oo
\

/

U80S

-4onol ao

——— sauoydossiin
/1 024915

INIWNHLSNI ONINHOJH3d ANY DONISOdINOD ONIZATYNY DISNIN SNONONOLNY



May 28, 2020 Sheet 51 of 223  US 2020/0168191 A1

Patent Application Publication

H3TIOHLINGD
WNF1LSAS

¢¢ olid
(13) (0g)
SISTHLNAS
INIFWNHLSNI
-Q31dNYS
ONIAO TN MV
NOILNIANI
1NISTINd FOVHYIALNI
40 INIONT ¥3sn
NOILYHINID -WILSAS
/NOILISOdNOD
2ISNIN AMV
a3aLvVNOLNY
N
V]
SISIHINAS INSWNYLSNI

NOISS3S FHL ONRNG
WILSAS IHL AG
a3adnNaoydd JISnN

NOISS3S JHL
ONIANA d30NAdodd
ONI3d DISNIN 40
ALY INISTHH T
STIVNOIS vivd IaIn

NOISS3S

Y ONIENA d3nNdo4d3d
ONI3d DISNN 40

ALY INIST 4T
STTVNDOIS O1dny

~U3'1dNVS ONISN JNLL-TVEE NI DISNIA INFWINVYANOOOV DONINHOdddd ANV ONISOdNOD

ANV NOISSHS dONVINHOJdad V ONIFNA SINGWNHLSNI TVOISOIN F1d1LTININ A9 d3dNH0dd3d

IISNIN ONIZATVNY d04 WALSAS JONVINHOLdddd ANV NOLLISOdINOD JISAN SNOWNONOLNY



May 28, 2020 Sheet 52 of 223  US 2020/0168191 A1

Patent Application Publication

€¢ Old
1sydepy sioydepy Jayeadg |oued Aeldsiq
NIOM]ON MIOMIBN pieogAay fououdodi YNo.L/AD
NSO/AL1OE 19/1d4IM .
SHIATIOHLNOD ANV FdNLOILIHOEY SNY

~||l.||-||l "‘""@""’l@ """ o

| ( )
(vivs) |1 e (Wv) (100-BNW) | | (2100-4INN)

SAUAPIBH |1 aoin Arowspy NdO NdO

_

|

.

SISTHINAS INJWNHLSNI AT 1dNVS HLIM NOILNIANI INJS3Hd FHL 40

NJ1LSAS NOILVHANLGD ANV NOILISOdWNOD DISNIN ddLVINOLNY



v¢ Old

SNVIOISNW 40 dNOYEO FHL

A MIIAZH ANV SS3OOV LNINODISENS HO4 G3HOLS SI NOISSIS IHL ONIYNA a3SOd4NOD DISNiN
FHL ‘3103738 N334 SVH FJAOW GISOdNOD FHL LVHL INIAZ IHL NI ANV “OISNIA GISOdN0D
FHL STLVHINID WALSAS FHL ‘43103138 N3348 SYH JA0ONW WHOZHAd FHL LvHL INIAT 3HL NI 3

SISV4 FNILL-TVIY V NO NOISSES FHL "J04 JISOIN ISO4WOD O1 d3sn 3udv
LVHL SHOLdIMOSEA FONITAXT TVOISNIN SF0NA0Hd ANV V.IVA AGOT3W ANV HOlld d310vyd1sayY
NOYA4 SHOLAI-MOSIA TVOISNIA STLVHINID ATIVOLLYWOLNY WALSAS FHL ‘NOISSIS IHL ONIMNG :d

FANLON™LS D101 ANV V.LVA HOLId
HO4 STYNDIS FSIHL STFZATYNY ANV ‘NOISSIS FHL ONIUNA SINIANYLSNI 40 dNOXUD FHL NOYS
d30NA0Yd STVYNDIS VLVA IQIN HO/ANY OIANY S3AIFOIY WILSAS IHL ‘NOISSIS IHL ONRING :0

SINJNNHLSNI TVOISNIN 4S3HL
ONIAY 1d SNVIDISOIN dNOAD V ONIATOAN]I NOISSHS TVIISNIN YV ONIFINA INFWNOHIANT JALLYIHO V NI
SINIWNHLSNI TVDISNIN 40 dNOYD V HLIM AIOVAYILNI SINILSAS FHL ‘NOISSES FHL 0L HORMd -9

May 28, 2020 Sheet 53 of 223  US 2020/0168191 A1

NOILNIANI
INISTHd FHL 40 WILSAS LINJNWNHLSNI NOLLYEHANIO ANV NOLLISOd4NOD TTVOISHIN AdLVINOLNY
FH1 04 NOILVH3H0 40 300N MOT104 HO Av3aT 3HL J3HLIZ S103714S °3SN WALSAS 'V

NOISSHS DISNIA VY ONI-ENd
AINIFNNHLSNI TVOISNIN J3HLO HLIM ONILLOVHILINE INFWNOHIANT GAILVEEHO V NI AINJS3dd JHL 40
WH1SAS INJWNHLSNI NOILYHINSO ANV NOILISOdWOD TVOISNN AdLVINOLNY dHL 40 NOILVHEdO

Patent Application Publication



May 28, 2020 Sheet 54 of 223  US 2020/0168191 A1

Patent Application Publication

\ASTARII
* _
(d9Z pue ‘09z ‘N9z 'sbi4 @eg) weisAsgng Buiuies pue yoeqpesy gy
&
(N9Z pue N9z "sbi4 29g) walsAsqng uopeai) 9osld [eUbIg LV

4

3
<

(IN9Z "Bi4 99S) waisAsgng uonealD spos J8|0ALoD

oV

4

b

(N9z Bi4 208) WLISASgng uole)saydI0

SV

4

b
<

(A4

(IN9Z pue 19z 'sbi4 88g) wejsAsgng uonessuaD) Yolid Apojeiy
»

(192 pue Yoz ‘sbi4 9ag) weysAsqng uogelouss) WYAYY Apopn

34

4

b

<

(Moz pue rgg "sbi-

290G} WBISASgnNg UOHEIBUSY) Yl)id |B1ousD)

4

3
-+

(rgz pue ‘19z 'H9Z "O92 ‘497 ‘39z ‘Q9e "sbif sag) weishsgng uojessusn wylAyy jeseus9

v

4

b

P

(09g walsAsgng 09g) wivsAsgng |04u0D) WasAsgng

6V

4

h

(Ogz pue

ov

4

\ 4

a9z 'goz ‘voz 'sbi4 eag) weysAsgng nduj

NOILLNGANI LNJS3dd dHL 40 ANIOND NOILVEINAD NV NOILISOdINOO DISNIN d4LVINOLNY




May 28, 2020 Sheet 55 of 223  US 2020/0168191 A1

Patent Application Publication

a5¢ 9l
weysAsgng uopealD spos Jo|jouoD) oV
WsIsSASgNS UORRASBYDIQ (]
wivsAsgng uopessuasy WyYiAyy Apo|siy oV
WwasAsSgng uofelauss) wWyAuy |eiauss) LV
:sapnU|
adeospue] SluyIAyY LD
wielsAsgng uopeat) apol Jojjoauod) oV
wissAsgng uonesaydiQ GY
WwasAsSqQng uoyelauas) yoid Apolan Py
WBISASqQNS UOREIBUSL) Yolid [Blouan) A"
:s9pn|ou|
sdedspueT yold 00

UONEZIIODSIET) B0635pUe



May 28, 2020 Sheet 56 of 223  US 2020/0168191 A1

Patent Application Publication

Ya¢ 9Ol
O, A
[T T T T T T T T T T T T T T T T T T e 7
” sio)duosag (XIsNN) eousuedxy jesisniy adAj-uonowy IO !
! waysAsqng ainjden) isjpuwieied 10yduosag  Lg "
“ Joyduosap |
! 18y10 10 ‘aanosipe ‘eousiuiadxs jo uoneuassidal Jayjo Jo ‘ebeuwl ‘pIOAA 1 j
(@) > S - m
O ! - o | wesAsgng
@A . <~ A A

W loyduosep "
“ J8yjo 10 ‘eanoaipe ‘eoususdxs jo uonejuasaidal Joylo Jo ‘ebewl ‘piIocpy 1O "
@ ~ “ weshsgng nding nduj paseqg INS 491 09 |
W (soedg pue ‘awi] ‘ajAig ‘aousuadxy) sislpweled Joyduosa(] induj Jasn 1 "
@A N > > |
; l

sajqel Ajljigeqoud ooads o) peydde indingo O

Buteq siegwinu wopuel uo psseq wasAg | swepN Mooig

aJie SWaIsASONS UoHBIBUSD |V nduj 1

SION Aoy




May 28, 2020 Sheet 57 of 223  US 2020/0168191 A1

Patent Application Publication

d9¢ Old

welsAsgns | so|qe ] (dOS) te1swered Buneisd( wWoaisAg o108y -0IsNN O i <t
induy - ; waisAsgng auibug uoewIojSURL] J9)owRIRYd 1GY "
ov " [ J01diosap Jayio 1o ‘sAnosipe “
| ‘aousuiadxs jo uopelussaidal Jaylo 40 ‘abewt ‘PIOAA ! Vo
| JAN “
o < _
T o~ |
! .
! !
_ [
_ |
" [

o= < —0O

T |

(D > = 4



= 092 'Ol

2

O — - 20
= S — S — J
X m <

Qn w

= ; sojge} (dOS) esweled bunessd( waisAg onaloay-oisnpy 0

m | wieysAsqng ajnpoj Buissaoold pue Buljpuey ajqe iejoweied (/9

s ” 10)duosep 18yio 10 ‘aandaipe ‘edcusiiadxe jo uoneiussaldal 1eylo Jo ‘ebewr ‘pIOA |

% :

= AV <4

L {

- |

g (Nn—< 4 > >

(g\]

L\~
~

VAN

@6

TAN

;

JAN

JAN

May 28

walsAsqng aseqeleq aAIYdIY djqe] Jojeweled 089
JeuLIO ] JelsWieiRd 18YI0 JO JaquinN ‘PIOAM

{
i
}
§
{
{
{
}
M sojge ] (dOS) 1eeueled buneiad( walsAg 21181084 [ -0ISNAF O
{
i
i
H
§
{
t
{
i

we)sAsgng nduj
ov

Patent Application Publication



May 28, 2020 Sheet 59 of 223  US 2020/0168191 A1

Patent Application Publication

doc 9old
O,
i e B st tehinbisetiiatntiat 2
L pajoajes sjuswnqgsul oyosds ol ||
! N waysAsqng 10309j9g JUsWINGSY| 5eg| | |
“ - sjuswnasul syeudoidde-alfis jo s ol |1 weisAsang
“ Ay |__uopeisusn
! aufswi} JusAg 0 sjuswnygsu) ojeudoidde-afis Jo jsm1 o] || WWAUY
! wieysAsqng uonesouss Bulwill | yg weysAsqng uoneyuswinasy) geg| || oHeD
! SjueAd [eOISNW JO uoneubisep Bu] | |v sseqeiep oyoedsaihs 1l | | WV
w 2 JA) ~ |
i - !

S W O R SERESER )

}
siojduosaq (XISNW) m

{
{
H
! ©18(Q |04U0D aousledxg jeoisny adA 19118 O wesAsgng
w pue si0}duosa(] Bleweied jeyedg/Buiily 1O wesksqng w..suamo ‘_wﬁoEm..mn_ alf1s Jog m// nduj
{
| waysAsqgng ainjdes) saypwieled buiwrl ovg TO10110S8p 1910 10 "BAGosIpE ‘81f1s Jo | oy
! Bupjods ojsnw asn 0} UoRo8}g i /ﬂ uoneuasaidal Jayjo 10 ‘abewt ‘pIOAA 4
{ - NV i
M +——)
w < < (W)
H ~ Y < $ _\6
; L 4 4 m @
<J ~ ]
| —(
! !



May 28, 2020 Sheet 60 of 223  US 2020/0168191 A1

Patent Application Publication

49¢ Ol

(D-v-g-v e'l) ainjonyys soeid wioy Buog

wie)sAsqng uonelauasy wio4 buog

a%aid ui sieq ey8|dwoD Jo JaquInN

£

i

a081d Ul seinseaw 98|dwooul pue 818]dwod JO JagquuinN

lojejnojen ainseapy

18w aoa1d ‘aoaid ul sjeay

A

a001d Ut $1eaq JO JIoquINN

iojejnojes jesg

odwa) sosid ‘ybus| aos1d

(spuooas) yibus| 90814

waysAsqgng uogelauan yjbuan

43

Wibus| payads-iasn YO eipew BuiAuedwoosoe jo yibus

P

ainponing

weysAsgng
uofelsuan)
WylAyy |BiousD)
IV



May 28, 2020 Sheet 61 of 223  US 2020/0168191 A1

Patent Application Publication

WyAyy [essuen

wajsAsqng

A

|
|
|
|
|
|
uonesausn — ! | g|qe} odwa} oynads-aousuadxs 0} paldde Jequinu wopuey 1
|
|
|
|
|
|
]
|

49¢ Ol

Y

(enuiw Jad sjeaq) odwsy 90ald 0
waysAsqng uonesduag odwad] ¢g

(W

SOOI SRS PUUI SO UL SUUS U SUUSUURS SUUS U UUUSIU SO U SO U SUUE U SUUG UL SUUG VU SUUS UGS VDS UUR U U SUU U SIS UL SUUS U UG UUR U UUR SUUS I SUI USRS U S



May 28, 2020 Sheet 62 of 223 US 2020/0168191 A1

Patent Application Publication

©9¢ Old

(jepow “jouiws ‘sofew) Ayjeuoy 8o3ld 0
waysAsqng uoneisuan) Ayjeuoi /g
Z1-1 JBQUINN A

(s|e0s e Ul sBj0U Z} oyl Bunuesaidal) zi-| lsqunN O

walsAsgng uoneisuan A9y cg

ajqe) Asy oynads-sousuadxe 0} peijdde Jequinu wopuey |

A VAN

Aoy
N

(JojeuloUSp/IoIRIBWINUY J9JBW 8081d 0
wa)sAsqng uonjeIduUdn) BJBIN $Z9
a|qe) Jejaw oypads-aousiadxe o) pelidde Jegquinu wopuey

walsAsqng uolRIBUa)
wylAyy |ereusn
A



May 28, 2020 Sheet 63 of 223  US 2020/0168191 A1

Patent Application Publication

H9¢Z Old

(sieq) wawbas ainjonys yoes 10} syibua| aselyd

waysAsqng uoneiauan yjbua aselyd

lojenojes Jeq ‘sjuswbas ainpnig

p

\%

!

Juswbas-qns yoes Ul spioyo jo uoneindod o1wyiAyY

iojejnojen aselyd-qns ul spioys Jo Jsqunn

9id

uonendod a1uyiAyl pioyo ‘syibus| aseiyd

JAN

™~

Ay

i

[

Buijepows panunuod 1oy Apeas sjuswbas ainjonss-qng

waysAsqng uonelauas) aseiyd-qng anbiupn

ainonas aoaid woly Buog

JA)

(sleq) juswibas ainons-gns yoes 1o} syibus) eseiyd

widlsAsgng uoneiauan Yybua aseiyd-gng

sjuawbes ainPnns-gng

B o - - -~

waysAsgng
uofjelousc)
WILYIAYY jeleuss)

LV



May 28, 2020 Sheet 64 of 223  US 2020/0168191 A1

Patent Application Publication

wa)sAsgng

WyYlAYY [elouan)
A

19¢ Old

Y

weawbas ainjonis 899a1d wiioy Buos yoes 10§ pJjoyo yoes o Yyibuan

-0

wiaysAsqng uoljesauas Yybua pioyn 119

syjbua| ainyonys aoaid wuoy buog




May 28, 2020 Sheet 65 of 223  US 2020/0168191 A1

Patent Application Publication

roc¢ Ol

uoissaiboud pioys sseiyd

weysAsgng uonjelauas) uoissalbold pioyn aseiyd

Aijeuo) a0aid ‘Asy avaid ‘pioyo buielg

o

uoissasbold pioyo asesyd-gng

walsAsgng uoelIauan uoissaibouid pioyn aseiyd-gns

uoissaliboud pioyo aseiyd

4 =

> o

pioyo Buiels

walsAsgng uoijelauasy pioys [eniuj

Ayjeuo) a2a1d ‘Aoy aoaid ‘uonendod siugiAuy

aseiyd yoes ul spioyo jo uoiigindod d1wyiAuy

wigysAsqgng Jojenojen aselyd ul pioys Jo Jaquinn

syjbus| pioyo ‘syibus| sseilyd

&

Buijepow panupuos 10) Apeals sjuswbag

|
!
!
!
UG S R O

Q| T

wiaysAsgng uojjelauan) aseiyd anbiun

ainjonys eo91d uuoy buog

woysAsgng
uolnelousr)
Yolid [etousg)
cv

wealsAsgng
uoleIsusD)
wWyIAyy [eieusn
LV



May 28, 2020 Sheet 66 of 223 US 2020/0168191 A1

Patent Application Publication

N9¢ Old

soseiyd anbiun Apojsp

waysAsqgng uoijeiauac aselilyd snbiun Apop

weweoeid pue ybus) ApoBA
a
syjbus| eseiyd Apojsin

waysAsgng uonersusn) Yibuai aseiyd Apolsig

wawaoeld pue yibua| Apojsw ‘saseiyd anbiun Apojoin

A

saseiyd-gns ApojRIN

wiaysAsgng uopeIsuan) aseiyd-qns Apojsin

syjbus| eseiyd Apojpin

&

syibusj eseiyd-gns ApooN

waysAsqng uonelauss yjbua aseiyd-qng Apoje

soseyd-gqns ApoRN

SUOISIBAUI PIOYD

walsAsgng uoRISUIL UOISIDAU] pIoy)

suoissalbosd pioyo ||y

f
!
f
t
t
!
!
!
t
t
!
t
t
t
t
!

welsAsqng

L uojeIoUSD)

t
t
t
f
t
f
{
t
§
t
t
t
t
!

wyAyy Apojen
eV

woysAsang

L uoljeJauss)

pUURPIUN USROS U U VU UL U SUURUURS S UG U SO U SO UV USRS VUG UU U U VTS ST U R U

Yolid [Blouss)
A



May 28, 2020 Sheet 67 of 223  US 2020/0168191 A1

Patent Application Publication

19¢ Ol4

soyoud eseiyd

waysAsgng uoneIsuan) Yojid aselyd

youd Apojaw [emiul ‘sanjea oruyjAyl 91ou Apojow ‘suoisssibold pioyo 929id

2
soyond ssesyd-gng

WwdlsAsqng uoiesauan Yojld asesyd-gns

soyoud sseiyd

A

yoyd Apojeus |eniuj

WYISASONg UonRIBUSLG Ui jeniu]

sonjeA aiwylAyl sjou Apojow ‘suoissalbold pioyo aosid

soanjea oAy sou Apojeiy 0

waysAsgng uopeiauan) wylAyy ajoN ApoldN 979

syibusy eseiyd-gns pue Apojsuwl |je ‘sasesyd-gns ‘sasesyd Apojepy 1
A

uswaoeld pue yjbusj Apoley 0

waysAsgng uonessuas) yibua ApojsN 129

SUOISIeAUl pioyo ‘suoissaiBoid pioyn

weysAsgng

uoljeIBUAD)

Uold Apoei
144

washsgng

—— uonelauas)

wipAyy Apojeiy
ey



May 28, 2020 Sheet 68 of 223  US 2020/0168191 A1

Patent Application Publication

NS¢ "Old

a00id 10} parauial ate soidwes oipne [eubip sjeudosddy

wialsAsqng 1aasuay ajdweg oipny jeubiq

uoneuloul Buipsosid ||y

pejead Buiwwelboid apoo j0U0D Ji08dS-JUBLINIISUl PUB 823I1d

wvlsAsgng UoRISUIL) 8p0Y I3][OLU0Y

uofjeurioul Buipsosud ||y

UONB.ISBYDI0 8081d

WasSAsSqng UORIBUIL) UOIIRAISIYDIQ

uonewLojul Buipsosud ||y

SUOI09]9S BARIO0 YOUd

wolsAsSgng UoIjeIoUdL) AR Ydlid

sayoyd sseuyd-gns pue asesyd

m weysAsgng
! uolneslin
—o08ld [eNbi(]
“ LY

| welsAsgng

_ uonesl)

| 8pon Js|jonuo)
| Qv

1
|
L wesAsgng
uonesssyoI0
| Sv

L welshsgng
| uoneseus
|
|

Uoud Apojsiy

! 1A%



May 28, 2020 Sheet 69 of 223 US 2020/0168191 A1

Patent Application Publication

so|dwes oipne [elbip parsiLiey

N9¢ Ol

—— < b v@
M PayIPoOW die UOHEBWIOU JURASJRL pue sjusuodwod WesAs 10 “
M wolsAsqng yoeqpasd zvd m wajsAsgng
M o0o1d [BoISNWU O] asuodsey | —Dulusee pue
] 7 M MOR(QPS9
m.;»!...f.xH“H“”H“HH”H“H“”H”H”H””H“”H“HH““”H\..M”H“H”H“”H“HH”H“H«“”H.H“ w<
] = i
M 19sn 0} paloAljop pue papodxs st soaid [eoisnyy 0O !
M waysAsqng Jalanla(Qg adld 9¢g |\
M SHOBI} OIpNE PaepIosuc) 11
| P > |
; (sheuwuo4 pansaq ajewdyy U] 8%ald 0O |
m wivysAsqng Jojejsuel ] jeulio4 asdid 059 “

i
M 82014 pasjdwion | ! woysAsqng
! p 3 5 —  — UORESID
| SyoeJ] OIpne Ojul pajeplosuod ale sojdwes oipne [eubiq O | oood feubig
| wialsAsgng Jojepiosuon) 299id segl Y
! sajdwes oipne jeybip peziuebiQ 4 “

i
: R_V !
M uonewJoul Buipasaid |je 109yel 0y peziuebio sojdwes opne jepbig 0| |
M wayshsqng Jaziuebig ajduieg opny [eubig veg| |
t i
f i
t §




May 28, 2020 Sheet 70 of 223  US 2020/0168191 A1

Patent Application Publication

AN

09¢ Ol

PayIPOW 88 UONBUWIOUI pue SUUOdIoD Wa)SAS |y

walsAsqgng ajse] uoljejndod

uonewojul Buipeasaid ||y

A

POLIPOW B UOIIBLLIOUI pue Sjusuodwod Wo)SAS |y

waysAsqng ajse] 1asq

uopewoiu Buipsosid |y

£

AN

paABs pue pajoenxs ale soaid [eoIsnuw Jo sjuswseie Buluysq

waysAsqng YNQ jedisniy

BAES 0} }sanbey

£

JAN

i

POARS SI UCIIRULIOUI JuBAS]a. puk Ssjusuodiod walsAs o} sebueyn

wssAsqgng JoAeg doualajoid

sebueyo pajsenbai pue ssuodsal 89sid OIS

A

&)

VAN

i

20e1d |20ISNW MU 1O PaIIPoW 10} pajelauab aie suoponsu)

waysAsqng Ajjigeps oisniy

9081d [eoisnw abueyd 0} 1senbay

weysAsqng

— buiuies

pue Moeqpes-
v



May 28, 2020 Sheet 71 of 223  US 2020/0168191 A1

Patent Application Publication

d9¢ Old

UO[JBLIOJUI JUBABIBI pUE Susuodwoo wejshks 10| 1 Emﬁm\nmg:w
Y waysAsgng aousiajeid uopendod 6vg| | oue m__w_mmwwmu_
UOEWLIOJU! JUBASAI pue Sjueuodwoo weysks :f| | oy
- “
i
< w <l
UOIIBLUIOUI JUBAB|aI puUE Sjuauodwod wajshks 0| |
v woaysAsqng aouasajaid 19sn gyd| |
uolBWIOUI JUBAS|SJ puB Sjusuoduiod WalsAg | " A
A |
§
“ m -
~d M ~J
§
e ! NV




May 28, 2020 Sheet 72 of 223 US 2020/0168191 A1

Patent Application Publication

1d.¢ ©Old

weysAsgng ainyde)

O,

18iX8 Apealje ey}
sa|qe; yum s101duosa(] Jejiuls JO $8jge] 80ualaloy
L6g Buisn %ﬁcommo 1o} sajqey a1ea1)
1Six8 Apeadje Jou op L_Q%Mmmm 10} sajge) Aljigeqold

¢ -
wieysAs ayy monom sajqe; peo
WB)SAS By} SS0I0. S9|gR)} PEOT] 181X@ Apealje L_oatwmmn_ 10} soge) Alljigeqold
1six8 Apesilje sioiduosaq .Mo 188 10} sojge; Aligeqosd ! AddeH = so1du0se(

< 4 4 .
®4 _ sio1duosaq sidniniy | 5wacowmm ajbuig

l m induy w !
wesAsgng Indino induy V.i¢ Old
peseginodespn-0¢
m wejsAsgng jnduj psseg |ND sosn nduy ) M




May 28, 2020 Sheet 73 of 223 US 2020/0168191 A1

Patent Application Publication

[

¢dic Old

wssAsgng sunyden
lejsweled Jojduose(-1g J

Wiv)SAs 9y} $S0UoE S8jge) proT]

. 4

el I
delano Ajjensed sajgel uaym sajqe) [eiued Ajuo 0 abeisAy PazijeuwlioN

t .

dejieno Ajg1ejdwoo Alieau 10 Ajo1e|dwios sajge; usym ssejge} aysjdwiod jo abelany paybiapn

&

>
»

(so|ge) mau a1ealo 0] sioyduossq sidiynw woly Indul Buis)) uonBUIGWOD

t

Yy
g

< -
% * _

(s101duosap J8Yio 8y} Jo 19sgns B st Jojduossp siy) usym ss|ge; siojduosap oibuis e Buisn) uoneziuolid

&

Py
»-

1Gg Buisn (s)10)duosa(] 10} s8jge) s1eel))

b

1sIxa Apesije Jou op sJ01dLI0sa(] JO 1S 10} sojgel A1jIqeqoid

a



Patent Application Publication @ May 28, 2020 Sheet 74 of 223 US 2020/0168191 A1

INFORMATION PROCESSING ENGINE FOR TRANSFORMING
MUSICAL EXPERIENCE (MUSEX) PARAMETERS AND OPTIONALLY
TIMING AND/OR SPATIAL PARAMETERS, INTO PROBABILITY-
BASED SYSTEM OPERATING PARAMETERS MAINTAINED WITHIN
PROGRAMMABLE PARAMETER TABLES EMPLOYED WITHIN THE
DIVERSE SUBSYSTEMS OF THE AUTOMATED MUSIC COMPOSITION
AND GENERATION SYSTEM OF THE PRESENT INVENTION
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Melody Note Octave Table Loaded By B51
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Instrument Table Loaded By B37

Pop
| O,
Guitar Bass
| |
Electric Acoustic Electric Acoustic

Electric Guitar 1!{i Acoustic Guitar 1| Electric Bass 1 {| Acoustic Bass 1
Electric Guitar 2| Acoustic Guitar 2 || Electric Bass 2 || Acoustic Bass 2
Electric Guitar 3|} Acoustic Guitar 3 || Electric Bass 3 || Acoustic Bass 3

Ukulele
Mandolin
Classical
l i l § i
String|| Brass Percussion| | Woodwind Piano
Violin | | Trumpet Timpani Piccolo Grand Piano
Viola ||Horn Glockenspiel || Flute Harpsichord
Cello || Trombone Bells Oboe Organ
Bass |{Bass Trombone||... Clarinet
Bassoon
Contrabassoon
=
I “I
__________ [ o
B38-Instrumentation
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FIG. 27111



May 28, 2020 Sheet 131 of 223 US 2020/0168191 A1

Patent Application Publication

cliLe Dld
i e ...
i
! aibueu |
: obuog
; ebuon ¢ pieoghoy YuAg
“ 110y Aog Z 1eveys Z pieoghey YuAs
§

! {BOOA 9lewWs L Jaxeys | pieoghe)y YuAg
B |EOOA SjepN | | Jojejnwig [BOOA P wnig| | suiyoep wnig oueld oueld 211093
i
§
w 21ISNOsY 21309813 211SN0oY OL109|g3 | | D1ISNOoY oL}09|3
! m | {
i
! [EOOA uoissnosad pieoghoy
| | | | O
M
r
weisAsgng

uofjejusuniisul-geg



Patent Application Publication May 28, 2020 Sheet 132 of 223 US 2020/0168191 A1

Handling and Processing!

» B70-Parameter Table |
:
i
|

instrument Table
LoadedByB37 | , g
{

j Pop

0.2{ Guitar 0.2{Bass e
]0.51E!eétric 0.5] Acoustic ] 0.5 Electric .
I

I 1

Subsystem !

}

{

i

{

{

{

{

{

|

i

i

0.3{ Electric Guitar 1 0.3 Acoustic Guitar 1|({0.3| Electric Bass 1 :
0.3 Electric Guitar 2 0.3{ Acoustic Guitar 2||0.3| Electric Bass 2 :
0.4} Electric Guitar 3 0.4 Acoustic Guitar 3|{0.4|Electric Bass 3 :
0.0| Ukulele 2
|

i

|

|

|

i

|

|

|

{

|

|

|

|

|

|

{

|

|

|

{

0.0{Mandolin

L{ Random Number Generators |— Piece Instrument Selection {:]

I
I
I
|
!
I
|
I
|
I
I
|
|
|
|
|
I
I
|
|
|
|
|
I
I
|
|
|
|
|
I
I
|
|
I
I
I
I
: Musical Score Violin
|
I
I
I
I
I
I
|
!
I
|
|
I
I
|
I
j
|
I
|
I
I
|
|
I
|
|
I
I
I
|
|
I
|
I
|
I

Violin
Represeintatnon Electric Bass 1
(=60}

o g 'S ; ooy ; &
Qin {? ..... ”& ...... o &?H ................... P~ .}ﬂ? """""" oot e }" ke E N 3 » ?{’d i
LI H H [ i
i
|

............ £

1;’? g»»"’:?’ »g 21 § g::::g::: :
1 Feeeg i 1 i
i
|
|
Vi, {4 . i » bl o b |
i
|
i
" - w - » - :
|
. |
AR = ™ e o '— 2 e x
x |
|
|
i
TR I % o - o e - - - - |
un Y |
|
|




May 28, 2020 Sheet 133 of 223 US 2020/0168191 A1

Patent Application Publication

crric old
wasAsqng 103109j9g
juswinisul-geg

;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;; N S
! !
| !
] !
t {
" s0yg Aog |10 |
| [200A Sjewed |€°0 |
| Lleo |e00A S[eN [€°0] | JOjeInuWT [E0CA |£°0 |
| ] i I

R RELY ORsSNooY |G°0 S E R |
t I I ] !
1z [B90A[Z°0 |
| "
t {
! t
| ajbuenl |0°0 i
| obuog|0'0 |
m e6uod |00 € pieoghey LIuAS [0°0 |
| Z i9%eys |70 Z pieoghey uuhg |7°0] |€ SSed JiSnodY |0 "
| | J9XeYS |70 | pieogAsy LUAS |€°0] |Z SSBg 21ISN0JY €70 "
| I Wnig|g'0) | BulyoB Wnug 0L | oueld|0') oueld JU109|3 |€°0| | | SSBg OUSNodY (€°0 |

] 1 I I i

i OBSNodY |G°0 OL}09|F |G°0] | OHSNOJY|S'0 139913 |G°0 sNodY |G'0 @. m
! T T T T

" uoISSN2484 |20 pieoghey (z'0 “
| _ ~ ol
! !
} !
! !



i wasAsgng ”

| Buissasold pue Buipuen K
§

! a|gel Jepweled-0/g |

H
i
H
uoiBISaYIO-LEY w UOIBASAYDIO) JUBWINISU|
M
{

< IXMLC Ol
2 L e e e e e e
KL { i
= !
S |
[—) { |
S |
m | 168 Ag pepeoT 9|qe L uofoun Jusinsuj |!
on w _ “
Q ~ UlIOIA |
s | sseg o093 |1
% oueld W
g | »
= | P2a109I8S JOPIO UOHEBNSSYI0 EmE:ﬂ“wc_ w
i
< !
S W J0jeIRUSD) JOquINN wopuey |!
o | !
g W
g UIOIA WIOIA | | | Sseg oLjo8|g oueid oueld| | | ssegoupalz]| |
w oueld| | | sseg ou109|3 UIOIA UCIA | | | SSeg o119 oueld W
= | sseq oLod|g oueld oueld| | | sseg oujos|3 UI|OIA WIOIA | |1
0= !
S w 10 L0 g0 L0 L0 L0 |
= ! i
= " | |
=] S i
g / 158 Ag pepeo |
£ weyshsqng uoneiouss o|qe | uoneziuoud ||
2 !
_m... J T T T T e e e e ) i
= 1
« i
m “
2 |
«
[~™



=< ¢XNLC ©Old
=) frorm sy,
% _ j
2 | ON
m _ |
Q _ i
> ! . j
~ t hd f
5 woyshsans | €0 €0l €0 pIoyD |
« uonesouss | £0 €0 €0 peid ”
» HORBAISOURIO 20 z0]  z0]| (1pojay UoN) 8joN elbuis | puer| |!
v -ied ! 70 20 Z0 Apojepy| We ||
= | =+ | peig| (o1pojay uoN) sjoN ajbuig | Apojapy ”
N I
2 | | €0 0l €0 |
S e . ueH "
s T f _
S Wby ~
oS |
R { t
N . .
g | |
= “ Wv 1S Ag paprROT Sjge ] UOIIOUN PURH OUEBIH  Pelosjasg UolouN JUSWINIISU] | Jojelauan) JaquinN wopuey !
} t
=
.m m 20 uswiuedwoosoy m
= 20 AuoulieH Alepuooeg |!
m " 20 AuowieH Aiewld |!
s | 20 Apojsiy Aepuoosg ||
- 20 Apoje Aseuwid |!
O Aiqeqold uooun ||
< | “
E ~
2 ! |
s b e o o e e o v e v e ot e e e o o e e e e e o o o e o oot o o e e e ot o o e e ooe e oo o roe e ot e oo o roe oo e o oo o e e e o oo o o et e o et o o o e A
[~™



Patent Application Publication = May 28, 2020 Sheet 136 of 223 US 2020/0168191 A1

------------------------------------------- :

] Random Number Generator

|
Piano Hand Function Selected

i
|
f
1
|
§
!
|
|
! |
1
|
{
1
|
{
|
|
|

Piano Note Analyzer (Determines What Notes Are Possible Notes

For Piano Based On Piece Created Thus Far)

] Piano Voicing Table Loaded By B51

| R —

Left Hand |Right Hand
0
4

0
0
0

~NPROIAO

Piano Rhythm Table Loaded By B51
|

e B31-
| Initial Piano Rhythm Table | Orchestration
" Senernr
Length (Measures) |1/8|1/4(1/2{1/1 y
Probability 0210310201

|
| Random Number Generator |
|
Initial Note Right Hand Rhythm = 1/2
!

Left Hand
Length (Measures) |1/8|1/4{1/2{1/1
Probability 0.2{0.3{0.2]0.1

|
| Random Number Generator |

t
Initial Note Left Hand Rhythm = 1/2 |

|
!
|
|
|
|
!
|
!
|
!
|
|
!
!
|
!
|
!
|
!
!
|
|
|
|
|
|
!
|
|
!
i
!
P
|
|
!
|
|
|
|
!
|
!
|
!
!
!
!
!
|
|
|
!
|
|
!
|
!
!
|
|
|
!
|
|
!
|
|
|
!

FIG. 27KK3



Patent Application Publication = May 28, 2020 Sheet 137 of 223 US 2020/0168191 A1

Second Note Right Hand Table
I

Length Initial Note Length
Probability

|
i
i
i
i
i
i
i
|
i
|
i
|
i
1/8 | 1/4 | 1/2 | 1/1 :
1/8/0.210.2(0.2|0.0 :
|

i

|

i

|

i

|

i

|

i

|

i

|

i

|

i

|

i

Second|l1/4]0.3]0.3/0.3]0.0

Note |\72103710.3]03 0.0
Length

1/110.0|0.0/0.0(0.0

l

Random Number Generator
I

Second Note Right Hand Rhythm = 1/8

' B31-
Orchestration
| " Generation
Length Initial Note Length Subsystem
Probability

18 1/4 | 1/2 11

1/8/0.2]0.2|0.2|0.0

Second|{1/41 0.3/ 0.3/0.3]/0.0
Note \147576.310.3|0.3 | 0.0

Length | 160 10.010.010.0

!
!
!
!
|
!
!
!
!
!
!
!
!
!
!
!
| !
!
!
!
!
!
!
!
!
!
|
!
!
!
!
!

Random Number Generator
I
Second Note Left Hand Rhythm = 1/2

I
Third Note Right Hand Length

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
| | Second Note Left Hand Table
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

FIG. 27KK4



GMMLC Old

palji4 S} UOIIBNSBYDIO OUBId UM SBNUIIUOY) SS800.4d

|

weysAsgng |
uopelauss) __, 8/1 = Ybue pueH by 910N payL

uonessay2I0 _
-1€g J0}BiBus) JSquUINN wopuey

|
00(00j00]00;00100}00(00100]00/00j00]00100j00100]1L yiBuoT
00;00j00]00(00]00]00100]00]00/£01€0]00(00}j€0(€0|72/} 10N
00(00j00]00(00]€0]€0/€0]00]€01€0{€0]00(€0{€0(C0|VI iy |
00;00(00]00(00(20420(20]00]20/20{20]00({c0{c0(2C0|8/}
LSV L 8L WL b WL 8L VL e vl 8L VL2l vl 8L
R AR AN T AR A A A A A AR A /AR AR AT A A T e T

May 28, 2020 Sheet 138 of 223 US 2020/0168191 A1

Aipgeqold
syibus] 810N pUOOeS pue jeniu) yibuey

!
!
}
t
!
f
!
}
t
!
!
!
!
|
}
f
!
}
t
!
f
!
}
t
!
!
!
!
}
}

Patent Application Publication



Patent Application Publication = May 28, 2020 Sheet 139 of 223 US 2020/0168191 A1

Vin, &

2 . 3 ................ i
Pruy, -
{ % o el T p I Pt \ o

oy L Z';S:;;fg i w " G » -

Piano Dynamics Table Loaded By B51 Musical chre

' Representation
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!
; N B70-Parameter Table Handling |
! i and Processing Subsystem |
{

I
|
|
I
|
i
| |
: Instrument, Instrument Group, and Piece-Wide Controller Code i
i | Tables Loaded By B51 !
! |
‘ i
3 Violin Piano Electric Guitar |
|
. |Reverb 0.3 Reverb 0.3 Reverb 0.3 ;
| |Delay 0.3 Delay 0.3 Delay 0.3 |
\ |Panning  |0.2 Panning |0.2 Panning |0.2 |
| [Tremolo |02 Tremolo  |0.2 Tremolo 0.2 |
] | | |
| | Strings Keyboards Guitars E
; Reverb 0.3 Reverb 0.3 Reverb 0.3 {
| | Delay 0.3 Delay 0.3 Delay 0.3 i
| Panning 0.2 Panning 0.2 Panning 0.2 :
! | Tremolo 0.2 Tremolo 0.2 Tremolo 0.2 :
i . |
| | | :
: |
| | Piece E
|
! Reverb 0.3 :
| |Delay 0.3 i
| | Panning 0.2 :
| | Tremolo 0.2 E
= |
] :
| |Random Numbers Generated !
i
] :
| | Controller Code Information Created For Each !
| | Instrument, Instrument Group, and Piece !
! |
|

B32-Controller Code
Generation Subsystem
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| | Audio File Needs Analyzer Reviews Entire Musical
| |Music and Locates and Loads All Audio Files

| |Necessary To Create Digital Audio File Of Piece
|
|
l
|
|

All Audio Files Are Loaded

B33-Digital Audio Sample
Retriever Subsystem

FIG. 27/MM

|

|

|

| | Audio File Needs Organizer Positions Each Loaded
| | Audio File In The Correct Time and Space That

! | Corresponds With The Music Piece
|

|

|

|

|

All Audio Files Are Organized
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I
B34-Digital Audio Sample
Organizer Subsystem
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Audio File Consolidator Combines All Audio Files
Into Audio Files To Be Delivered To User

|
All Audio Files Are Ready For Delivery

B35-Piece Consolidator
Subsystem

FIG. 2700
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|
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|
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|
|
|
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5
B50-Piece Format
Translator Subsystem

FIG. 27001
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|
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Request To Restart, Rerun, Modify, and/or
Recreate System

!
Process Confirms That All Necessary Changes
and/or Modifications Have Been Made And System
Is Ready To Follow Request

!
System Executes From The Beginning

B43-Music Editability
Subsystem

FIG. 27RR
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: B70-Parameter Table

I
!
>: Handling and Processing |
§ Subsystem i

b oo om o e o s e e e e e e e s e e e

Piece (In All Formats) and User and Autonomous Feedback Compiled

Feedback Analyzer

Piece Should Be Faster

Original Tempo Table

Tempo (Beats Per Minute "BPM") 4014550|55|60{65{70{75{80
Probability 0.1{0.1{0.110.1{0.2{0.110.110.1]0.1

Descriptors, Tables, And Parameters Are Modified To Reflect User and
Autonomous Feedback And To Create A More Positively Received
Piece In Future Use With Less Feedback Necessary

Maodified Tempo Table

Tempo (Beats Per Minute "BPM") 7017518085190 95 1001105110
Probability 0.1{0.1{0.110.1}0.2{0.1{0.110.1}0.1

Random Number Generator

Tempo(s) Selection

New Tempo = 85 BPM

B44-Preference
Saver Subsystem

FIG. 275S
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Population Taste Aggregator
I

All User Feedback For Including Descriptors, Table

Values, and Other Feedback is Compiled And Organized

E
Descriptor = Romantic

| |

User 1 Feedback User 2 Feedback User 3 Feedback

| | |

Did Not Like Strings Did Not Like Strings Did Not Like Strings
Liked Electric Guitar Liked Electric Guitar {iked Acoustic Guitar

Liked Piano Liked Organ Liked Piano

Did Not Like Strings 3/3 String Instrument Category
Liked Electric Guitar 213 Guitar Instrument Category
Liked Acoustic Guitar 113 Guitar Instrument Category
Liked Piano 213 Keyboard Instrument Category
Liked Organ 1/3 Keyboard Instrument Category

Instrumentation Table For This All Users with Romantic
Descriptor Modified To Increase Probability of Electric Guitar
and Piano And To Decrease Probability Of Strings

Decrease Probability of String Instrument Category

Increase Probability of Guitar Instrument Category and, within the
category, Increase Electric Guitar significantly and Acoustic Guitar subtly

Increase Probability of Keyboard Instrument Category and, within the
category, Increase Piano significantly and Organ subtly

7
B47-Population
Taste Subsystem

FIG. 27VV
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|
|
|
|
! User Descriptor, Parameter, Table Value, and Other Preferences Are

| Saved To Be Used By System With User's Future System Use

| I

| | Default Tables Loaded By B51 are Changed To User-Specific Modified
:

l

|

|

|

l

|

Default Tables

I
Modified Default Tables Will More Accurately and Efficiently Satisfy
Specific User's Request(s)

B48-User Preference
Subsystem

FIG. 27TWW

|

|

|
Population Descriptor, Parameter, Table Value, and Other Preferences i
Are Saved To Be Used By System With User Population's Future {
System Use !
' :
|

|

|

|

|

|

|

|

|

Default Tables Loaded By B51 are Changed To User Population-
Guided Modified Default Tables

|
Modified Default Tables Will More Accurately and Efficiently Satisfy
Specific User Population's Request(s)

B49-Population
Preference Subsystem

FIG. 27XX
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UDID: Happy Key = G Major
Root Note =7
Chord Function
I i VIV
C 0.1 0.1 0.1
C#/Db | -0.1 -0.1 -0.1
D 0.1 0.1 0.1
D#/Eb | -01 -0.1 -0.1
E 0.1 0.1 0.1
-0.1 -0.1 -0.1
F#/Gb | 01 0.1 0.1
G -0.1 -0.1 -0.1
G#/Ab | 0.0 0.0 0.0
A 0.0 0.0 0.0
A#Bb | 0.0 0.0 0.0
B 0.0 0.0 0.0

SOOI NN WINI=O
i

[ N . §

B19-Sub-
UDID: Happy Upcoming Beat In Phrase Chord
Measure | Progression
Beat 11 T2 T3 T2 Generation
C |0.1]0.1]01]01 Subsystem
C#/Db {-0.1{-0.1|-0.1}-0.1
D (0.1]0.110.1{0.1
D#Eb {-0.1{-0.1|-0.1}-0.1
E [0.1]0.1]0.1}0.1
-0.1]-0.1{-0.1{-0.1
F#/Gb|0.1{0.1]0.1]0.1
G |-0.1}-0.1]-0.1{-0.1
G#/Ab{0.0/0.0/0.0{0.0
A 10.0(0.0(0.0{0.0
A#/Bb|0.0{0.0/0.0]0.0
B 1]0.0/0.0|00}00

SOOI NN OH B WIN O
m

— ] -

FIG. 28J2
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B31-Orchestration
Generation Subsystem

O b

Right Hand

Length (Measures) |[1/81/4|1/2|1/1
Probability 0.2{0.3|0.2{0.1

Left Hand

Length (Measures) [1/81/41/2|1/1
Probability 0.2{0.3/0.2|0.1

Length Initial Note Length
Probability

178 | 1/4 [ 172 1/1
1/8/0.2102]02]0.0
Second| [1/41 0.3]0.3|0.3]0.0
Note | [4/5"0310.3(0.3]0.0
Length | 0.0 10.00.0] 0.0

Length Initial Note Length
Probability

178 1/a [ 1727111
1/8]0.2]0.2[0.2]0.0
Second| 11/4]0.310.3]0.3{0.0
L';‘s;?h 1/2/0.310.3]0.3]0.0

1/1]0.0]0.0[0.0]0.0

FIG. 28R2
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UDID: Happy, Pop

{
! |
! !
!
! Violin Piano Electric Guitar ;
. |Reverb 0.3 Reverb 0.3 Reverb 0.3} |
. [Delay 0.3 Delay 0.3 Delay 03] |
E Panning 0.2 Panning 0.2 Panning 0.2] |
: Tremolo 0.2 Tremolo 0.2 Tremolo 0.2] |
| |
! !
! !
| !
: !
|| Strings Keyboards Guitars i
. |Reverb  [0.3 Reverb  |0.3 Reverb  |0.3]| |
i Delay 0.3 Delay 0.3 Delay 03] |
| Panning 0.2 Panning 0.2 Panning 02] |
! Tremolo 0.2 Tremolo 0.2 Tremolo 02| |

|
| |
! !
! |
| !
! !
| !
! |
! !
. |Piece !
i Reverb 0.3 :
. [Delay 0.3 i
' [Panning__[0.2 ;
' | Tremolo 0.2 |
| |
! !

B32-Controller Code
Generation Subsystem

FIG. 285
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TIMING CONTROL SYSTEM DIAGRAM

On
Off

Start:

_ Note: All systems default to Off

Stop (or Repeat):

B3

B4

B5

N S B R

B6

B7

B8

B9

B15

B11

B14

B13

B12

B15

B16

B17

B18

B19

B20

B21

B22

B23

B24

B25

FIG. 29A
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B26 -
B27 -

B28 .

B29 .

B30 "

B31 -

B32 -

B33 -

B34 -

B50 -

B35 -
B36 -
B37 q

B38 -
B39 -
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FIG. 30B
FIG. 30D
FIG. 30F
FIG. 30H
FIG. 30J

FIG. 30

FIG. 30A
FIG. 30C
FIG. 30E
FIG. 30G
FIG. 30l
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Format Examples:

Text Happy, Table, Airplane

Chord C, D, E, F#, G Sharp, Ab, B Flat, Major, Minor
Audio File  |Wave, MP3, OGG, AIFF

Binary Yes/No, 0/1

Command |Open, Close, Run

Meter 3/4, 4/4,6/8,7/8

Image .PNG, .JPEG, .PDF

Time Day, Hour, Minute, Second, Measure, Beat
Pitch Hertz, Frequency, Note

Number 01,2345

Tonality C, D, E, F#, G Sharp, Ab, B Flat, Major, Minor
Tempo Beats Per Minute, 0,1,2,3,4

Letter A B C,D

The music should be broad like a bird's wings

Linguistics The kids are playing on the ground with toys
Speech Audio input, Microphone input, .Wav, .Mp3
MIDI .MID .MIDI

FIG. 31
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Primary Love

Secondary| Affection Lust Longing

Tertiary acceptance arousal admiration
adoration Attraction (sexual) | adoration
affection curious ambitious
aroused desire ardent
attraction desire attraction (intellectual)
camaraderie |enthralled awed
caring fascinated eager
compassion infatuation enigmatic
compassionate | infatuation interest
enchanted lust Longing
fondness obsessed needed
kind passion
liking sensual
love sexy
love yearning
loyal
passion
sensitive

sentimentality

sweet

tenderness

FIG. 32A
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Joy
Cheerfulness | Zest Contentment | Pride Optimism
amusement |crafty amused boastful courageous
bliss enthusiasm |calm cocky determined
bliss excitement |collected confident |eagerness
bubbly exhilaration |comfortable |exuberance |excited
cheerfulness |goofy contentment |Pride hope
delight lively delighted proud hopeful
ecstasy playful fulfillment resolved innocent
ecstatic spirited humored selfish inspired
elation thrill inner peace |solemn optimism
enjoyment zeal pacified strong optimistic
euphoria zest peaceful superior

gaiety zesty pensive triumph

gay pleased trust

giddy pleasure zeal

gladness pleasure

glee relief

gleeful satisfied

happiness serenity

happy sincerity

jolliness tranquil

joviality warm

joy

joy

jubilant

jubilation

merry

satisfaction

FIG. 32B
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...Joy Surprise Anger
Enthrallment| Relief Surprise Irritation Exasperation
breathless appreciative|amazement |aggravation |bewildered
enthrallment |grateful astonishment | agitation crazy
euphoric gratified enlightened |annoyance |denial
hyper liberated flabbergasted | cranky distrustful
insanity mercy shocked cynic Exasperation
rapture relief surprise delirious exhausted
wonder thrilled grouchiness |frazzled
grouchy frustration

grudging hysterical
grumpiness |overwhelmed
hostile
irritability
irritation
perturbation
provoked
tense

FIG. 32C
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...Anger Sadness ...
Rage Disgust Envy Torment |Suffering
aggressive  |animosity |bitter anguish Agony
anger contempt |envy calamitous |betrayed
bitterness detest greedy cruelty disheartened
dislike Disgust jealousy loathsome |distressed
enraged dismal possessive submissive | heartbroken
ferocity hate schadenfreude|torment homesick
furious obscene |vengeful troubled hurt

fury offended hurt

hate resentment longing
hostility revulsion lovesick
infuriated scorn mean

irate miserable
loathing needy
mad pain
outrage suffering
outraged suffering
rage weary
resentment worn-out
scorn

spite

vengefulness

vicious

wrath

wrathful

FIG. 32D
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~.Sadness

Sadness Disappointment | Shame Neglect Sympathy
apathy bored cowardly abandoned concerned
blue crummy dopey alienation empathic
cold crushed dreary contempt pity
dark dejected embarrassed|defeat sympathy
Depression depression foolish dejection

despair disappointment | guilt discouraged

despair disapproval guilty dispirited

devastated dismay humiliated |distracted

down displeasure regret embarrassment
emptiness hopeless remorse homesickness

gloom jaded remorse humiliation

gloomy lazy shame indifference

glumness pathetic sheepish indignation

gray resignation insecurity

grief sorry insult

hopelessness |worthless loneliness

lonely neglect

melancholic rejection

melancholy remorse

mellow

misery

pessimistic

sadness

somber

SOrrow

SOITowW

tired

unhappiness

unhappy

upset

woe

FIG. 32E
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Fear

Horror Nervousness
Alarm alert

fear anticipation
fright anxiety
horrified apprehension
horror cautious
hysteria confused

intimidated |distress
invidious dread
morbid expectation
mortification | fight-or-flight
panic insecure
petrified nervous
shock nervousness
terrified panicky
terror paranoia
threatened |puzzled
scared
shy
stressed
temperamental
tenseness
uncertainty
uneasiness
uneasiness
worried
worry

FIG. 32F
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Chamber Music

Chant

Alternative

Choral

Art Punk

Classical Crossover

Alternative Rock

Early Music

College Rock

High Classical

Experimental Rock

Impressionist

Goth / Gothic Rock

Medieval

Grunge

Minimalism

Hardcore Punk

Modern Composition

Hard Rock

Opera

Indie Rock

Orchestral

Lo-fi

Renaissance

New Wave

Romantic

Progressive Rock

Wedding Music

Punk

Comedy

Shoegaze

Novelty

Steampunk

Standup Comedy

Anime

Vaudeville

Blues

Commercial

Acoustic Blues

Jingles

Chicago Blues

TV Themes

Classic Blues

Country

Contemporary Blues

Alternative Country

Country Blues

Americana

Delta Blues

Bluegrass

Electric Blues

Contemporary Bluegrass

Children’s Music

Contemporary Country

Lullabies

Country Gospel

Sing-Along

Country Pop

Stories

Honky Tonk

Classical

Qutlaw Country

Avant-Garde

Traditional Bluegrass

Baroque

Traditional Country

Urban Cowboy

FIG. 33A
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Dance/EDM Electronic Rock
Club / Club Dance Hardstyle
Breakbeat IDM/Experimental
Brostep Industrial

Deep House Trip Hop

Dubstep Enka

Electro House French Pop
Exercise German Folk
Garage German Pop
Glitch Hop Fitness & Workout
Hardcore Hip-Hop/Rap
Hard Dance Alternative Rap
Hi-NRG / Eurodance Bounce

House Dirty South

Jackin House

Jungle / Drum’'n’bass

East Coast Rap

Gangsta Rap

Regstep Hardcore Rap
Techno Hip-Hop

Trance Latin Rap

Trap Old School Rap
Disney Rap

Easy Listening Turntablism

Bop Underground Rap
Lounge West Coast Rap
Swing Holiday

Electronic Chanukah

8bit Christmas

Ambient Christmas: Children’s
Bassline Christmas: Classic
Chiptune Christmas: Classical
Crunk Christmas: Jazz
Downtempo Christmas: Modern
Drum & Bass Christmas: Pop
Electro Christmas: R&B
Electro-swing Christmas: Religious
Electronica Christmas: Rock

FIG. 33B
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Easter Dixieland
Halloween Ethio-jazz
Holiday: Other Fusion
Thanksgiving Gypsy Jazz
indie Pop Hard Bop
industrial Latin Jazz
Inspirational — Christian & Gospel Mainstream Jazz
CCM Ragtime
Christian Metal Smooth Jazz
Christian Pop Trad Jazz
Christian Rap K-Pop
Christian Rock Karaoke
Classic Christian Kayokyoku
Contemporary Gospel Latin

Gospel

Christian & Gospel

Alternativo & Rock Latino

Argentine tango

Praise & Worship

Baladas y Boleros

Qawwali

Bossa Nova

Southern Gospel

Brazilian

Traditional Gospel

Contemporary Latin

Instrumental Flamenco / Spanish Flamenco
March (Marching Band) Latin Jazz

J-Pop Nuevo Flamenco
J-Rock Pop Latino

J-Synth Portuguese fado
J-Ska Raices

J-Punk Reggaeton y Hip-Hop
Jazz Regional Mexicano
Acid Jazz Salsa y Tropical
Avant-Garde Jazz New Age

Bebop Environmental

Big Band Healing

Blue Note Meditation
Contemporary Jazz Nature

Cool Relaxation

Crossover Jazz Travel

FIG. 33C
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Pop

Adult-Oriented Rock

Adult Contemporary

Afro Punk

Britpop

Adult Alternative

Bubblegum Pop

Alternative Rock

Chamber Pop

American Trad Rock

Dance Pop

Anatolian Rock

Dream Pop

Arena Rock

Electro Pop

Art Rock

Orchestral Pop

Blues-Rock

Pop/Rock

British Invasion

Power Pop

Death Metal / Black Metal

Soft Rock

Glam Rock

Synthpop

Gothic Metal

Teen Pop

Hair Metal

R&B/Soul

Hard Rock

Contemporary R&B

Metal

Disco

Noise Rock

Doo Wop

Jam Bands

Funk

Post Punk

Modern Soul

Prog-Rock/Art Rock

Motown

Psychedelic

Neo-Soul

Rock & Roll

Northern Soul

Rockabilly

Psychedelic Soul

Roots Rock

Quiet Storm

Singer/Songwriter

Soul

Southern Rock

Soul Blues

Surf

Southern Soul

Tex-Mex

Reggae

Time Lord Rock

Dancehall

Singer/Songwriter

Dub

Alternative Folk

Roots Reggae

Contemporary Folk

Ska

Contemporary Singer/Songwriter

Rock

indie Folk

Acid Rock

Folk-Rock

Love Song

FIG. 33D
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Traditional Folk

Contemporary Celtic

Soundtrack

Dangdut

Foreign Cinema

Drinking Songs

Musicals

Drone

Original Score

Europe

Soundtrack

France

TV Soundtrack

Hawaii

Spoken Word

Indian Ghazal

Tex-Mex / Tejano

Indian Pop

Chicano

Japan

Classic

Japanese Pop

Klezmer

Conjunto

Conjunto Progressive

Middle East

New Mex

North America

Tex-Mex

Ode

Vocal

Polka

A cappella

Soca

Barbershop

South Africa

South America

Doo-wop

Gregorian Chant

Traditional Celtic

Standards

Worldbeat

Traditional Pop

Zydeco

Vocal Jazz

Vocal Pop

World

Africa

Afro-Beat

Afro-Pop

Asia

Australia

Cajun

Calypso

Caribbean

Celtic

Celtic Folk

FIG. 33E
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AUTOMATICALLY MANAGING THE
MUSICAL TASTES AND PREFERENCES OF
SYSTEM USERS BASED ON USER
FEEDBACK AND AUTONOMOUS ANALYSIS
OF MUSIC AUTOMATICALLY COMPOSED
AND GENERATED BY AN AUTOMATED
MUSIC COMPOSITION AND GENERATION
SYSTEM

RELATED CASES

[0001] The Present Application is a Continuation of co-
pending U.S. patent application Ser. No. 16/219,299 filed
Dec. 13, 2018, which is a Continuation of U.S. patent
application Ser. No. 15/489,707 filed Apr. 17, 2017, which
is a Continuation of U.S. patent application Ser. No. 14/869,
911 filed Sep. 29, 2015, now U.S. Pat. No. 9,721,551 granted
on Apr. 1, 2017, which are commonly and owned by Amper
Music, Inc., and incorporated herein by reference as if fully
set forth herein.

BACKGROUND OF INVENTION

Field of Invention

[0002] The present invention relates to new and improved
methods of and apparatus for helping individuals, groups of
individuals, as well as children and businesses alike, to
create original music for various applications, without hav-
ing special knowledge in music theory or practice, as
generally required by prior art technologies.

Brief Overview of the State of Knowledge and
Skill in the Art

[0003] It is very difficult for video and graphics art cre-
ators to find the right music for their content within the time,
legal, and budgetary constraints that they face. Further, after
hours or days searching for the right music, licensing
restrictions, non-exclusivity, and inflexible deliverables
often frustrate the process of incorporating the music into
digital content. In their projects, content creators often use
“Commodity Music” which is music that is valued for its
functional purpose but, unlike “Artistic Music”, not for the
creativity and collaboration that goes into making it.
[0004] Currently, the Commodity Music market is $3
billion and growing, due to the increased amount of content
that uses Commodity Music being created annually, and the
technology-enabled surge in the number of content creators.
From freelance video editors, producers, and consumer
content creators to advertising and digital branding agencies
and other professional content creation companies, there has
been an extreme demand for a solution to the problem of
music discovery and incorporation in digital media.

[0005] Indeed, the use of computers and algorithms to
help create and compose music has been pursued by many
for decades, but not with any great success. In his 2000
landmark book, “The Algorithmic Composer,” David Cope
surveyed the state of the art back in 2000, and described his
progress in “algorithmic composition”, as he put it, includ-
ing his progress developing his interactive music composi-
tion system called ALICE (ALgorithmically Integrated
Composing Environment).

[0006] In this celebrated book, David Cope described how
his ALICE system could be used to assist composers in
composing and generating new music, in the style of the
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composer, and extract musical intelligence from prior music
that has been composed, to provide a useful level of assis-
tance which composers had not had before. David Cope has
advanced his work in this field over the past 15 years, and
his impressive body of work provides musicians with many
interesting tools for augmenting their capacities to generate
music in accordance with their unique styles, based on best
efforts to extract musical intelligence from the artist’s music
compositions. However, such advancements have clearly
fallen short of providing any adequate way of enabling
non-musicians to automatically compose and generate
unique pieces of music capable of meeting the needs and
demands of the rapidly growing commodity music market.

[0007] Furthermore, over the past few decades, numerous
music composition systems have been proposed and/or
developed, employing diverse technologies, such as hidden
Markov models, generative grammars, transition networks,
chaos and self-similarity (fractals), genetic algorithms, cel-
Iular automata, neural networks, and artificial intelligence
(AD) methods. While many of these systems seek to compose
music with computer-algorithmic assistance, some even
seem to compose and generate music in an automated
manner.

[0008] However, the quality of the music produced by
such automated music composition systems has been quite
poor to find acceptable usage in commercial markets, or
consumer markets seeking to add value to media-related
products, special events and the like. Consequently, the
dream for machines to produce wonderful music has hitherto
been unfulfilled, despite the efforts by many to someday
realize the same.

[0009] Consequently, many compromises have been
adopted to make use of computer or machine assisted music
composition suitable for use and sale in contemporary
markets.

[0010] For example, in U.S. Pat. No. 7,754,959 entitled
“System and Method of Automatically Creating An Emo-
tional Controlled Soundtrack” by Herberger et al. (assigned
to Magix AG) provides a system for enabling a user of
digital video editing software to automatically create an
emotionally controlled soundtrack that is matched in overall
emotion or mood to the scenes in the underlying video work.
As disclosed, the user will be able to control the generation
of the soundtrack by positioning emotion tags in the video
work that correspond to the general mood of each scene. The
subsequent soundtrack generation step utilizes these tags to
prepare a musical accompaniment to the video work that
generally matches its on-screen activities, and which uses a
plurality of prerecorded loops (and tracks) each of which has
at least one musical style associated therewith. As disclosed,
the moods associated with the emotion tags are selected
from the group consisting of happy, sad, romantic, excited,
scary, tense, frantic, contemplative, angry, nervous, and
ecstatic. As disclosed, the styles associated with the plurality
of prerecorded music loops are selected from the group
consisting of rock, swing, jazz, waltz, disco, Latin, country,
gospel, ragtime, calypso, reggae, oriental, rhythm and blues,
salsa, hip hop, rap, samba, zydeco, blues and classical.

[0011] While the general concept of using emotion tags to
score frames of media is compelling, the automated methods
and apparatus for composing and generating pieces of
music, as disclosed and taught by Herberger et al. in U.S.
Pat. No. 7,754,959, is neither desirable or feasible in most
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environments and makes this system too limited for useful
application in almost any commodity music market.
[0012] At the same time, there are a number of companies
who are attempting to meet the needs of the rapidly growing
commodity music market, albeit, without much success.

Overview of the XHail System by Score Music Interactive

[0013] In particular, Score Music Interactive (trading as
Xhail) based in Market Square, Gorey, in Wexford County,
Ireland provides the XHail system which allows users to
create novel combinations of prerecorded audio loops and
tracks, along the lines proposed in U.S. Pat. No. 7,754,959.
[0014] Currently available as beta web-based software, the
XHail system allows musically literate individuals to create
unique combinations of pre-existing music loops, based on
descriptive tags. To reasonably use the XHail system, a user
must understand the music creation process, which includes,
but is not limited to, (i) knowing what instruments work well
when played together, (ii) knowing how the audio levels of
instruments should be balanced with each other, (iii) know-
ing how to craft a musical contour with a diverse palette of
instruments, (iv) knowing how to identifying each possible
instrument or sound and audio generator, which includes,
but is not limited to, orchestral and synthesized instruments,
sound effects, and sound wave generators, and (v) possess-
ing standard or average level of knowledge in the field of
music.

[0015] While the XHail system seems to combine pre-
existing music loops into internally-novel combinations at
an abrupt pace, much time and effort is required in order to
modify the generated combination of pre-existing music
loops into an elegant piece of music. Additional time and
effort is required to sync the music combination to a pre-
existing video. As the XHail system uses pre-created “music
loops” as the raw material for its combination process, it is
limited by the quantity of loops in its system database and
by the quality of each independently created music loop.
Further, as the ownership, copyright, and other legal desig-
nators of original creativity of each loop are at least partially
held by the independent creators of each loop, and because
XHail does not control and create the entire creation process,
users of the XHail system have legal and financial obliga-
tions to each of its loop creators each time a pre-exiting loop
is used in a combination.

[0016] While the XHail system appears to be a possible
solution to music discovery and incorporation, for those
looking to replace a composer in the content creation
process, it is believed that those desiring to create Artistic
Music will always find an artist to create it and will not
forfeit the creative power of a human artist to a machine, no
matter how capable it may be. Further, the licensing process
for the created music is complex, the delivery materials are
inflexible, an understanding of music theory and current
music software is required for full understanding and use of
the system, and perhaps most importantly, the XHail system
has no capacity to learn and improve on a user-specific
and/or user-wide basis.

Overview of the Scorify System by Jukedeck

[0017] The Scorify System by Jukedeck based in London,
England, and founded by Cambridge graduates Ed Rex and
Patrick Stobbs, uses artificial intelligence (Al) to generate
unique, copyright-free pieces of music for everything from
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YouTube videos to games and lifts. The Scorify system
allows video creators to add computer-generated music to
their video. The Scorify System is limited in the length of
pre-created video that can be used with its system. Scorify’s
only user inputs are basic style/genre criteria. Currently,
Scorify’s available styles are: Techno, Jazz, Blues, 8-Bit,
and Simple, with optional sub-style instrument designation,
and general music tempo guidance. By requiring users to
select specific instruments and tempo designations, the
Scorify system inherently requires its users to understand
classical music terminology and be able to identify each
possible instrument or sound and audio generator, which
includes, but is not limited to, orchestral and synthesized
instruments, sound effects, and sound wave generators.
[0018] The Scorify system lacks adequate provisions that
allow any user to communicate his or her desires and/or
intentions, regarding the piece of music to be created by the
system. Further, the audio quality of the individual instru-
ments supported by the Scorify system remains well below
professional standards.

[0019] Further, the Scorify system does not allow a user to
create music independently of a video, to create music for
any media other than a video, and to save or access the music
created with a video independently of the content with
which it was created.

[0020] While the Scorify system appears to provide an
extremely elementary and limited solution to the market’s
problem, the system has no capacity for learning and
improving on a user-specific and/or user-wide basis. Also,
the Scorify system and music delivery mechanism is insuf-
ficient to allow creators to create content that accurately
reflects their desires and there is no way to edit or improve
the created music, either manually or automatically, once it
exists.

Overview of the SonicFire Pro System by SmartSound

[0021] The SonicFire Pro system by SmartSound out of
Beaufort, S.C., USA allows users to purchase and use
pre-created music for their video content. Currently avail-
able as a web-based and desktop-based application, the
SonicFire Pro System provides a Stock Music Library that
uses pre-created music, with limited customizability options
for its users. By requiring users to select specific instruments
and volume designations, the SonicFire Pro system inher-
ently requires its users to have the capacity to (i) identify
each possible instrument or sound and audio generator,
which includes, but is not limited to, orchestral and synthe-
sized instruments, sound effects, and sound wave generators,
and (ii) possess professional knowledge of how each indi-
vidual instrument should be balanced with every other
instrument in the piece. As the music is pre-created, there are
limited “Variations™ options to each piece of music. Further,
because each piece of music is not created organically (i.e.
on a note-by-note and/or chord/by-chord basis) for each
user, there is a finite amount of music offered to a user. The
process is relatively arduous and takes a significant amount
of time in selecting a pre-created piece of music, adding
limited-customizability features, and then designating the
length of the piece of music.

[0022] The SonicFire Pro system appears to provide a
solution to the market, limited by the amount of content that
can be created, and a floor below which the price which the
previously-created music cannot go for economic suste-
nance reasons. Further, with a limited supply of content, the
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music for each user lacks uniqueness and complete customi-
zability. The SonicFire Pro system does not have any
capacity for self-learning or improving on a user-specific
and/or user-wide basis. Moreover, the process of using the
software to discover and incorporate previously created
music can take a significant amount of time, and the result-
ing discovered music remains limited by stringent licensing
and legal requirements, which are likely to be created by
using previously-created music.

Other Stock Music Libraries

[0023] Stock Music Libraries are collections of pre-cre-
ated music, often available online, that are available for
license. In these Music Libraries, pre-created music is
usually tagged with relevant descriptors to allow users to
search for a piece of music by keyword. Most glaringly, all
stock music (sometimes referred to as “Royalty Free
Music™) is pre-created and lacks any user input into the
creation of the music. Users must browse what can be
hundreds and thousands of individual audio tracks before
finding the appropriate piece of music for their content.
[0024] Additional examples of stock music containing and
exhibiting very similar characteristics, capabilities, limita-
tions, shortcomings, and drawbacks of SmartSound’s Son-
icFire Pro System, include, for example, Audio Socket, Free
Music Archive, Friendly Music, Rumble Fish, and Music
Bed.

[0025] The prior art described above addresses the market
need for Commodity Music only partially, as the length of
time to discover the right music, the licensing process and
cost to incorporate the music into content, and the inflexible
delivery options (often a single stereo audio file) serve as a
woefully inadequate solution.

[0026] Further, the requirement of a certain level of music
theory background and/or education adds a layer of training
necessary for any content creator to use the current systems
to their full potential.

[0027] Moreover, the prior art systems described above
are static systems that do not learn, adapt, and self-improve
as they are used by others, and do not come close to offering
“white glove” service comparable to that of the experience
of working with a professional composer.

[0028] In view, therefore, of the prior art and its short-
comings and drawbacks, there is a great need in the art for
a new and improved information processing systems and
methods that enable individuals, as well as other information
systems, without possessing any musical knowledge, theory
or expertise, to automatically compose and generate music
pieces for use in scoring diverse kinds of media products, as
well as supporting and/or celebrating events, organizations,
brands, families and the like as the occasion may suggest or
require, while overcoming the shortcomings and drawbacks
of prior art systems, methods and technologies.

SUMMARY AND OBJECTS OF THE PRESENT
INVENTION

[0029] Accordingly, a primary object of the present inven-
tion is to provide a new and improved Automated Music
Composition And Generation System and Machine, and
information processing architecture that allows anyone,
without possessing any knowledge of music theory or prac-
tice, or expertise in music or other creative endeavors, to
instantly create unique and professional-quality music, with
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the option, but not requirement, of being synchronized to
any kind of media content, including, but not limited to,
video, photography, slideshows, and any pre-existing audio
format, as well as any object, entity, and/or event.

[0030] Another object of the present invention is to pro-
vide such Automated Music Composition And Generation
System, wherein the system user only requires knowledge of
ones own emotions and/or artistic concepts which are to be
expressed musically in a piece of music that will be ulti-
mately composed by the Automated Composition And Gen-
eration System of the present invention.

[0031] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System that supports a novel process for creating music,
completely changing and advancing the traditional compo-
sitional process of a professional media composer.

[0032] Another object of the present invention is to pro-
vide a novel process for creating music using an Automated
Music Composition and Generation System that intuitively
makes all of the musical and non-musical decisions neces-
sary to create a piece of music and learns, codifies, and
formalizes the compositional process into a constantly learn-
ing and evolving system that drastically improves one of the
most complex and creative human endeavors—the compo-
sition and creation of music.

[0033] Another object of the present invention is to pro-
vide a novel process for composing and creating music an
using automated virtual-instrument music synthesis tech-
nique driven by musical experience descriptors and time and
space (T&S) parameters supplied by the system user, so as
to automatically compose and generate music that rivals that
of a professional music composer across any comparative or
competitive scope.

[0034] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System, wherein the musical spirit and intelligence of the
system is embodied within the specialized information sets,
structures and processes that are supported within the system
in accordance with the information processing principles of
the present invention.

[0035] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System, wherein automated learning capabilities are sup-
ported so that the musical spirit of the system can transform,
adapt and evolve over time, in response to interaction with
system users, which can include individual users as well as
entire populations of users, so that the musical spirit and
memory of the system is not limited to the intellectual and/or
emotional capacity of a single individual, but rather is open
to grow in response to the transformative powers of all who
happen to use and interact with the system.

[0036] Another object of the present invention is to pro-
vide a new and improved Automated Music Composition
and Generation system that supports a highly intuitive,
natural, and easy to use graphical interface (GUI) that
provides for very fast music creation and very high product
functionality.

[0037] Another object of the present invention is to pro-
vide a new and improved Automated Music Composition
and Generation System that allows system users to be able
to describe, in a manner natural to the user, including, but
not limited to text, image, linguistics, speech, menu selec-
tion, time, audio file, video file, or other descriptive mecha-
nism, what the user wants the music to convey, and/or the
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preferred style of the music, and/or the preferred timings of
the music, and/or any single, pair, or other combination of
these three input categories.

[0038] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Process supporting automated virtual-instrument music syn-
thesis driven by linguistic and/or graphical icon based
musical experience descriptors supplied by the system user,
wherein linguistic-based musical experience descriptors,
and a video, audio-recording, image, or event marker, sup-
plied as input through the system user interface, and are used
by the Automated Music Composition and Generation
Engine of the present invention to generate musically-scored
media (e.g. video, podcast, image, slideshow etc.) or event
marker using virtual-instrument music synthesis, which is
then supplied back to the system user via the system user
interface.

[0039] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System supporting the use of automated virtual-instrument
music synthesis driven by linguistic and/or graphical icon
based musical experience descriptors supplied by the system
user, wherein (i) during the first step of the process, the
system user accesses the Automated Music Composition and
Generation System, and then selects a video, an audio-
recording (e.g. a podcast), a slideshow, a photograph or
image, or an event marker to be scored with music generated
by the Automated Music Composition and Generation Sys-
tem, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to its
Automated Music Composition and Generation Engine, (iii)
the system user initiates the Automated Music Composition
and Generation System to compose and generate music
using an automated virtual-instrument music synthesis
method based on inputted musical descriptors that have been
scored on (i.e. applied to) selected media or event markers
by the system user, (iv), the system user accepts composed
and generated music produced for the score media or event
markers, and provides feedback to the system regarding the
system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that
the system user subjectively experiences, and (v) the system
combines the accepted composed music with the selected
media or event marker, so as to create a video file for
distribution and display/performance.

[0040] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Instrument System supporting automated virtual-instrument
music synthesis driven by linguistic-based musical experi-
ence descriptors produced using a text keyboard and/or a
speech recognition interface provided in a compact portable
housing that can be used in almost any conceivable user
application.

[0041] Another object of the present invention is to pro-
vide a toy instrument supporting Automated Music Com-
position and Generation Engine supporting automated vir-
tual-instrument music synthesis driven by icon-based
musical experience descriptors selected by the child or adult
playing with the toy instrument, wherein a touch screen
display is provided for the system user to select and load
videos from a video library maintained within storage device
of the toy instrument, or from a local or remote video file
server connected to the Internet, and children can then select
musical experience descriptors (e.g. emotion descriptor
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icons and style descriptor icons) from a physical or virtual
keyboard or like system interface, so as to allow one or more
children to compose and generate custom music for one or
more segmented scenes of the selected video.

[0042] Another object is to provide an Automated Toy
Music Composition and Generation Instrument System,
wherein graphical-icon based musical experience descrip-
tors, and a video are selected as input through the system
user interface (i.e. touch-screen keyboard) of the Automated
Toy Music Composition and Generation Instrument System
and used by its Automated Music Composition and Genera-
tion Engine to automatically generate a musically-scored
video story that is then supplied back to the system user, via
the system user interface, for playback and viewing.
[0043] Another object of the present invention is to pro-
vide an Electronic Information Processing and Display
System, integrating a SOC-based Automated Music Com-
position and Generation Engine within its electronic infor-
mation processing and display system architecture, for the
purpose of supporting the creative and/or entertainment
needs of its system users.

[0044] Another object of the present invention is to pro-
vide a SOC-based Music Composition and Generation Sys-
tem supporting automated virtual-instrument music synthe-
sis driven by linguistic and/or graphical icon based musical
experience descriptors, wherein linguistic-based musical
experience descriptors, and a video, audio file, image, slide-
show, or event marker, are supplied as input through the
system user interface, and used by the Automated Music
Composition and Generation Engine to generate musically-
scored media (e.g. video, podcast, image, slideshow etc.) or
event marker, that is then supplied back to the system user
via the system user interface.

[0045] Another object of the present invention is to pro-
vide an Enterprise-Level Internet-Based Music Composition
And Generation System, supported by a data processing
center with web servers, application servers and database
(RDBMY) servers operably connected to the infrastructure
of the Internet, and accessible by client machines, social
network servers, and web-based communication servers,
and allowing anyone with a web-based browser to access
automated music composition and generation services on
websites (e.g. on YouTube, Vimeo, etc.), social-networks,
social-messaging networks (e.g. Twitter) and other Internet-
based properties, to allow users to score videos, images,
slide-shows, audio files, and other events with music auto-
matically composed using virtual-instrument music synthe-
sis techniques driven by linguistic-based musical experience
descriptors produced using a text keyboard and/or a speech
recognition interface.

[0046] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Process supported by an enterprise-level system, wherein (i)
during the first step of the process, the system user accesses
an Automated Music Composition and Generation System,
and then selects a video, an audio-recording (i.e. podcast),
slideshow, a photograph or image, or an event marker to be
scored with music generated by the Automated Music Com-
position and Generation System, (ii) the system user then
provides linguistic-based and/or icon-based musical experi-
ence descriptors to the Automated Music Composition and
Generation Engine of the system, (iii) the system user
initiates the Automated Music Composition and Generation
System to compose and generate music based on inputted
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musical descriptors scored on selected media or event mark-
ers, (iv) the system user accepts composed and generated
music produced for the score media or event markers, and
provides feedback to the system regarding the system user’s
rating of the produced music, and/or music preferences in
view of the produced musical experience that the system
user subjectively experiences, and (v) the system combines
the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and
display.

[0047] Another object of the present invention is to pro-
vide an Internet-Based Automated Music Composition and
Generation Platform that is deployed so that mobile and
desktop client machines, using text, SMS and email services
supported on the Internet, can be augmented by the addition
of composed music by users using the Automated Music
Composition and Generation Engine of the present inven-
tion, and graphical user interfaces supported by the client
machines while creating text, SMS and/or email documents
(i.e. messages) so that the users can easily select graphic
and/or linguistic based emotion and style descriptors for use
in generating compose music pieces for such text, SMS and
email messages.

[0048] Another object of the present invention is a mobile
client machine (e.g. Internet-enabled smartphone or tablet
computer) deployed in a system network supporting the
Automated Music Composition and Generation Engine of
the present invention, where the client machine is realized as
a mobile computing machine having a touch-screen inter-
face, a memory architecture, a central processor, graphics
processor, interface circuitry, network adapters to support
various communication protocols, and other technologies to
support the features expected in a modern smartphone
device (e.g. Apple iPhone, Samsung Android Galaxy, et al),
and wherein a client application is running that provides the
user with a virtual keyboard supporting the creation of a
web-based (i.e. html) document, and the creation and inser-
tion of a piece of composed music created by selecting
linguistic and/or graphical-icon based emotion descriptors,
and style-descriptors, from a menu screen, so that the music
piece can be delivered to a remote client and experienced
using a conventional web-browser operating on the embed-
ded URL, from which the embedded music piece is being
served by way of web, application and database servers.
[0049] Another object of the present invention is to pro-
vide an Internet-Based Automated Music Composition and
Generation System supporting the use of automated virtual-
instrument music synthesis driven by linguistic and/or
graphical icon based musical experience descriptors so as to
add composed music to text, SMS and email documents/
messages, wherein linguistic-based or icon-based musical
experience descriptors are supplied by the system user as
input through the system user interface, and used by the
Automated Music Composition and Generation Engine to
generate a musically-scored text document or message that
is generated for preview by system user via the system user
interface, before finalization and transmission.

[0050] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Process using a Web-based system supporting the use of
automated virtual-instrument music synthesis driven by lin-
guistic and/or graphical icon based musical experience
descriptors so to automatically and instantly create musi-
cally-scored text, SMS, email, PDF, Word and/or HTML
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documents, wherein (i) during the first step of the process,
the system user accesses the Automated Music Composition
and Generation System, and then selects a text, SMS or
email message or Word, PDF or HTML document to be
scored (e.g. augmented) with music generated by the Auto-
mated Music Composition and Generation System, (ii) the
system user then provides linguistic-based and/or icon-
based musical experience descriptors to the Automated
Music Composition and Generation Engine of the system,
(iii) the system user initiates the Automated Music Compo-
sition and Generation System to compose and generate
music based on inputted musical descriptors scored on
selected messages or documents, (iv) the system user
accepts composed and generated music produced for the
message or document, or rejects the music and provides
feedback to the system, including providing different musi-
cal experience descriptors and a request to re-compose
music based on the updated musical experience descriptor
inputs, and (v) the system combines the accepted composed
music with the message or document, so as to create a new
file for distribution and display.

[0051] Another object of the present invention is to pro-
vide an Al-Based Autonomous Music Composition, Gen-
eration and Performance System for use in a band of human
musicians playing a set of real and/or synthetic musical
instruments, employing a modified version of the Automated
Music Composition and Generation Engine, wherein the
Al-based system receives musical signals from its surround-
ing instruments and musicians and buffers and analyzes
these instruments and, in response thereto, can compose and
generate music in real-time that will augment the music
being played by the band of musicians, or can record,
analyze and compose music that is recorded for subsequent
playback, review and consideration by the human musicians.

[0052] Another object of the present invention is to pro-
vide an Autonomous Music Analyzing, Composing and
Performing Instrument having a compact rugged transport-
able housing comprising a LCD touch-type display screen,
a built-in stereo microphone set, a set of audio signal input
connectors for receiving audio signals produced from the set
of musical instruments in the system environment, a set of
MIDI signal input connectors for receiving MIDI input
signals from the set of instruments in the system environ-
ment, audio output signal connector for delivering audio
output signals to audio signal preamplifiers and/or amplifi-
ers, WIFI and BT network adapters and associated signal
antenna structures, and a set of function buttons for the user
modes of operation including (i) LEAD mode, where the
instrument system autonomously leads musically in
response to the streams of music information it receives and
analyzes from its (local or remote) musical environment
during a musical session, (i) FOLLOW mode, where the
instrument system autonomously follows musically in
response to the music it receives and analyzes from the
musical instruments in its (local or remote) musical envi-
ronment during the musical session, (iii) COMPOSE mode,
where the system automatically composes music based on
the music it receives and analyzes from the musical instru-
ments in its (local or remote) environment during the
musical session, and (iv) PERFORM mode, where the
system autonomously performs automatically composed
music, in real-time, in response to the musical information
received and analyzed from its environment during the
musical session.
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[0053] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Instrument System, wherein audio signals as well as MIDI
input signals are produced from a set of musical instruments
in the system environment are received by the instrument
system, and these signals are analyzed in real-time, on the
time and/or frequency domain, for the occurrence of pitch
events and melodic and rhythmic structure so that the system
can automatically abstract musical experience descriptors
from this information for use in generating automated music
composition and generation using the Automated Music
Composition and Generation Engine of the present inven-
tion.

[0054] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Process using the system, wherein (i) during the first step of
the process, the system user selects either the LEAD or
FOLLOW mode of operation for the Automated Musical
Composition and Generation Instrument System, (ii) prior to
the session, the system is then is interfaced with a group of
musical instruments played by a group of musicians in a
creative environment during a musical session, (iii) during
the session, the system receives audio and/or MIDI data
signals produced from the group of instruments during the
session, and analyzes these signals for pitch and rhythmic
data and melodic structure, (iv) during the session, the
system automatically generates musical descriptors from
abstracted pitch, rhythmic and melody data, and uses the
musical experience descriptors to compose music for each
session on a real-time basis, and (v) in the event that the
PERFORM mode has been selected, the system automati-
cally generates music composed for the session, and in the
event that the COMPOSE mode has been selected, the music
composed during the session is stored for subsequent access
and review by the group of musicians.

[0055] Another object of the present invention is to pro-
vide a novel Automated Music Composition and Generation
System, supporting virtual-instrument music synthesis and
the use of linguistic-based musical experience descriptors
and lyrical (LYRIC) or word descriptions produced using a
text keyboard and/or a speech recognition interface, so that
system users can further apply lyrics to one or more scenes
in a video that are to be emotionally scored with composed
music in accordance with the principles of the present
invention.

[0056] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System supporting virtual-instrument music synthesis
driven by graphical-icon based musical experience descrip-
tors selected by the system user with a real or virtual
keyboard interface, showing its various components, such as
multi-core  CPU, multi-core GPU, program memory
(DRAM), video memory (VRAM), hard drive, LCD/touch-
screen display panel, microphone/speaker, keyboard, WIFI/
Bluetooth network adapters, pitch recognition module/
board, and power supply and distribution circuitry,
integrated around a system bus architecture.

[0057] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein linguistic and/or graphics based musical
experience descriptors, including lyrical input, and other
media (e.g. a video recording, live video broadcast, video
game, slide-show, audio recording, or event marker) are
selected as input through a system user interface (i.e. touch-
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screen keyboard), wherein the media can be automatically
analyzed by the system to extract musical experience
descriptors (e.g. based on scene imagery and/or information
content), and thereafter used by its Automated Music Com-
position and Generation Engine to generate musically-
scored media that is then supplied back to the system user
via the system user interface or other means.

[0058] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a system user interface is provided for
transmitting typed, spoken or sung words or lyrical input
provided by the system user to a subsystem where the
real-time pitch event, rhythmic and prosodic analysis is
performed to automatically captured data that is used to
modify the system operating parameters in the system
during the music composition and generation process of the
present invention.

[0059] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
Process, wherein the primary steps involve supporting the
use of linguistic musical experience descriptors, (optionally
lyrical input), and virtual-instrument music synthesis,
wherein (i) during the first step of the process, the system
user accesses the Automated Music Composition and Gen-
eration System and then selects media to be scored with
music generated by its Automated Music Composition and
Generation Engine, (ii) the system user selects musical
experience descriptors (and optionally lyrics) provided to
the Automated Music Composition and Generation Engine
of the system for application to the selected media to be
musically-scored, (iii) the system user initiates the Auto-
mated Music Composition and Generation Engine to com-
pose and generate music based on the provided musical
descriptors scored on selected media, and (iv) the system
combines the composed music with the selected media so as
to create a composite media file for display and enjoyment.
[0060] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Engine comprises a system architecture that is divided into
two very high-level “musical landscape” categorizations,
namely: (1) a Pitch Landscape Subsystem C0 comprising the
General Pitch Generation Subsystem A2, the Melody Pitch
Generation Subsystem A4, the Orchestration Subsystem A5,
and the Controller Code Creation Subsystem A6; and (ii) a
Rhythmic Landscape Subsystem comprising the General
Rhythm Generation Subsystem Al, Melody Rhythm Gen-
eration Subsystem A3, the Orchestration Subsystem A5, and
the Controller Code Creation Subsystem A6.

[0061] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
Engine comprises a system architecture including a user
GUI-based Input Output Subsystem A0, a General Rhythm
Subsystem A1, a General Pitch Generation Subsystem A2, a
Melody Rhythm Generation Subsystem A3, a Melody Pitch
Generation Subsystem A4, an Orchestration Subsystem AS,
a Controller Code Creation Subsystem A6, a Digital Piece
Creation Subsystem A7, and a Feedback and Learning
Subsystem A8.

[0062] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System comprising a plurality of subsystems integrated
together, wherein a User GUI-based input output subsystem
(B0) allows a system user to select one or more musical
experience descriptors for transmission to the descriptor
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parameter capture subsystem B1 for processing and trans-
formation into probability-based system operating param-
eters which are distributed to and loaded in tables main-
tained in the various subsystems within the system, and
subsequent subsystem set up and use during the automated
music composition and generation process of the present
invention.

[0063] Another object of the present invention is to pro-
vide an Automated Music Composition and Generation
System comprising a plurality of subsystems integrated
together, wherein a descriptor parameter capture subsystem
(B1) is interfaced with the user GUI-based input output
subsystem for receiving and processing selected musical
experience descriptors to generate sets of probability-based
system operating parameters for distribution to parameter
tables maintained within the various subsystems therein.
[0064] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Style Parameter Capture Subsystem
(B37) is used in an Automated Music Composition and
Generation Engine, wherein the system user provides the
exemplary “style-type” musical experience descriptor—
POP, for example—to the Style Parameter Capture Subsys-
tem for processing and transformation within the parameter
transformation engine, to generate probability-based param-
eter tables that are then distributed to various subsystems
therein, and subsequent subsystem set up and use during the
automated music composition and generation process of the
present invention.

[0065] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Timing Parameter Capture Subsystem
(B40) is used in the Automated Music Composition and
Generation Engine, wherein the Timing Parameter Capture
Subsystem (B40) provides timing parameters to the Timing
Generation Subsystem (B41) for distribution to the various
subsystems in the system, and subsequent subsystem set up
and use during the automated music composition and gen-
eration process of the present invention.

[0066] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Parameter Transformation Engine Sub-
system (B51) is used in the Automated Music Composition
and Generation Engine, wherein musical experience
descriptor parameters and Timing Parameters Subsystem are
automatically transformed into sets of probabilistic-based
system operating parameters, generated for specific sets of
user-supplied musical experience descriptors and timing
signal parameters provided by the system user.

[0067] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Timing Generation Subsystem (B41) is
used in the Automated Music Composition and Generation
Engine, wherein the timing parameter capture subsystem
(B40) provides timing parameters (e.g. piece length) to the
timing generation subsystem (B41) for generating timing
information relating to (i) the length of the piece to be
composed, (ii) start of the music piece, (iii) the stop of the
music piece, (iv) increases in volume of the music piece, and
(v) accents in the music piece, that are to be created during
the automated music composition and generation process of
the present invention.

[0068] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
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System, wherein a Length Generation Subsystem (B2) is
used in the Automated Music Composition and Generation
Engine, wherein the time length of the piece specified by the
system user is provided to the length generation subsystem
(B2) and this subsystem generates the start and stop loca-
tions of the piece of music that is to be composed during the
during the automated music composition and generation
process of the present invention;.

[0069] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Tempo Generation Subsystem (B3) is
used in the Automated Music Composition and Generation
Engine, wherein the tempos of the piece (i.e. BPM) are
computed based on the piece time length and musical
experience parameters that are provided to this subsystem,
wherein the resultant tempos are measured in beats per
minute (BPM) and are used during the automated music
composition and generation process of the present invention.

[0070] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Meter Generation Subsystem (B4) is used
in the Automated Music Composition and Generation
Engine, wherein the meter of the piece is computed based on
the piece time length and musical experience parameters that
are provided to this subsystem, wherein the resultant tempo
is measured in beats per minute (BPM) and is used during
the automated music composition and generation process of
the present invention.

[0071] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Key Generation Subsystem (B5) is used
in the Automated Music Composition and Generation
Engine of the present invention, wherein the key of the piece
is computed based on musical experience parameters that
are provided to the system, wherein the resultant key is
selected and used during the automated music composition
and generation process of the present invention.

[0072] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Beat Calculator Subsystem (B6) is used
in the Automated Music Composition and Generation
Engine, wherein the number of beats in the piece is com-
puted based on the piece length provided to the system and
tempo computed by the system, wherein the resultant num-
ber of beats is used during the automated music composition
and generation process of the present invention.

[0073] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Measure Calculator Subsystem (B8) is
used in the Automated Music Composition and Generation
Engine, wherein the number of measures in the piece is
computed based on the number of beats in the piece, and the
computed meter of the piece, wherein the meters in the piece
is used during the automated music composition and gen-
eration process of the present invention.

[0074] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Tonality Generation Subsystem (B7) is
used in the Automated Music Composition and Generation
Engine, wherein the tonalities of the piece is selected using
the probability-based tonality parameter table maintained
within the subsystem and the musical experience descriptors
provided to the system by the system user, and wherein the
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selected tonalities are used during the automated music
composition and generation process of the present invention.
[0075] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Song Form Generation Subsystem (B9)
is used in the Automated Music Composition and Genera-
tion Engine, wherein the song forms are selected using the
probability-based song form sub-phrase parameter table
maintained within the subsystem and the musical experience
descriptors provided to the system by the system user, and
wherein the selected song forms are used during the auto-
mated music composition and generation process of the
present invention.

[0076] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Sub-Phrase Length Generation Subsys-
tem (B15) is used in the Automated Music Composition and
Generation Engine, wherein the sub-phrase lengths are
selected using the probability-based sub-phrase length
parameter table maintained within the subsystem and the
musical experience descriptors provided to the system by the
system user, and wherein the selected sub-phrase lengths are
used during the automated music composition and genera-
tion process of the present invention.

[0077] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Chord Length Generation Subsystem
(B11) is used in the Automated Music Composition and
Generation Engine, wherein the chord lengths are selected
using the probability-based chord length parameter table
maintained within the subsystem and the musical experience
descriptors provided to the system by the system user, and
wherein the selected chord lengths are used during the
automated music composition and generation process of the
present invention.

[0078] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Unique Sub-Phrase Generation Subsys-
tem (B14) is used in the Automated Music Composition and
Generation Engine, wherein the unique sub-phrases are
selected using the probability-based unique sub-phrase
parameter table maintained within the subsystem and the
musical experience descriptors provided to the system by the
system user, and wherein the selected unique sub-phrases
are used during the automated music composition and
generation process of the present invention.

[0079] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Number Of Chords In Sub-Phrase Cal-
culation Subsystem (B16) is used in the Automated Music
Composition and Generation Engine, wherein the number of
chords in a sub-phrase is calculated using the computed
unique sub-phrases, and wherein the number of chords in the
sub-phrase is used during the automated music composition
and generation process of the present invention.

[0080] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Phrase Length Generation Subsystem
(B12) is used in the Automated Music Composition and
Generation Engine, wherein the length of the phrases are
measured using a phrase length analyzer, and wherein the
length of the phrases (in number of measures) are used
during the automated music composition and generation
process of the present invention.
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[0081] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Unique Phrase Generation Subsystem
(B10) is used in the Automated Music Composition and
Generation Engine, wherein the number of unique phrases is
determined using a phrase analyzer, and wherein number of
unique phrases is used during the automated music compo-
sition and generation process of the present invention.

[0082] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Number Of Chords In Phrase Calculation
Subsystem (B13) is used in the Automated Music Compo-
sition and Generation Engine, wherein the number of chords
in a phrase is determined, and wherein number of chords in
a phrase is used during the automated music composition
and generation process of the present invention.

[0083] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Initial General Rhythm Generation
Subsystem (B17) is used in the Automated Music Compo-
sition and Generation Engine, wherein the initial chord is
determined using the initial chord root table, the chord
function table and chord function tonality analyzer, and
wherein initial chord is used during the automated music
composition and generation process of the present invention.

[0084] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Sub-Phrase Chord Progression Genera-
tion Subsystem (B19) is used in the Automated Music
Composition and Generation Engine, wherein the sub-
phrase chord progressions are determined using the chord
root table, the chord function root modifier table, current
chord function table values, and the beat root modifier table
and the beat analyzer, and wherein sub-phrase chord pro-
gressions are used during the automated music composition
and generation process of the present invention.

[0085] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Phrase Chord Progression Generation
Subsystem (B18) is used in the Automated Music Compo-
sition and Generation Engine, wherein the phrase chord
progressions are determined using the sub-phrase analyzer,
and wherein improved phrases are used during the auto-
mated music composition and generation process of the
present invention.

[0086] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Chord Inversion Generation Subsystem
(B20) is used in the Automated Music Composition and
Generation Engine, wherein chord inversions are deter-
mined using the initial chord inversion table, and the chord
inversion table, and wherein the resulting chord inversions
are used during the automated music composition and
generation process of the present invention.

[0087] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Sub-Phrase Length Generation
Subsystem (B25) is used in the Automated Music Compo-
sition and Generation Engine, wherein melody sub-phrase
lengths are determined using the probability-based melody
sub-phrase length table, and wherein the resulting melody
sub-phrase lengths are used during the automated music
composition and generation process of the present invention.
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[0088] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Sub-Phrase Generation Subsys-
tem (B24) is used in the Automated Music Composition and
Generation Engine, wherein sub-phrase melody placements
are determined using the probability-based sub-phrase
melody placement table, and wherein the selected sub-
phrase melody placements are used during the automated
music composition and generation process of the present
invention.

[0089] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Phrase Length Generation Sub-
system (B23) is used in the Automated Music Composition
and Generation Engine, wherein melody phrase lengths are
determined using the sub-phrase melody analyzer, and
wherein the resulting phrase lengths of the melody are used
during the automated music composition and generation
process of the present invention;

[0090] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Unique Phrase Generation Sub-
system (B22) used in the Automated Music Composition
and Generation Engine, wherein unique melody phrases are
determined using the unique melody phrase analyzer, and
wherein the resulting unique melody phrases are used during
the automated music composition and generation process of
the present invention.

[0091] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Length Generation Subsystem
(B21) used in the Automated Music Composition and Gen-
eration Engine, wherein melody lengths are determined
using the phrase melody analyzer, and wherein the resulting
phrase melodies are used during the automated music com-
position and generation process of the present invention.
[0092] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Melody Note Rhythm Generation Sub-
system (B26) used in the Automated Music Composition
and Generation Engine, wherein melody note rhythms are
determined using the probability-based initial note length
table, and the probability-based initial, second, and n” chord
length tables, and wherein the resulting melody note
rhythms are used during the automated music composition
and generation process of the present invention.

[0093] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Initial Pitch Generation Subsystem
(B27) used in the Automated Music Composition and Gen-
eration Engine, wherein initial pitch is determined using the
probability-based initial note length table, and the probabil-
ity-based initial, second, and n” chord length tables, and
wherein the resulting melody note rhythms are used during
the automated music composition and generation process of
the present invention.

[0094] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Sub-Phrase Pitch Generation Subsystem
(B29) used in the Automated Music Composition and Gen-
eration Engine, wherein the sub-phrase pitches are deter-
mined using the probability-based melody note table, the
probability-based chord modifier tables, and probability-
based leap reversal modifier table, and wherein the resulting
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sub-phrase pitches are used during the automated music
composition and generation process of the present invention.
[0095] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Phrase Pitch Generation Subsystem
(B28) used in the Automated Music Composition and Gen-
eration Engine, wherein the phrase pitches are determined
using the sub-phrase melody analyzer and used during the
automated music composition and generation process of the
present invention.

[0096] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Pitch Octave Generation Subsystem
(B30) is used in the Automated Music Composition and
Generation Engine, wherein the pitch octaves are deter-
mined using the probability-based melody note octave table,
and the resulting pitch octaves are used during the auto-
mated music composition and generation process of the
present invention.

[0097] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Instrumentation Subsystem (B38) is
used in the Automated Music Composition and Generation
Engine, wherein the instrumentations are determined using
the probability-based instrument tables based on musical
experience descriptors (e.g. style descriptors) provided by
the system user, and wherein the instrumentations are used
during the automated music composition and generation
process of the present invention.

[0098] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Instrument Selector Subsystem (B39) is
used in the Automated Music Composition and Generation
Engine, wherein piece instrument selections are determined
using the probability-based instrument selection tables, and
used during the automated music composition and genera-
tion process of the present invention.

[0099] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein an Orchestration Generation Subsystem
(B31) is used in the Automated Music Composition and
Generation Engine, wherein the probability-based parameter
tables (i.e. instrument orchestration prioritization table,
instrument energy tabled, piano energy table, instrument
function table, piano hand function table, piano voicing
table, piano rhythm table, second note right hand table,
second note left hand table, piano dynamics table) employed
in the subsystem is set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process of
the present invention so as to generate a part of the piece of
music being composed.

[0100] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Controller Code Generation Subsystem
(B32) is used in the Automated Music Composition and
Generation Engine, wherein the probability-based parameter
tables (i.e. instrument, instrument group and piece wide
controller code tables) employed in the subsystem is set up
for the exemplary “emotion-type” musical experience
descriptor—HAPPY—and used during the automated music
composition and generation process of the present invention
so as to generate a part of the piece of music being
composed.
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[0101] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a digital audio retriever subsystem (B33) is
used in the Automated Music Composition and Generation
Engine, wherein digital audio (instrument note) files are
located and used during the automated music composition
and generation process of the present invention.

[0102] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein Digital Audio Sample Organizer Subsys-
tem (B34) is used in the Automated Music Composition and
Generation Engine, wherein located digital audio (instru-
ment note) files are organized in the correct time and space
according to the music piece during the automated music
composition and generation process of the present invention.
[0103] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Piece Consolidator Subsystem (B35) is
used in the Automated Music Composition and Generation
Engine, wherein the digital audio files are consolidated and
manipulated into a form or forms acceptable for use by the
System User.

[0104] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Piece Format Translator Subsystem
(B50) is used in the Automated Music Composition and
Generation Engine, wherein the completed music piece is
translated into desired alterative formats requested during
the automated music composition and generation process of
the present invention.

[0105] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Piece Deliver Subsystem (B36) is used in
the Automated Music Composition and Generation Engine,
wherein digital audio files are combined into digital audio
files to be delivered to the system user during the automated
music composition and generation process of the present
invention.

[0106] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Feedback Subsystem (B42) is used in the
Automated Music Composition and Generation Engine,
wherein (i) digital audio file and additional piece formats are
analyzed to determine and confirm that all attributes of the
requested piece are accurately delivered, (ii) that digital
audio file and additional piece formats are analyzed to
determine and confirm uniqueness of the musical piece, and
(iii) the system user analyzes the audio file and/or additional
piece formats, during the automated music composition and
generation process of the present invention.

[0107] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Music Editability Subsystem (B43) is
used in the Automated Music Composition and Generation
Engine, wherein requests to restart, rerun, modify and/or
recreate the system are executed during the automated music
composition and generation process of the present invention.
[0108] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Preference Saver Subsystem (B44) is
used in the Automated Music Composition and Generation
Engine, wherein musical experience descriptors, parameter
tables and parameters are modified to reflect user and
autonomous feedback to cause a more positively received
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piece during future automated music composition and gen-
eration process of the present invention.

[0109] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Musical Kernel (e.g. “DNA”) Generation
Subsystem (B45) is used in the Automated Music Compo-
sition and Generation Engine, wherein the musical “kernel”
of a music piece is determined, in terms of (i) melody
(sub-phrase melody note selection order), (ii) harmony (i.e.
phrase chord progression), (iii) tempo, (iv) volume, and/or
(v) orchestration, so that this music kernel can be used
during future automated music composition and generation
process of the present invention.

[0110] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a User Taste Generation Subsystem (B46)
is used in the Automated Music Composition and Genera-
tion Engine, wherein the system user’s musical taste is
determined based on system user feedback and autonomous
piece analysis, for use in changing or modifying the style
and musical experience descriptors, parameters and table
values for a music composition during the automated music
composition and generation process of the present invention.
[0111] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Population Taste Aggregator Subsystem
(B47) is used in the Automated Music Composition and
Generation Engine, wherein the music taste of a population
is aggregated and changes to style, musical experience
descriptors, and parameter table probabilities can be modi-
fied in response thereto during the automated music com-
position and generation process of the present invention;
[0112] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a User Preference Subsystem (B48) is used
in the Automated Music Composition and Generation
Engine, wherein system user preferences (e.g. style and
musical experience descriptors, table parameters) are deter-
mined and used during the automated music composition
and generation process of the present invention.

[0113] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Population Preference Subsystem (B49)
is used in its Automated Music Composition and Generation
Engine, wherein user population preferences (e.g. style and
musical experience descriptors, table parameters) are deter-
mined and used during the automated music composition
and generation process of the present invention.

[0114] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Tempo Generation Subsystem (B3) of its
Automated Music Composition and Generation Engine,
wherein for each emotional descriptor supported by the
system, a probability measure is provided for each tempo
(beats per minute) supported by the system, and the prob-
ability-based parameter table is used during the automated
music composition and generation process of the present
invention.

[0115] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Length Generation Subsystem (B2) of its
Automated Music Composition and Generation Engine,
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wherein for each emotional descriptor supported by the
system, a probability measure is provided for each length
(seconds) supported by the system, and this probability-
based parameter table is used during the automated music
composition and generation process of the present invention.
[0116] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Meter Generation Subsystem (B4) of its
Automated Music Composition and Generation Engine,
wherein for each emotional descriptor supported by the
system, a probability measure is provided for each meter
supported by the system, and this probability-based param-
eter table is used during the automated music composition
and generation process of the present invention.

[0117] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the key generation subsystem (B5) of its
Automated Music Composition and Generation Engine,
wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each
key supported by the system, and this probability-based
parameter table is used during the automated music com-
position and generation process of the present invention.
[0118] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Tonality Generation Subsystem (B7) of its
Automated Music Composition and Generation Engine,
wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each
tonality (i.e. Major, Minor-Natural, Minor-Harmonic,
Minor-Melodic, Dorian, Phrygian, Lydian, Mixolydian,
Aeolian, and Locrian) supported by the system, and this
probability-based parameter table is used during the auto-
mated music composition and generation process of the
present invention;

[0119] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables main-
tained in the Song Form Generation Subsystem (B9) of its
Automated Music Composition and Generation Engine,
wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each
song form (i.e. A, AA, AB, AAA, ABA, ABC) supported by
the system, as well as for each sub-phrase form (a, aa, ab,
aaa, aba, abc), and these probability-based parameter tables
are used during the automated music composition and
generation process of the present invention;

[0120] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Sub-Phrase Length Generation Subsystem
(B15) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each sub-phrase length (i.e. measures) supported
by the system, and this probability-based parameter table is
used during the automated music composition and genera-
tion process of the present invention.

[0121] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables is
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maintained in the Chord Length Generation Subsystem
(B11) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each initial chord length and second chord lengths
supported by the system, and these probability-based param-
eter tables are used during the automated music composition
and generation process of the present invention.

[0122] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables is
maintained in the Initial General Rhythm Generation Sub-
system (B17) of its Automated Music Composition and
Generation Engine, wherein for each musical experience
descriptor selected by the system user, a probability measure
is provided for each root note (i.e. indicated by musical
letter) supported by the system, and these probability-based
parameter tables are used during the automated music com-
position and generation process of the present invention.
[0123] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Sub-Phrase Chord Progression Generation
Subsystem (B19) of its Automated Music Composition and
Generation Engine, wherein for each musical experience
descriptor selected by the system user, a probability measure
is provided for each original chord root (i.e. indicated by
musical letter) and upcoming beat in the measure supported
by the system, and these probability-based parameter tables
are used during the automated music composition and
generation process of the present invention.

[0124] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables is
maintained in the Chord Inversion Generation Subsystem
(B20) of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each inversion and original chord root (i.e. indi-
cated by musical letter) supported by the system, and these
probability-based parameter tables are used during the auto-
mated music composition and generation process of the
present invention.

[0125] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables is
maintained in the Melody Sub-Phrase Length Progression
Generation Subsystem (B25) of its Automated Music Com-
position and Generation Engine, wherein for each musical
experience descriptor selected by the system user, a prob-
ability measure is provided for each original chord root (i.e.
indicated by musical letter) supported by the system, and
this probability-based parameter table is used during the
automated music composition and generation process of the
present invention.

[0126] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter tables is
maintained in the Melody Note Rhythm Generation Sub-
system (B26) of its Automated Music Composition and
Generation Engine, wherein for each musical experience
descriptor selected by the system user, a probability measure
is provided for each initial note length and second chord
lengths supported by the system, and these probability-based
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parameter tables are used during the automated music com-
position and generation process of the present invention.
[0127] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Initial Pitch Generation Subsystem (B27)
of its Automated Music Composition and Generation
Engine, wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each note (i.e. indicated by musical letter) sup-
ported by the system, and this probability-based parameter
table is used during the automated music composition and
generation process of the present invention.

[0128] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Sub-Phrase Pitch Generation Subsystem
(B29) of its Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each original note (i.e. indicated by musical letter)
supported by the system, and leap reversal, and these
probability-based parameter tables are used during the auto-
mated music composition and generation process of the
present invention.

[0129] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table is
maintained in the Melody Sub-Phrase Length Progression
Generation Subsystem (B25) of its Automated Music Com-
position and Generation Engine, and wherein for each
musical experience descriptor selected by the system user, a
probability measure is provided for the length of time the
melody starts into the sub-phrase that are supported by the
system, and this probability-based parameter table is used
during the automated music composition and generation
process of the present invention.

[0130] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Melody Note Rhythm Generation Sub-
system (B25) of its Automated Music Composition and
Generation Engine, and wherein for each musical experi-
ence descriptor selected by the system user, a probability
measure is provided for each initial note length, second
chord length (i.e. measure), and n” chord length supported
by the system, and these probability-based parameter tables
are used during the automated music composition and
generation process of the present invention.

[0131] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a probability-based parameter table are
maintained in the Initial Pitch Generation Subsystem (B27)
of its Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, a probability-based measure is
provided for each note supported by the system, and this
probability-based parameter table is used during the auto-
mated music composition and generation process of the
present invention.

[0132] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the sub-phrase pitch generation subsystem
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(B29) of its Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, a probability measure is pro-
vided for each original note and leap reversal supported by
the system, and these probability-based parameter tables are
used during the automated music composition and genera-
tion process of the present invention.

[0133] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Pitch Octave Generation Subsystem (B30)
of its Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, a set of probability measures are
provided, and this probability-based parameter table is used
during the automated music composition and generation
process of the present invention.

[0134] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Instrument Selector Subsystem (B39) of
its Automated Music Composition and Generation Engine,
wherein for each musical experience descriptor selected by
the system user, a probability measure is provided for each
instrument supported by the system, and these probability-
based parameter tables are used during the automated music
composition and generation process of the present invention.
[0135] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Orchestration Generation Subsystem
(B31) of the Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, probability measures are pro-
vided for each instrument supported by the system, and these
parameter tables are used during the automated music com-
position and generation process of the present invention.
[0136] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein probability-based parameter tables are
maintained in the Controller Code Generation Subsystem
(B32) of the Automated Music Composition and Generation
Engine, and wherein for each musical experience descriptor
selected by the system user, probability measures are pro-
vided for each instrument supported by the system, and these
parameter tables are used during the automated music com-
position and generation process of the present invention.
[0137] Another object of the present invention is to pro-
vide such an Automated Music Composition and Generation
System, wherein a Timing Control Subsystem is used to
generate timing control pulse signals which are sent to each
subsystem, after the system has received its musical expe-
rience descriptor inputs from the system user, and the system
has been automatically arranged and configured in its oper-
ating mode, wherein music is automatically composed and
generated in accordance with the principles of the present
invention.

[0138] Another object of the present invention is to pro-
vide a novel system and method of automatically composing
and generating music in an automated manner using a
real-time pitch event analyzing subsystem.

[0139] Another object of the present invention is to pro-
vide such an automated music composition and generation
system, supporting a process comprising the steps of: (a)
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providing musical experience descriptors (e.g. including
“emotion-type” musical experience descriptors, and “style-
type” musical experience descriptors) to the system user
interface of the automated music composition and genera-
tion system; (b) providing lyrical input (e.g. in typed, spoken
or sung format) to the system-user interface of the system,
for one or more scenes in a video or media object to be
scored with music composed and generated by the system;
(c) using the real-time pitch event analyzing subsystem for
processing the lyrical input provided to the system user
interface, using real-time rhythmic, pitch event, and pro-
sodic analysis of typed/spoken/sung lyrics or words (for
certain frames of the scored media), based on time and/or
frequency domain techniques; (d) using the real-time pitch
event analyzing subsystem to extract pitch events, rhythmic
information and prosodic information on a high-resolution
time line from the analyzed lyrical input, and code with
timing information on when such detected events occurred;
and (e) providing the extracted information to the automated
music composition and generation engine for use in con-
straining the probability-based parameters tables employed
in the various subsystems of the automated system.

[0140] Another object of the present invention is to pro-
vide a distributed, remotely accessible GUI-based work
environment supporting the creation and management of
parameter configurations within the parameter transforma-
tion engine subsystem of the automated music composition
and generation system network of the present invention,
wherein system designers remotely situated anywhere
around the globe can log into the system network and access
the GUI-based work environment and create parameter
mapping configurations between (i) different possible sets of
emotion-type, style-type and timing/spatial parameters that
might be selected by system users, and (ii) corresponding
sets of probability-based music-theoretic system operating
parameters, preferably maintained within parameter tables,
for persistent storage within the parameter transformation
engine subsystem and its associated parameter table archive
database subsystem supported on the automated music com-
position and generation system network of the present
invention.

[0141] Yet, another object of the present invention is to
provide a novel automated music composition and genera-
tion systems for generating musical score representations of
automatically composed pieces of music responsive to emo-
tion and style type musical experience descriptors, and
converting such representations into MIDI control signals to
drive and control one or more MIDI-based musical instru-
ments that produce an automatically composed piece of
music for the enjoyment of others.

[0142] These and other objects of the present invention
will become apparent hereinafter and in view of the
appended Claims to Invention.

BRIEF DESCRIPTION OF THE DRAWINGS

[0143] The Objects of the Present Invention will be more
fully understood when read in conjunction with the Figures
Drawings, wherein:

[0144] FIG. 1 is schematic representation illustrating the
high-level system architecture of the automated music com-
position and generation system (i.e. machine) of the present
invention supporting the use of virtual-instrument music
synthesis driven by linguistic and/or graphical icon based
musical experience descriptors and, wherein linguistic-
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based musical experience descriptors, and a video, audio-
recording, image, or event marker, are supplied as input
through the system user interface, and used by the Auto-
mated Music Composition and Generation Engine of the
present invention to generate musically-scored media (e.g.
video, podcast, image, slideshow etc.) or event marker, that
is then supplied back to the system user via the system user
interface;

[0145] FIG. 2 is a flow chart illustrating the primary steps
involved in carrying out the generalized automated music
composition and generation process of the present invention
supporting the use of virtual-instrument music synthesis
driven by linguistic and/or graphical icon based musical
experience descriptors and, wherein (i) during the first step
of the process, the system user accesses the Automated
Music Composition and Generation System of the present
invention, and then selects a video, an audio-recording (i.e.
podcast), slideshow, a photograph or image, or event marker
to be scored with music generated by the Automated Music
Composition and Generation System of the present inven-
tion, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the
Automated Music Composition and Generation Engine of
the system, (iii) the system user initiates the Automated
Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored
on selected media or event markers, (iv), the system user
accepts composed and generated music produced for the
score media or event markers, and provides feedback to the
system regarding the system user’s rating of the produced
music, and/or music preferences in view of the produced
musical experience that the system user subjectively expe-
riences, and (v) the system combines the accepted composed
music with the selected media or event marker, so as to
create a video file for distribution and display;

[0146] FIG. 3 shows a prospective view of an automated
music composition and generation instrument system
according to a first illustrative embodiment of the present
invention, supporting virtual-instrument music synthesis
driven by linguistic-based musical experience descriptors
produced using a text keyboard and/or a speech recognition
interface provided in a compact portable housing;

[0147] FIG. 4 is a schematic diagram of an illustrative
implementation of the automated music composition and
generation instrument system of the first illustrative embodi-
ment of the present invention, supporting virtual-instrument
music synthesis driven by linguistic-based musical experi-
ence descriptors produced using a text keyboard and/or a
speech recognition interface, showing the various compo-
nents of a SOC-based sub-architecture and other system
components, integrated around a system bus architecture;

[0148] FIG. 5 is a high-level system block diagram of the
automated music composition and generation instrument
system of the first illustrative embodiment, supporting vir-
tual-instrument music synthesis driven by linguistic-based
musical experience descriptors produced using a text key-
board and/or a speech recognition interface, wherein lin-
guistic-based musical experience descriptors, and a video,
audio-recording, image, or event marker, are supplied as
input through the system user interface, and used by the
Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media
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(e.g. video, podcast, image, slideshow etc.) or event marker,
that is then supplied back to the system user via the system
user interface;

[0149] FIG. 6 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the first illustrative embodiment of
the present invention supporting the use of linguistic and/or
graphical icon based musical experience descriptors and
virtual-instrument music synthesis using the instrument sys-
tem shown in FIGS. 3-5, wherein (i) during the first step of
the process, the system user accesses the Automated Music
Composition and Generation System of the present inven-
tion, and then selects a video, an audio-recording (i.e.
podcast), slideshow, a photograph or image, or event marker
to be scored with music generated by the Automated Music
Composition and Generation System of the present inven-
tion, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the
Automated Music Composition and Generation Engine of
the system, (iii) the system user initiates the Automated
Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored
on selected media or event markers, (iv), the system user
accepts composed and generated music produced for the
score media or event markers, and provides feedback to the
system regarding the system user’s rating of the produced
music, and/or music preferences in view of the produced
musical experience that the system user subjectively expe-
riences, and (v) the system combines the accepted composed
music with the selected media or event marker, so as to
create a video file for distribution and display;

[0150] FIG. 7 shows a prospective view of a toy instru-
ment supporting Automated Music Composition and Gen-
eration Engine of the second illustrative embodiment of the
present invention using virtual-instrument music synthesis
driven by icon-based musical experience descriptors,
wherein a touch screen display is provided to select and load
videos from a library, and children can then select musical
experience descriptors (e.g. emotion descriptor icons and
style descriptor icons) from a physical keyboard to allow a
child to compose and generate custom music for segmented
scene of a selected video;

[0151] FIG. 8 is a schematic diagram of an illustrative
implementation of the automated music composition and
generation instrument system of the second illustrative
embodiment of the present invention, supporting the use of
virtual-instrument music synthesis driven by graphical icon
based musical experience descriptors selected by the system
user using a keyboard interface, and showing the various
components of a SOC-based sub-architecture, such as multi-
core CPU, multi-core GPU, program memory (DRAM),
video memory (VRAM), interfaced with a hard drive
(SATA), LCD/touch-screen display panel, microphone/
speaker, keyboard, WIFI/Bluetooth network adapters, and
power supply and distribution circuitry, integrated around a
system bus architecture;

[0152] FIG. 9 is a high-level system block diagram of the
automated toy music composition and generation toy instru-
ment system of the second illustrative embodiment, wherein
graphical icon based musical experience descriptors, and a
video are selected as input through the system user interface
(i.e. touch-screen keyboard), and used by the Automated
Music Composition and Generation Engine of the present
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invention to generate musically-scored video story that is
then supplied back to the system user via the system user
interface;

[0153] FIG. 10 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process within the toy music composing and
generation system of the second illustrative embodiment of
the present invention, supporting the use of virtual-instru-
ment music synthesis driven by graphical icon based musi-
cal experience descriptors using the instrument system
shown in FIGS. 7 through 9, wherein (i) during the first step
of the process, the system user accesses the Automated
Music Composition and Generation System of the present
invention, and then selects a video to be scored with music
generated by the Automated Music Composition and Gen-
eration Engine of the present invention, (ii) the system user
selects graphical icon-based musical experience descriptors
to be provided to the Automated Music Composition and
Generation Engine of the system, (iii) the system user
initiates the Automated Music Composition and Generation
Engine to compose and generate music based on inputted
musical descriptors scored on selected video media, and (iv)
the system combines the composed music with the selected
video so as to create a video file for display and enjoyment;
[0154] FIG. 11 is a perspective view of an electronic
information processing and display system according to a
third illustrative embodiment of the present invention, inte-
grating a SOC-based Automated Music Composition and
Generation Engine of the present invention within a resul-
tant system, supporting the creative and/or entertainment
needs of its system users;

[0155] FIG. 11A is schematic representation illustrating
the high-level system architecture of the SOC-based music
composition and generation system of the present invention
supporting the use of virtual-instrument music synthesis
driven by linguistic and/or graphical icon based musical
experience descriptors and, wherein linguistic-based musi-
cal experience descriptors, and a video, audio-recording,
image, slide-show, or event marker, are supplied as input
through the system user interface, and used by the Auto-
mated Music Composition and Generation Engine of the
present invention to generate musically-scored media (e.g.
video, podcast, image, slideshow etc.) or event marker, that
is then supplied back to the system user via the system user
interface;

[0156] FIG. 11B is a schematic representation of the
system illustrated in FIGS. 11 and 11A, comprising a
SOC-based subsystem architecture including a multi-core
CPU, a multi-core GPU, program memory (RAM), and
video memory (VRAM), shown interfaced with a solid-state
(DRAM) hard drive, a LCD/Touch-screen display panel, a
micro-phone speaker, a keyboard or keypad, WIFI/Blu-
etooth network adapters, and 3G/LTE/GSM network adapter
integrated with one or more bus architecture supporting
controllers and the like;

[0157] FIG. 12 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the present invention using the
SOC-based system shown in FIGS. 11-11A supporting the
use of virtual-instrument music synthesis driven by linguis-
tic and/or graphical icon based musical experience descrip-
tors and, wherein (i) during the first step of the process, the
system user accesses the Automated Music Composition and
Generation System of the present invention, and then selects
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a video, an audio-recording (i.e. podcast), slideshow, a
photograph or image, or event marker to be scored with
music generated by the Automated Music Composition and
Generation System of the present invention, (ii) the system
user then provides linguistic-based and/or icon-based musi-
cal experience descriptors to the Automated Music Compo-
sition and Generation Engine of the system, (iii) the system
user initiates the Automated Music Composition and Gen-
eration System to compose and generate music based on
inputted musical descriptors scored on selected media or
event markers, (iv), the system user accepts composed and
generated music produced for the score media or event
markers, and provides feedback to the system regarding the
system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that
the system user subjectively experiences, and (v) the system
combines the accepted composed music with the selected
media or event marker, so as to create a video file for
distribution and display;

[0158] FIG. 13 is a schematic representation of the enter-
prise-level internet-based music composition and generation
system of fourth illustrative embodiment of the present
invention, supported by a data processing center with web
servers, application servers and database (RDBMS) servers
operably connected to the infrastructure of the Internet, and
accessible by client machines, social network servers, and
web-based communication servers, and allowing anyone
with a web-based browser to access automated music com-
position and generation services on websites (e.g. on You-
Tube, Vimeo, etc.) to score videos, images, slide-shows,
audio-recordings, and other events with music using virtual-
instrument music synthesis and linguistic-based musical
experience descriptors produced using a text keyboard and/
or a speech recognition interface;

[0159] FIG. 13A is schematic representation illustrating
the high-level system architecture of the automated music
composition and generation process supported by the system
shown in FIG. 13, supporting the use of virtual-instrument
music synthesis driven by linguistic and/or graphical icon
based musical experience descriptors, wherein linguistic-
based musical experience descriptors, and a video, audio-
recording, image, or event marker, are supplied as input
through the web-based system user interface, and used by
the Automated Music Composition and Generation Engine
of the present invention to generate musically-scored media
(e.g. video, podcast, image, slideshow etc.) or event marker,
that is then supplied back to the system user via the system
user interface;

[0160] FIG. 13B is a schematic representation of the
system architecture of an exemplary computing server
machine, one or more of which may be used, to implement
the enterprise-level automated music composition and gen-
eration system illustrated in FIGS. 13 and 13A;

[0161] FIG. 14 is a flow chart illustrating the primary steps
involved in carrying out the Automated Music Composition
And Generation Process of the present invention supported
by the system illustrated in FIGS. 13 and 13A, wherein (i)
during the first step of the process, the system user accesses
the Automated Music Composition and Generation System
of the present invention, and then selects a video, an
audio-recording (i.e. podcast), slideshow, a photograph or
image, or an event marker to be scored with music generated
by the Automated Music Composition and Generation Sys-
tem of the present invention, (ii) the system user then
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provides linguistic-based and/or icon-based musical experi-
ence descriptors to the Automated Music Composition and
Generation Engine of the system, (iii) the system user
initiates the Automated Music Composition and Generation
System to compose and generate music based on inputted
musical descriptors scored on selected media or event mark-
ers, (iv), the system user accepts composed and generated
music produced for the score media or event markers, and
provides feedback to the system regarding the system user’s
rating of the produced music, and/or music preferences in
view of the produced musical experience that the system
user subjectively experiences, and (v) the system combines
the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and
display;

[0162] FIG. 15A is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 through 14, wherein the interface
objects are displayed for (i) Selecting Video to upload into
the system as the first step in the automated music compo-
sition and generation process of the present invention, and
(i1) Composing Music Only option allowing the system user
to initiative the Automated Music Composition and Genera-
tion System of the present invention;

[0163] FIG. 15B is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, when the system user selects
the “Select Video” object in the GUI of FIG. 15A, wherein
the system allows the user to select a video file from several
different local and remote file storage locations (e.g. local
photo album, shared hosted folder on the cloud, and local
photo albums from ones smartphone camera roll);

[0164] FIG. 15C is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, wherein the selected video is
displayed for scoring according to the principles of the
present invention;

[0165] FIG. 15D is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, wherein the system user
selects the category “music emotions” from the Music
Emotions/Music Style/Music Spotting Menu, to display four
exemplary classes of emotions (i.e. Drama, Action, Comedy,
and Horror) from which to choose and characterize the
musical experience the system user seeks;

[0166] FIG. 15E is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Drama;

[0167] FIG. 15F is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Drama, and wherein
the system user has subsequently selected the Drama-clas-
sified emotions —Happy, Romantic, and Inspirational for
scoring the selected video;

[0168] FIG. 15G is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Action;

[0169] FIG. 15H is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Action, and wherein
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the system user has subsequently selected the Action-clas-
sified emotions—Pulsating, and Spy for scoring the selected
video;

[0170] FIG. 151 is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Comedy;

[0171] FIG. 15] is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Drama, and wherein
the system user has subsequently selected the Comedy-
classified emotions—Quirky and Slap Stick for scoring the
selected video;

[0172] FIG. 15K is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Horror;

[0173] FIG. 15L is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Horror, and wherein
the system user has subsequently selected the Horror-clas-
sified emotions—Brooding, Disturbing and Mysterious for
scoring the selected video;

[0174] FIG. 15M is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
completing the selection of the music emotion category,
displaying the message to the system user—“Ready to
Create Your Music” Press Compose to Set Amper To Work
Or Press Cancel To Edit Your Selections”;

[0175] FIG. 15N is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, wherein the system user
selects the category “music style” from the music emotions/
music style/music spotting menu, to display twenty (20)
styles (i.e. Pop, Rock, Hip Hop, etc.) from which to choose
and characterize the musical experience they system user
seeks;

[0176] FIG. 150 is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music style categories—Pop and Piano;

[0177] FIG. 15P is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
completing the selection of the music style category, dis-
playing the message to the system user—“Ready to Create
Your Music” Press Compose to Set Amper To Work Or Press
Cancel To Edit Your Selections”;

[0178] FIG. 15Q is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, wherein the system user
selects the category “music spotting” from the music emo-
tions/music style/music spotting menu, to display six com-
mands from which the system user can choose during music
spotting functions—*“Start,” “Stop,” “Hit,” “Fade In”, “Fade
Out,” and “New Mood” commands;

[0179] FIG. 15R is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
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selecting “music spotting” from the function menu, showing
the “Start,” “Stop,” and commands being scored on the
selected video, as shown;

[0180] FIG. 15S is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to completing the
music spotting function, displaying a message to the system
user—“Ready to Create Music” Press Compose to Set
Amper To work or “Press Cancel to Edit Your Selection”;
[0181] FIG. 15T is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
pressing the “Compose” button;

[0182] FIG. 15U is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, when the system user’s
composed music is ready for review;

[0183] FIG. 15V is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, after a music composition has
been generated and is ready for preview against the selected
video, wherein the system user is provided with the option
to edit the musical experience descriptors set for the musical
piece and recompile the musical composition, or accept the
generated piece of composed music and mix the audio with
the video to generated a scored video file;

[0184] FIG. 16 is a perspective view of the Automated
Music Composition and Generation System according to a
fifth illustrative embodiment of the present invention,
wherein an Internet-based automated music composition
and generation platform is deployed so mobile and desktop
client machines, alike, using text, SMS and email services
supported on the Internet can be augmented by the addition
of composed music by users using the Automated Music
Composition and Generation Engine of the present inven-
tion, and graphical user interfaces supported by the client
machines while creating text, SMS and/or email documents
(i.e. messages) so that the users can easily select graphic
and/or linguistic based emotion and style descriptors for use
in generating compose music pieces for such text, SMS and
email messages;

[0185] FIG. 16A is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FI1G. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a first exem-
plary client application is running that provides the user with
a virtual keyboard supporting the creation of a text or SMS
message, and the creation and insertion of a piece of
composed music created by selecting linguistic and/or
graphical-icon based emotion descriptors, and style-descrip-
tors, from a menu screen;

[0186] FIG. 16B is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FI1G. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
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tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of an
email document, and the creation and embedding of a piece
of composed music therein created by the user selecting
linguistic and/or graphical-icon based emotion descriptors,
and style-type descriptors from a menu screen in accordance
with the principles of the present invention;

[0187] FIG. 16C is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FIG. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of a
Microsoft Word, PDF, or image (e.g. jpg or tiff) document,
and the creation and insertion of a piece of composed music
created by selecting linguistic and/or graphical-icon based
emotion descriptors, and style-descriptors, from a menu
screen;

[0188] FIG. 16D is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FIG. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of a
web-based (i.e. html) document, and the creation and inser-
tion of a piece of composed music created by selecting
linguistic and/or graphical-icon based emotion descriptors,
and style-descriptors, from a menu screen, so that the music
piece can be delivered to a remote client and experienced
using a conventional web-browser operating on the embed-
ded URL, from which the embedded music piece is being
served by way of web, application and database servers;
[0189] FIG. 17 is a schematic representation of the system
architecture of each client machine deployed in the system
illustrated in FIGS. 16A, 16B, 16C and 16D, comprising
around a system bus architecture, subsystem modules
including a multi-core CPU, a multi-core GPU, program
memory (RAM), video memory (VRAIVI), hard drive
(SATA drive), LCD/Touch-screen display panel, micro-
phone speaker, keyboard, WIFI/Bluetooth network adapters,
and 3G/LTE/GSM network adapter integrated with the sys-
tem bus architecture;

[0190] FIG. 18 is a schematic representation illustrating
the high-level system architecture of the Internet-based
music composition and generation system of the present
invention supporting the use of virtual-instrument music
synthesis driven by linguistic and/or graphical icon based
musical experience descriptors, so as to add composed
music to text, SMS and email documents/messages, wherein
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linguistic-based or icon-based musical experience descrip-
tors are supplied as input through the system user interface,
and used by the Automated Music Composition and Gen-
eration Engine of the present invention to generate a musi-
cally-scored text document or message that is generated for
preview by system user via the system user interface, before
finalization and transmission;

[0191] FIG. 19 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the present invention using the
Web-based system shown in FIGS. 16-18 supporting the use
of virtual-instrument music synthesis driven by linguistic
and/or graphical icon based musical experience descriptors
so as to create musically-scored text, SMS, email, PDF,
Word and/or html documents, wherein (i) during the first
step of the process, the system user accesses the Automated
Music Composition and Generation System of the present
invention, and then selects a text, SMS or email message or
Word, PDF or HTML document to be scored (e.g. aug-
mented) with music generated by the Automated Music
Composition and Generation System of the present inven-
tion, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the
Automated Music Composition and Generation Engine of
the system, (iii) the system user initiates the Automated
Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored
on selected messages or documents, (iv) the system user
accepts composed and generated music produced for the
message or document, or rejects the music and provides
feedback to the system, including providing different musi-
cal experience descriptors and a request to re-compose
music based on the updated musical experience descriptor
inputs, and (v) the system combines the accepted composed
music with the message or document, so as to create a new
file for distribution and display;

[0192] FIG. 20 is a schematic representation of a band of
human musicians with a real or synthetic musical instru-
ment, surrounded about an Al-based autonomous music
composition and composition performance system, employ-
ing a modified version of the Automated Music Composition
and Generation Engine of the present invention, wherein the
Al-based system receives musical signals from its surround-
ing instruments and musicians and buffers and analyzes
these instruments and, in response thereto, can compose and
generate music in real-time that will augment the music
being played by the band of musicians, or can record,
analyze and compose music that is recorded for subsequent
playback, review and consideration by the human musi-
cians;

[0193] FIG. 21 is a schematic representation of the
Autonomous Music Analyzing, Composing and Performing
Instrument System, having a compact rugged transportable
housing comprising a LCD touch-type display screen, a
built-in stereo microphone set, a set of audio signal input
connectors for receiving audio signals produced from the set
of musical instruments in the system’s environment, a set of
MIDI signal input connectors for receiving MIDI input
signals from the set of instruments in the system environ-
ment, audio output signal connector for delivering audio
output signals to audio signal preamplifiers and/or amplifi-
ers, WIFI and BT network adapters and associated signal
antenna structures, and a set of function buttons for the user
modes of operation including (i) LEAD mode, where the
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instrument system autonomously leads musically in
response to the streams of music information it receives and
analyzes from its (local or remote) musical environment
during a musical session, (i) FOLLOW mode, where the
instrument system autonomously follows musically in
response to the music it receives and analyzes from the
musical instruments in its (local or remote) musical envi-
ronment during the musical session, (iii) COMPOSE mode,
where the system automatically composes music based on
the music it receives and analyzes from the musical instru-
ments in its (local or remote) environment during the
musical session, and (iv) PERFORM mode, where the
system autonomously performs automatically composed
music, in real-time, in response to the musical information
it receives and analyzes from its environment during the
musical session;

[0194] FIG. 22 is a schematic representation illustrating
the high-level system architecture of the Autonomous Music
Analyzing, Composing and Performing Instrument System
shown in FIG. 21, wherein audio signals as well as MIDI
input signals produced from a set of musical instruments in
the system’s environment are received by the instrument
system, and these signals are analyzed in real-time, on the
time and/or frequency domain, for the occurrence of pitch
events and melodic structure so that the system can auto-
matically abstract musical experience descriptors from this
information for use in generating automated music compo-
sition and generation using the Automated Music Compo-
sition and Generation Engine of the present invention;
[0195] FIG. 23 is a schematic representation of the system
architecture of the instrument system illustrated in FIGS. 20
and 21, comprising an arrangement of subsystem modules,
around a system bus architecture, including a multi-core
CPU, a multi-core GPU, program memory (DRAM), video
memory (VRAM), hard drive (SATA drive), LCD/Touch-
screen display panel, stereo microphones, audio speaker,
keyboard, WIFI/Bluetooth network adapters, and 3G/LTE/
GSM network adapter integrated with the system bus archi-
tecture;

[0196] FIG. 24 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the present invention using the
system shown in FIGS. 20 through 23, wherein (i) during the
first step of the process, the system user selects either the
LEAD or FOLLOW mode of operation for the automated
musical composition and generation instrument system of
the present invention, (ii) prior to the session, the system is
then is interfaced with a group of musical instruments
played by a group of musicians in a creative environment
during a musical session, (iii) during the session system
receives audio and/or MIDI data signals produced from the
group of instruments during the session, and analyzes these
signals for pitch data and melodic structure, (iv) during the
session, the system automatically generates musical descrip-
tors from abstracted pitch and melody data, and uses the
musical experience descriptors to compose music for the
session on a real-time basis, and (v) in the event that the
PERFORM mode has been selected, the system generates
the composed music, and in the event that the COMPOSE
mode has been selected, the music composed during for the
session is stored for subsequent access and review by the
group of musicians;

[0197] FIG. 25A is a high-level system diagram for the
Automated Music Composition and Generation Engine of
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the present invention employed in the various embodiments
of the present invention herein, comprising a user GUI-
Based Input Subsystem, a General Rhythm Subsystem, a
General Rhythm Generation Subsystem, a Melody Rhythm
Generation Subsystem, a Melody Pitch Generation Subsys-
tem, an Orchestration Subsystem, a Controller Code Cre-
ation Subsystem, a Digital Piece Creation Subsystem, and a
Feedback and Learning Subsystem configured as shown;

[0198] FIG. 25B is a higher-level system diagram illus-
trating that the system of the present invention comprises
two very high-level “musical landscape” categorizations,
namely: (1) a Pitch Landscape Subsystem C0 comprising the
General Pitch Generation Subsystem A2, the Melody Pitch
Generation Subsystem A4, the Orchestration Subsystem A5,
and the Controller Code Creation Subsystem A6; and (ii) a
Rhythmic Landscape Subsystem C1 comprising the General
Rhythm Generation Subsystem Al, Melody Rhythm Gen-
eration Subsystem A3, the Orchestration Subsystem A5, and
the Controller Code Creation Subsystem A6;

[0199] FIGS. 26A, 26B, 26C, 26D, 26E, 26F, 26G, 26H,
261, 26], 26K, 261, 26M, 26N, 260 and 26P, taken together,
provide a detailed system diagram showing each subsystem
in FIGS. 25A and 25B configured together with other
subsystems in accordance with the principles of the present
invention, so that musical descriptors provided to the user
GUI-Based Input Output System B0 are distributed to their
appropriate subsystems for use in the automated music
composition and generation process of the present invention;

[0200] FIG. 27A shows a schematic representation of the
User GUI-based input output subsystem (B0) used in the
Automated Music Composition and Generation Engine E1
of the present invention, wherein the system user provides
musical experience descriptors—e.g. HAPPY—to the input
output system B0 for distribution to the descriptor parameter
capture subsystem B1, wherein the probability-based tables
are generated and maintained by the Parameter Transforma-
tion Engine Subsystem B51 shown in FIG. 27B3B, for
distribution and loading in the various subsystems therein,
for use in subsequent subsystem set up and automated music
composition and generation;

[0201] FIGS. 27B1 and 27B2, taken together, show a
schematic representation of the Descriptor Parameter Cap-
ture Subsystem (B1) used in the Automated Music Compo-
sition and Generation Engine of the present invention,
wherein the system user provides the exemplary “emotion-
type” musical experience descriptor—HAPPY—to the
descriptor parameter capture subsystem for distribution to
the probability-based parameter tables employed in the
various subsystems therein, and subsequent subsystem set
up and use during the automated music composition and
generation process of the present invention;

[0202] FIGS. 27B3A, 27B3B and 27B3C, taken together,
provide a schematic representation of the Parameter Trans-
formation Engine Subsystem (B51) configured with the
Parameter Capture Subsystem (B1), Style Parameter Cap-
ture Subsystem (B37) and Timing Parameter Capture Sub-
system (B40) used in the Automated Music Composition
and Generation Engine of the present invention, for receiv-
ing emotion-type and style-type musical experience descrip-
tors and timing/spatial parameters for processing and trans-
formation into music-theoretic system operating parameters
for distribution, in table-type data structures, to various
subsystems in the system of the illustrative embodiments;
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[0203] FIGS.27B4A, 27B4B, 27B4C, 27B4D and 27B4E,
taken together, provide a schematic map representation
specifying the locations of particular music-theoretic system
operating parameter (SOP) tables employed within the sub-
systems of the automatic music composition and generation
system of the present invention;

[0204] FIG. 27BS is a schematic representation of the
Parameter Table Handling and Processing Subsystem (B70)
used in the Automated Music Composition and Generation
Engine of the present invention, wherein multiple emotion/
style-specific music-theoretic system operating parameter
(SOP) tables are received from the Parameter Transforma-
tion Engine Subsystem B51 and handled and processed
using one or parameter table processing methods M1, M2 or
M3 so as to generate system operating parameter tables in a
form that is more convenient and easier to process and use
within the subsystems of the system of the present invention;
[0205] FIG. 27B6 is a schematic representation of the
Parameter Table Archive Database Subsystem (B80) used in
the Automated Music Composition and Generation System
of the present invention, for storing and archiving system
user account profiles, tastes and preferences, as well as all
emotion/style-indexed system operating parameter (SOP)
tables generated for system user music composition requests
on the system;

[0206] FIGS. 27C1 and 27C2, taken together, show a
schematic representation of the Style Parameter Capture
Subsystem (B37) used in the Automated Music Composition
and Generation Engine of the present invention, wherein the
probability-based parameter table employed in the subsys-
tem is set up for the exemplary “style-type” musical expe-
rience descriptor—POP—and used during the automated
music composition and generation process of the present
invention;

[0207] FIG. 27D shows a schematic representation of the
Timing Parameter Capture Subsystem (B40) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the Timing Parameter Cap-
ture Subsystem (B40) provides timing parameters to the
timing generation subsystem (B41) for distribution to the
various subsystems in the system, and subsequent subsystem
configuration and use during the automated music compo-
sition and generation process of the present invention;
[0208] FIGS. 27E1 and 27E2, taken together, show a
schematic representation of the Timing Generation Subsys-
tem (B41) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the
timing parameter capture subsystem (B40) provides timing
parameters (e.g. piece length) to the timing generation
subsystem (B41) for generating timing information relating
to (1) the length of the piece to be composed, (ii) start of the
music piece, (iii) the stop of the music piece, (iv) increases
in volume of the music piece, and (v) accents in the music
piece, that are to be created during the automated music
composition and generation process of the present invention;
[0209] FIG. 27F shows a schematic representation of the
Length Generation Subsystem (B2) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the time length of the piece specified by
the system user is provided to the length generation subsys-
tem (B2) and this subsystem generates the start and stop
locations of the piece of music that is to be composed during
the during the automated music composition and generation
process of the present invention;
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[0210] FIG. 27G shows a schematic representation of the
Tempo Generation Subsystem (B3) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the tempo of the piece (i.e. BPM) is
computed based on the piece time length and musical
experience parameters that are provided to this subsystem,
wherein the resultant tempo is measured in beats per minute
(BPM) and is used during the automated music composition
and generation process of the present invention;

[0211] FIG. 27H shows a schematic representation of the
Meter Generation Subsystem (B4) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the meter of the piece is computed based
on the piece time length and musical experience parameters
that are provided to this subsystem, wherein the resultant
tempo is measured in beats per minute (BPM) and is used
during the automated music composition and generation
process of the present invention;

[0212] FIG. 271 shows a schematic representation of the
Key Generation Subsystem (B5) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the key of the piece is computed based on
musical experience parameters that are provided to the
system, wherein the resultant key is selected and used during
the automated music composition and generation process of
the present invention;

[0213] FIG. 27] shows a schematic representation of the
beat calculator subsystem (B6) used in the Automated Music
Composition and Generation Engine of the present inven-
tion, wherein the number of beats in the piece is computed
based on the piece length provided to the system and tempo
computed by the system, wherein the resultant number of
beats is used during the automated music composition and
generation process of the present invention;

[0214] FIG. 27K shows a schematic representation of the
Measure Calculator Subsystem (B8) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the number of measures in the piece is
computed based on the number of beats in the piece, and the
computed meter of the piece, wherein the meters in the piece
is used during the automated music composition and gen-
eration process of the present invention;

[0215] FIG. 271 shows a schematic representation of the
Tonality Generation Subsystem (B7) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the number of tonality of the piece is
selected using the probability-based tonality parameter table
employed within the subsystem for the exemplary “emotion-
type” musical experience descriptor—HAPPY provided to
the system by the system user, and wherein the selected
tonality is used during the automated music composition and
generation process of the present invention;

[0216] FIGS. 27M1 and 27M2, taken together, show a
schematic representation of the Song Form Generation Sub-
system (B9) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the
song form is selected using the probability-based song form
sub-phrase parameter table employed within the subsystem
for the exemplary “emotion-type” musical experience
descriptor—HAPPY—provided to the system by the system
user, and wherein the selected song form is used during the
automated music composition and generation process of the
present invention;
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[0217] FIG. 27N shows a schematic representation of the
Sub-Phrase Length Generation Subsystem (B15) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the sub-phrase length is
selected using the probability-based sub-phrase length
parameter table employed within the subsystem for the
exemplary “emotion-style” musical experience descriptor—
HAPPY—provided to the system by the system user, and
wherein the selected sub-phrase length is used during the
automated music composition and generation process of the
present invention;

[0218] FIGS. 2701, 2702, 2703 and 2704, taken
together, show a schematic representation of the Chord
Length Generation Subsystem (B11) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the chord length is selected using the
probability-based chord length parameter table employed
within the subsystem for the exemplary “emotion-type”
musical experience descriptor provided to the system by the
system user, and wherein the selected chord length is used
during the automated music composition and generation
process of the present invention;

[0219] FIG. 27P shows a schematic representation of the
Unique Sub-Phrase Generation Subsystem (B14) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the unique sub-phrase is
selected using the probability-based unique sub-phrase
parameter table within the subsystem for the “emotion-type”
musical experience descriptor—HAPPY—provided to the
system by the system user, and wherein the selected unique
sub-phrase is used during the automated music composition
and generation process of the present invention;

[0220] FIG. 27Q shows a schematic representation of the
Number Of Chords In Sub-Phrase Calculation Subsystem
(B16) used in the Automated Music Composition and Gen-
eration Engine of the present invention, wherein the number
of chords in a sub-phrase is calculated using the computed
unique sub-phrases, and wherein the number of chords in the
sub-phrase is used during the automated music composition
and generation process of the present invention;

[0221] FIG. 27R shows a schematic representation of the
Phrase Length Generation Subsystem (B12) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the length of the phrases are
measured using a phrase length analyzer, and wherein the
length of the phrases (in number of measures) are used
during the automated music composition and generation
process of the present invention;

[0222] FIG. 27S shows a schematic representation of the
unique phrase generation subsystem (B10) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the number of unique phrases
is determined using a phrase analyzer, and wherein number
of unique phrases is used during the automated music
composition and generation process of the present invention;
[0223] FIG. 27T shows a schematic representation of the
Number Of Chords In Phrase Calculation Subsystem (B13)
used in the Automated Music Composition and Generation
Engine of the present invention, wherein the number of
chords in a phrase is determined, and wherein number of
chords in a phrase is used during the automated music
composition and generation process of the present invention;
[0224] FIG. 27U shows a schematic representation of the
Initial General Rhythm Generation Subsystem (B17) used in
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the Automated Music Composition and Generation Engine
of the present invention, wherein the probability-based
parameter tables (i.e. the probability-based initial chord root
table and probability-based chord function table) employed
in the subsystem for the exemplary “emotion-type” musical
experience descriptor—HAPPY—is used during the auto-
mated music composition and generation process of the
present invention;

[0225] FIGS.27V1,27V2 and 27V3, taken together, show
a schematic representation of the Sub-Phrase Chord Pro-
gression Generation Subsystem (B19) used in the Auto-
mated Music Composition and Generation Engine of the
present invention, wherein the probability-based parameter
tables (i.e. chord root table, chord function root modifier,
and beat root modifier table) employed in the subsystem for
the exemplary “emotion-type” musical experience descrip-
tor—HAPPY—is used during the automated music compo-
sition and generation process of the present invention;
[0226] FIG. 27W shows a schematic representation of the
Phrase Chord Progression Generation Subsystem (B18)
used in the Automated Music Composition and Generation
Engine of the present invention, wherein the phrase chord
progression is determined using the sub-phrase analyzer, and
wherein improved phrases are used during the automated
music composition and generation process of the present
invention;

[0227] FIGS. 27X1, 27X2 and 27X3, taken together, show
a schematic representation of the Chord Inversion Genera-
tion Subsystem (B20) used in the Automated Music Com-
position and Generation Engine of the present invention,
wherein chord inversion is determined using the probability-
based parameter tables (i.e. initial chord inversion table, and
chord inversion table) for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process of
the present invention;

[0228] FIG. 27Y shows a schematic representation of the
Melody Sub-Phrase Length Generation Subsystem (B25)
used in the Automated Music Composition and Generation
Engine of the present invention, wherein the probability-
based parameter tables (i.e. melody length tables) employed
in the subsystem for the exemplary “emotion-type” musical
experience descriptor—HAPPY—are used during the auto-
mated music composition and generation process of the
present invention;

[0229] FIGS. 2771 and 2772, taken together, show a
schematic representation of the Melody Sub-Phrase Genera-
tion Subsystem (B24) used in the Automated Music Com-
position and Generation Engine of the present invention,
wherein the probability-based parameter tables (i.e. sub-
phrase melody placement tables) employed in the subsystem
for the exemplary “emotion-type” musical experience
descriptor—HAPPY—are used during the automated music
composition and generation process of the present invention;
[0230] FIG. 27AA shows a schematic representation of the
Melody Phrase Length Generation Subsystem (B23) used in
the Automated Music Composition and Generation Engine
of the present invention, wherein melody phrase length is
determined using the sub-phrase melody analyzer, and used
during the automated music composition and generation
process of the present invention;

[0231] FIG. 27BB shows a schematic representation of the
Melody Unique Phrase Generation Subsystem (B22) used in
the Automated Music Composition and Generation Engine
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of the present invention, wherein unique melody phrase is
determined using the unique melody phrase analyzer, and
used during the automated music composition and genera-
tion process of the present invention;

[0232] FIG. 27CC shows a schematic representation of the
Melody Length Generation Subsystem (B21) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein melody length is determined
using the phrase melody analyzer, and used during the
automated music composition and generation process of the
present invention;

[0233] FIGS. 27DD1, 27DD2 and 27DD3, taken together,
show a schematic representation of the Melody Note
Rhythm Generation Subsystem (B26) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the probability-based parameter tables
(i.e. initial note length table and initial and second chord
length tables) employed in the subsystem for the exemplary
“emotion-type” musical experience descriptor—HAPPY—
are used during the automated music composition and
generation process of the present invention;

[0234] FIG. 27EE shows a schematic representation of the
Initial Pitch Generation Subsystem (B27) used in the Auto-
mated Music Composition and Generation Engine of the
present invention, wherein the probability-based parameter
tables (i.e. initial melody table) employed in the subsystem
for the exemplary “emotion-type” musical experience
descriptor—HAPPY—are used during the automated music
composition and generation process of the present invention;

[0235] FIGS. 27FF1 and 27FF2, and 27FF3, taken
together, show a schematic representation of the Sub-Phrase
Pitch Generation Subsystem (B29) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein the probability-based parameter tables
(i.e. melody note table and chord modifier table, leap rever-
sal modifier table, and leap incentive modifier table)
employed in the subsystem for the exemplary “emotion-
type” musical experience descriptor—HAPPY—are used
during the automated music composition and generation
process of the present invention;

[0236] FIG. 27GG shows a schematic representation of
the Phrase Pitch Generation Subsystem (B28) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the phrase pitch is determined
using the sub-phrase melody analyzer and used during the
automated music composition and generation process of the
present invention;

[0237] FIGS. 27HH1 and 27HH2, taken together, show a
schematic representation of the Pitch Octave Generation
Subsystem (B30) used in the Automated Music Composition
and Generation Engine of the present invention, wherein the
probability-based parameter tables (i.e. melody note octave
table) employed in the subsystem is set up for the exemplary
“emotion-type” musical experience descriptor—HAPPY—
and used during the automated music composition and
generation process of the present invention;

[0238] FIGS. 27111 and 27112, taken together, show a
schematic representation of the Instrumentation Subsystem
(B38) used in the Automated Music Composition and Gen-
eration Engine of the present invention, wherein the prob-
ability-based parameter table (i.e. instrument table)
employed in the subsystem for the exemplary “emotion-
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type” musical experience descriptor—HAPPY—are used
during the automated music composition and generation
process of the present;

[0239] FIGS. 27]J1 and 271]2, taken together, show a
schematic representation of the Instrument Selector Subsys-
tem (B39) used in the Automated Music Composition and
Generation Engine of the present invention, wherein the
probability-based parameter tables (i.e. instrument selection
table) employed in the subsystem for the exemplary “emo-
tion-type” musical experience descriptor—HAPPY—are
used during the automated music composition and genera-
tion process of the present invention;

[0240] FIGS. 27KK1, 27KK2, 27KK3, 27KK4, 27KKS5,
27KK6, 27KK7, 27KK8 and 27KK9, taken together, show
a schematic representation of the Orchestration Generation
Subsystem (B31) used in the Automated Music Composition
and Generation Engine of the present invention, wherein the
probability-based parameter tables (i.e. instrument orches-
tration prioritization table, instrument energy tabled, piano
energy table, instrument function table, piano hand function
table, piano voicing table, piano rhythm table, second note
right hand table, second note left hand table, piano dynamics
table, etc.) employed in the subsystem for the exemplary
“emotion-type” musical experience descriptor—HAPPY—
are used during the automated music composition and
generation process of the present invention;

[0241] FIG. 27LL shows a schematic representation of the
Controller Code Generation Subsystem (B32) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the probability-based param-
eter tables (i.e. instrument, instrument group and piece wide
controller code tables) employed in the subsystem for the
exemplary “emotion-type” musical experience descriptor—
HAPPY—are used during the automated music composition
and generation process of the present invention;

[0242] FIG. 27MM shows a schematic representation of
the Digital Audio Retriever Subsystem (B33) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein digital audio (instrument
note) files are located and used during the automated music
composition and generation process of the present invention;

[0243] FIG. 27NN shows a schematic representation of
the Digital Audio Sample Organizer Subsystem (B34) used
in the Automated Music Composition and Generation
Engine of the present invention, wherein located digital
audio (instrument note) files are organized in the correct
time and space according to the music piece during the
automated music composition and generation process of the
present invention;

[0244] FIG. 2700 shows a schematic representation of
the Piece Consolidator Subsystem (B35) used in the Auto-
mated Music Composition and Generation Engine of the
present invention, wherein the sub-phrase pitch is deter-
mined using the probability-based melody note table, the
probability-based chord modifier tables, and probability-
based leap reversal modifier table, and used during the
automated music composition and generation process of the
present invention;

[0245] FIG. 27001 shows a schematic representation of
the Piece Format Translator Subsystem (B50) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the completed music piece is
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translated into desired alterative formats requested during
the automated music composition and generation process of
the present invention;

[0246] FIG. 27PP shows a schematic representation of the
Piece Deliver Subsystem (B36) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein digital audio files are combined into
digital audio files to be delivered to the system user during
the automated music composition and generation process of
the present invention;

[0247] FIGS. 27QQ1, 27QQ2 and 27QQ3, taken together,
show a schematic representation of The Feedback Subsys-
tem (B42) used in the Automated Music Composition and
Generation Engine of the present invention, wherein (i)
digital audio file and additional piece formats are analyzed
to determine and confirm that all attributes of the requested
piece are accurately delivered, (ii) that digital audio file and
additional piece formats are analyzed to determine and
confirm uniqueness of the musical piece, and (iii) the system
user analyzes the audio file and/or additional piece formats,
during the automated music composition and generation
process of the present invention;

[0248] FIG.27RR shows a schematic representation of the
Music Editability Subsystem (B43) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein requests to restart, rerun, modify and/or
recreate the system are executed during the automated music
composition and generation process of the present invention;

[0249] FIG. 27SS shows a schematic representation of the
Preference Saver Subsystem (B44) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein musical experience descriptors and
parameter tables are modified to reflect user and autonomous
feedback to cause a more positively received piece during
future automated music composition and generation process
of the present invention;

[0250] FIG. 27TT shows a schematic representation of the
Musical Kernel (i.e. DNA) Generation Subsystem (B45)
used in the Automated Music Composition and Generation
Engine of the present invention, wherein the musical “ker-
nel” (i.e. DNA) of a music piece is determined, in terms of
(1) melody (sub-phrase melody note selection order), (ii)
harmony (i.e. phrase chord progression), (iii) tempo, (iv)
volume, and (v) orchestration, so that this music kernel can
be used during future automated music composition and
generation process of the present invention;

[0251] FIG. 27UU shows a schematic representation of
the User Taste Generation Subsystem (B46) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein the system user’s musical
taste is determined based on system user feedback and
autonomous piece analysis, for use in changing or modify-
ing the musical experience descriptors, parameters and table
values for a music composition during the automated music
composition and generation process of the present invention;

[0252] FIG. 27VV shows a schematic representation of
the Population Taste Aggregator Subsystem (B47) used in
the Automated Music Composition and Generation Engine
of the present invention, wherein the music taste of a
population is aggregated and changes to musical experience
descriptors, and table probabilities can be modified in
response thereto during the automated music composition
and generation process of the present invention;
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[0253] FIG. 27WW shows a schematic representation of
the User Preference Subsystem (B48) used in the Automated
Music Composition and Generation Engine of the present
invention, wherein system user preferences (e.g. musical
experience descriptors, table parameters) are determined and
used during the automated music composition and genera-
tion process of the present invention;

[0254] FIG. 27XX shows a schematic representation of
the Population Preference Subsystem (B49) used in the
Automated Music Composition and Generation Engine of
the present invention, wherein user population preferences
(e.g. musical experience descriptors, table parameters) are
determined and used during the automated music composi-
tion and generation process of the present invention;
[0255] FIG. 28A shows a schematic representation of a
probability-based parameter table maintained in the Tempo
Generation Subsystem (B3) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptors—HAPPY, SAD, ANGRY, FEARFUL,
LOVE—specified in the emotion descriptor table in FIGS.
32A through 32F, and used during the automated music
composition and generation process of the present invention;
[0256] FIG. 28B shows a schematic representation of a
probability-based parameter table maintained in the Length
Generation Subsystem (B2) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptors—HAPPY, SAD, ANGRY, FEARFUL,
LOVE—specified in the emotion descriptor table in FIGS.
32A through 32F and used during the automated music
composition and generation process of the present invention;
[0257] FIG. 28C shows a schematic representation of a
probability-based parameter table maintained in the Meter
Generation Subsystem (B4) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptors—HAPPY, SAD, ANGRY, FEARFUL,
LOVE—specified in the emotion descriptor table in FIGS.
32A through 32F and used during the automated music
composition and generation process of the present invention;
[0258] FIG. 28D shows a schematic representation of a
probability-based parameter table maintained in the Key
Generation Subsystem (B5) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F and used during
the automated music composition and generation process of
the present invention;

[0259] FIG. 28E shows a schematic representation of a
probability-based parameter table maintained in the Tonality
Generation Subsystem (B7) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F and used during
the automated music composition and generation process of
the present invention;

[0260] FIG. 28F shows a schematic representation of the
probability-based parameter tables maintained in the Song
Form Generation Subsystem (B9) of the Automated Music
Composition and Generation Engine of the present inven-
tion, configured for the exemplary emotion-type musical
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experience descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F and used during
the automated music composition and generation process of
the present invention;

[0261] FIG. 28G shows a schematic representation of a
probability-based parameter table maintained in the Sub-
Phrase Length Generation Subsystem (B15) of the Auto-
mated Music Composition and Generation Engine of the
present invention, configured for the exemplary emotion-
type musical experience descriptor—HAPPY—specified in
the emotion descriptor table in FIGS. 32A through 32F and
used during the automated music composition and genera-
tion process of the present invention;

[0262] FIG. 28H shows a schematic representation of the
probability-based parameter tables maintained in the Chord
Length Generation Subsystem (B11) of the Automated
Music Composition and Generation Engine of the present
invention, configured for the exemplary emotion-type musi-
cal experience descriptor—HAPPY—specified in the emo-
tion descriptor table in FIGS. 32A through 32F and used
during the automated music composition and generation
process of the present invention;

[0263] FIG. 281 shows a schematic representation of the
probability-based parameter tables maintained in the Initial
General Rhythm Generation Subsystem (B17) of the Auto-
mated Music Composition and Generation Engine of the
present invention, configured for the exemplary emotion-
type musical experience descriptor—HAPPY—specified in
the emotion descriptor table in FIGS. 32A through 32F and
used during the automated music composition and genera-
tion process of the present invention;

[0264] FIGS. 28J1 and 28J2, taken together, show a sche-
matic representation of the probability-based parameter
tables maintained in the Sub-Phrase Chord Progression
Generation Subsystem (B19) of the Automated Music Com-
position and Generation Engine of the present invention,
configured for the exemplary emotion-type musical experi-
ence descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F and used during
the automated music composition and generation process of
the present invention;

[0265] FIG. 28K shows a schematic representation of
probability-based parameter tables maintained in the Chord
Inversion Generation Subsystem (B20) of the Automated
Music Composition and Generation Engine of the present
invention, configured for the exemplary emotion-type musi-
cal experience descriptor—HAPPY—specified in the emo-
tion descriptor table in FIGS. 32A through 32F and used
during the automated music composition and generation
process of the present invention;

[0266] FIG. 2811 shows a schematic representation of
probability-based parameter tables maintained in the
Melody Sub-Phrase Length Progression Generation Subsys-
tem (B25) of the Automated Music Composition and Gen-
eration Engine of the present invention, configured for the
exemplary emotion-type musical experience descriptor—
HAPPY—specified in the emotion descriptor table in FIGS.
32A through 32F and used during the automated music
composition and generation process of the present invention;
[0267] FIG. 2812 shows a schematic representation of
probability-based parameter tables maintained in the
Melody Sub-Phrase Generation Subsystem (B24) of the
Automated Music Composition and Generation Engine of
the present invention, configured for the exemplary emo-
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tion-type musical experience descriptor—HAPPY—speci-
fied in the emotion descriptor table in FIGS. 32A through
32F and used during the automated music composition and
generation process of the present invention;

[0268] FIG. 28M shows a schematic representation of
probability-based parameter tables maintained in the
Melody Note Rhythm Generation Subsystem (B26) of the
Automated Music Composition and Generation Engine of
the present invention, configured for the exemplary emo-
tion-type musical experience descriptor—HAPPY—speci-
fied in the emotion descriptor table in FIGS. 32A through
32F and used during the automated music composition and
generation process of the present invention;

[0269] FIG. 28N shows a schematic representation of the
probability-based parameter table maintained in the Initial
Pitch Generation Subsystem (B27) of the Automated Music
Composition and Generation Engine of the present inven-
tion, configured for the exemplary emotion-type musical
experience descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F and used during
the automated music composition and generation process of
the present invention;

[0270] FIGS. 2801, 2802 and 2803, taken together, show
a schematic representation of probability-based parameter
tables maintained in the sub-phrase pitch generation sub-
system (B29) of the Automated Music Composition and
Generation Engine of the present invention, configured for
the exemplary emotion-type musical experience descrip-
tor—HAPPY—specified in the emotion descriptor table in
FIGS. 32A through 32F and used during the automated
music composition and generation process of the present
invention;

[0271] FIG. 28P shows a schematic representation of the
probability-based parameter tables maintained in the Pitch
Octave Generation Subsystem (B30) of the Automated
Music Composition and Generation Engine of the present
invention, configured for the exemplary emotion-type musi-
cal experience descriptor—HAPPY—specified in the emo-
tion descriptor table in FIGS. 32A through 32F and used
during the automated music composition and generation
process of the present invention;

[0272] FIGS. 28Q1A and 28Q1B, taken together, show a
schematic representation of the probability-based instrument
tables maintained in the Instrument Subsystem (B38) of the
Automated Music Composition and Generation Engine of
the present invention, configured for the exemplary emo-
tion-type musical experience descriptor—HAPPY—speci-
fied in the emotion descriptor table in FIGS. 32A through
32F and used during the automated music composition and
generation process of the present invention;

[0273] FIGS. 28Q2A and 28Q2B, taken together, show a
schematic representation of the probability-based instrument
selector tables maintained in the Instrument Selector Sub-
system (B39) of the Automated Music Composition and
Generation Engine of the present invention, configured for
the exemplary emotion-type musical experience descrip-
tor—HAPPY—specified in the emotion descriptor table in
FIGS. 32A through 32F and used during the automated
music composition and generation process of the present
invention;

[0274] FIGS. 28R1, 28R2 and 28R 3, taken together, show
a schematic representation of the probability-based param-
eter tables and energy-based parameter tables maintained in
the Orchestration Generation Subsystem (B31) of the Auto-
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mated Music Composition and Generation Engine of the
present invention, configured for the exemplary emotion-
type musical experience descriptor—HAPPY—specified in
the emotion descriptor table in FIGS. 32A through 32F and
used during the automated music composition and genera-
tion process of the present invention;

[0275] FIG. 28S shows a schematic representation of the
probability-based parameter tables maintained in the Con-
troller Code Generation Subsystem (B32) of the Automated
Music Composition and Generation Engine of the present
invention, configured for the exemplary emotion-type musi-
cal experience descriptor—HAPPY—specified in the emo-
tion descriptor table in FIGS. 32A through 32F, and the
style-type musical experience descriptor—POP—specified
in the style descriptor table in FIG. 33A through 32F, and
used during the automated music composition and genera-
tion process of the present invention;

[0276] FIGS. 29A and 29B, taken together, show a timing
control diagram illustrating the time sequence that particular
timing control pulse signals are sent to each subsystem block
diagram in the system shown in FIGS. 26A through 26P,
after the system has received its musical experience descrip-
tor inputs from the system user, and the system has been
automatically arranged and configured in its operating
mode, wherein music is automatically composed and gen-
erated in accordance with the principles of the present
invention;

[0277] FIGS. 30, 30A 30B, 30C, 30D, 30E, 30F, 30G,
30H, 301 and 30J, taken together, show a schematic repre-
sentation of a table describing the nature and various pos-
sible formats of the input and output data signals supported
by each subsystem within the Automated Music Composi-
tion and Generation System of the illustrative embodiments
of the present invention described herein, wherein each
subsystem is identified in the table by its block name or
identifier (e.g. B1);

[0278] FIG. 31 is a schematic representation of a table
describing exemplary data formats that are supported by the
various data input and output signals (e.g. text, chord, audio
file, binary, command, meter, image, time, pitch, number,
tonality, tempo, letter, linguistics, speech, MIDI, etc.) pass-
ing through the various specially configured information
processing subsystems employed in the Automated Music
Composition and Generation System of the present inven-
tion;

[0279] FIGS. 32A, 32B, 32C, 32D, 32E, and 32F, taken
together, provide a schematic representation of a table
describing exemplary hierarchical set of “emotional”
descriptors, arranged according to primary, secondary and
tertiary emotions, which are supported as “musical experi-
ence descriptors” for system users to provide as input to the
Automated Music Composition and Generation System of
the illustrative embodiment of the present invention;
[0280] FIGS.33A33B,33C, 33D and 33E, taken together,
provide a table describing an exemplary set of “style”
musical experience descriptors (MUSEX) which are sup-
ported for system users to provide as input to the Automated
Music Composition and Generation System of the illustra-
tive embodiment of the present invention;

[0281] FIG. 34 is a schematic presentation of the auto-
mated music composition and generation system network of
the present invention, comprising a plurality of remote
system designer client workstations, operably connected to
the Automated Music Composition And Generation Engine
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(E1) of the present invention, wherein its parameter trans-
formation engine subsystem and its associated parameter
table archive database subsystem are maintained, and
wherein each workstation client system supports a GUI-
based work environment for creating and managing “param-
eter mapping configurations (PMC)” within the parameter
transformation engine subsystem, wherein system designers
remotely situated anywhere around the globe can log into
the system network and access the GUI-based work envi-
ronment and create parameter mapping configurations
between (i) different possible sets of emotion-type, style-
type and timing/spatial parameters that might be selected by
system users, and (ii) corresponding sets of probability-
based music-theoretic system operating parameters, prefer-
ably maintained within parameter tables, for persistent stor-
age within the parameter transformation engine subsystem
and its associated parameter table archive database subsys-
tem;

[0282] FIG. 35A is a schematic representation of the
GUI-based work environment supported by the system
network shown in FIG. 34, wherein the system designer has
the choice of (i) managing existing parameter mapping
configurations, and (ii) creating a new parameter mapping
configuration for loading and persistent storage in the
Parameter Transformation Engine Subsystem B51, which in
turn generates corresponding probability-based music-theo-
retic system operating parameter (SOP) table(s) represented
in FIGS. 28A through 288, and loads the same within the
various subsystems employed in the deployed Automated
Music Composition and Generation System of the present
invention;

[0283] FIG. 35B is a schematic representation of the
GUI-based work environment supported by the system
network shown in FIG. 35A, wherein the system designer
selects (i) manage existing parameter mapping configura-
tions, and is presented a list of currently created parameter
mapping configurations that have been created and loaded
into persistent storage in the Parameter Transformation
Engine Subsystem B51 of the system of the present inven-
tion;

[0284] FIG. 36A is a schematic representation of the
GUI-based work environment supported by the system
network shown in FIG. 35A, wherein the system designer
selects (i) create a new parameter mapping configuration;
[0285] FIG. 36B is a schematic representation of the
GUI-based work environment supported by the system
network shown in FIG. 35A, wherein the system designer is
presented with a GUI-based worksheet for use in creating a
parameter mapping configuration between (i) a set of pos-
sible system-user selectable emotion/style/timing param-
eters, and a set of corresponding probability-based music-
theoretic system operating parameter (SOP) table(s)
represented in FIGS. 28A through 28S, for generating and
loading within the various subsystems employed in the
deployed Automated Music Composition and Generation
System of the present invention;

[0286] FIG. 37 is a prospective view of a seventh alter-
native embodiment of the Automated Music Composition
And Generation Instrument System of the present invention
supporting the use of virtual-instrument music synthesis
driven by linguistic-based musical experience descriptors
and lyrical word descriptions produced using a text key-
board and/or a speech recognition interface, so that system
users can further apply lyrics to one or more scenes in a
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video that is to be emotionally scored with composed music
in accordance with the principles of the present invention;
[0287] FIG. 38 is a schematic diagram of an exemplary
implementation of the seventh illustrative embodiment of
the automated music composition and generation instrument
system of the present invention, supporting the use of
virtual-instrument music synthesis driven by graphical icon
based musical experience descriptors selected using a key-
board interface, showing the various components, such as
multi-core  CPU, multi-core GPU, program memory
(DRAM), video memory (VRAM), hard drive (SATA),
LCD/touch-screen display panel, microphone/speaker, key-
board, WIFI/Bluetooth network adapters, pitch recognition
module/board, and power supply and distribution circuitry,
integrated around a system bus architecture;

[0288] FIG. 39 is a high-level system block diagram of the
Automated Music Composition and Generation System of
the seventh illustrative embodiment, wherein linguistic and/
or graphics based musical experience descriptors, including
lyrical input, and other media (e.g. a video recording,
slide-show, audio recording, or event marker) are selected as
input through the system user interface B0 (i.e. touch-screen
keyboard), wherein the media can be automatically analyzed
by the system to extract musical experience descriptors (e.g.
based on scene imagery and/or information content), and
thereafter used by the Automated Music Composition and
Generation Engine E1 of the present invention to generate
musically-scored media, music files and/or hard-copy sheet
music, that is then supplied back to the system user via the
interface of the system input subsystem BO0;

[0289] FIG. 39A is a schematic block diagram of the
system user interface transmitting typed, spoken or sung
speech or lyrical input provided by the system user to a
Real-Time Pitch Event Analyzing Subsystem B52, support-
ing a multiplexer with time coding, where the real-time pitch
event, rhythmic and prosodic analysis is performed to gen-
erate three (3) different pitch-event streams for typed, spo-
ken and sung lyrics, respectively which are subsequently
used to modify parameters in the system during the music
composition and generation process of the present invention;
[0290] FIG. 39B is a detailed block schematic diagram of
the Real-Time Pitch Event Analyzing Subsystem B52
employed in the subsystem shown in FIG. 39A, comprising
subcomponents: a lyrical input handler; a pitch-event output
handler; a lexical dictionary; and a vowel-format analyzer;
and a mode controller, configured about the programmed
processor;

[0291] FIG. 40 is a flow chart describing a method of
composing and generating music in an automated manner
using lyrical input supplied by the system user to the
Automated Music Composition and Generation System of
the present invention, shown in FIGS. 37 through 39B,
wherein the process comprises (a) providing musical expe-
rience descriptors to the system user interface of an auto-
mated music composition and generation system, (b) pro-
viding lyrical input (e.g. in typed, spoken or sung format) to
the system-user interface of the system, for one or more
scenes in a video or media object to be scored with music
composed and generated by the system, (c) processing the
lyrical input provided to the system user interface, using
real-time rhythmic, pitch event, and prosodic analysis of
typed/spoken/sung lyrics, based on time and/or frequency
domain techniques, (d) extracting pitch events on a time line
from the analyzed lyrical input, and code with timing
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information on when such detected pitch events occurred,
(e) providing the extracted pitch events to the automated
music composition and generation engine for use in con-
straining the probability-based parameters tables employed
in the various subsystems of the automated system;

[0292] FIG. 41 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process within the music composing and
generation system of the seventh illustrative embodiment of
the present invention, supporting the use of virtual-instru-
ment music synthesis driven by linguistic (including lyrical)
musical experience descriptors, wherein during the first step
of the process, (a) the system user accesses the Automated
Music Composition and Generation System, and then selects
media to be scored with music generated by its Automated
Music Composition and Generation Engine, (b) the system
user selects musical experience descriptors (and optionally
lyrics) provided to the Automated Music Composition and
Generation Engine of the system for application to the
selected media to be musically-scored, (c) the system user
initiates the Automated Music Composition and Generation
Engine to compose and generate music based on the pro-
vided musical descriptors scored on selected media, and (d)
the system combines the composed music with the selected
media so as to create a composite media file for display and
enjoyment;

[0293] FIG. 42 is a flow chart describing the high level
steps involved in a method of processing typed a lyrical
expression (set of words) characteristic of the emotion
HAPPY (e.g. “Put On A Happy Face” by Charles Strouse)
provided as typed lyrical input into the system so as auto-
matically abstract musical notes (e.g. pitch events) from
detected vowel formants, to assist in the musical experience
description of the music piece to be composed, along with
emotion and style type of musical experience descriptors
provided to the system;

[0294] FIG. 43 is a flow chart describing the high level
steps involved in a method of processing the spoken lyrical
expression characteristic of the emotion HAPPY “Put On A
Happy Face” by Charles Strouse) provided as spoken lyrical
input into the system so as automatically abstract musical
notes (e.g. pitch events) from detected vowel formants, to
assist in the musical experience description of the music
piece to be composed, along with emotion and style type of
musical experience descriptors provided to the system;
[0295] FIG. 44 is a flow chart describing the high level
steps involved in a method of processing the sung lyrical
expression characteristic of the emotion HAPPY “Put On A
Happy Face” by Charles Strouse) provided as sung lyrical
input into the system so as automatically abstract musical
notes (e.g. pitch events) from detected vowel formants, to
assist in the musical experience description of the music
piece to be composed, along with emotion and style type of
musical experience descriptors provided to the system;
[0296] FIG. 45 is a schematic representation of a score of
musical notes automatically recognized within the sung
lyrical expression at Block E in FIG. 44 using automated
vowel formant analysis methods;

[0297] FIG. 46 is a flow chart describing the high level
steps involved in a method of processing the typed lyrical
expression characteristic of the emotion SAD or MELON-
CHOLY (e.g. “Somewhere Over The Rainbow” by E. Yip
Harburg and Harold Arlen) provided as typed lyrical input
into the system so as automatically abstract musical notes
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(e.g. pitch events) from detected vowel formants, to assist in
the musical experience description of the music piece to be
composed, along with emotion and style type of musical
experience descriptors provided to the system;

[0298] FIG. 47 is a flow chart describing the high level
steps involved in a method of processing the spoken lyrical
expression characteristic of the emotion SAD or MELON-
CHOLY (e.g. “Somewhere Over The Rainbow” by E. Yip
Harburg and Harold Arlen) provided as spoken lyrical input
into the system so as automatically abstract musical notes
(e.g. pitch events) from detected vowel formants, to assist in
the musical experience description of the music piece to be
composed, along with emotion and style type of musical
experience descriptors provided to the system;

[0299] FIG. 48 is a flow chart describing the high level
steps involved in a method of processing the sung lyrical
expression characteristic of the emotion SAD or MELON-
CHOLY (e.g. “Somewhere Over The Rainbow” by E. Yip
Harburg and Harold Arlen) provided as sung lyrical input
into the system so as automatically abstract musical notes
(e.g. pitch events) from detected vowel formants, to assist in
the musical experience description of the music piece to be
composed, along with emotion and style type of musical
experience descriptors provided to the system;

[0300] FIG. 49 is a schematic representation of a score of
musical notes automatically recognized within the sung
lyrical expression at Block E in FIG. 48 using automated
vowel formant analysis methods; and

[0301] FIG. 50 is a high-level flow chart set providing an
overview of the automated music composition and genera-
tion process supported by the various systems of the present
invention, with reference to FIGS. 26A through 26P, illus-
trating the high-level system architecture provided by the
system to support the automated music composition and
generation process of the present invention.

DETAILED DESCRIPTION OF THE
ILLUSTRATIVE EMBODIMENTS OF THE
PRESENT INVENTION

[0302] Referring to the accompanying Drawings, like
structures and elements shown throughout the figures
thereof shall be indicated with like reference numerals.

Overview on the Automated Music Composition and
Generation System of the Present Invention, and the
Employment of its Automated Music Composition and
Generation Engine in Diverse Applications

[0303] FIG. 1 shows the high-level system architecture of
the automated music composition and generation system of
the present invention 51 supporting the use of virtual-
instrument music synthesis driven by linguistic and/or
graphical icon based musical experience descriptors,
wherein there linguistic-based musical experience descrip-
tors, and an piece of media (e.g. video, audio file, image), or
an event marker, are supplied by the system user as input
through the system user input output (I/0) interface B0, and
used by the Automated Music Composition and Generation
Engine of the present invention E1, illustrated in FIGS. 25A
through 33E, to generate musically-scored media (e.g.
video, podcast, audio file, slideshow etc.) or event marker,
that is then supplied back to the system user via the system
user (I/0) interface B0. The details of this novel system and
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its supporting information processes will be described in
great technical detail hereinafter.

[0304] The architecture of the automated music composi-
tion and generation system of the present invention is
inspired by the inventor’s real-world experience composing
music scores for diverse kinds of media including movies,
video-games and the like. As illustrated in FIGS. 25A and
25B, the system of the present invention comprises a number
of higher level subsystems including specifically; an input
subsystem A0, a General Rhythm subsystem Al, a General
Rhythm Generation Subsystem A2, a melody rhythm gen-
eration subsystem A3, a melody pitch generation subsystem
Ad, an orchestration subsystem A5, a controller code cre-
ation subsystem A6, a digital piece creation subsystem A7,
and a feedback and learning subsystem A8. As illustrated in
the schematic diagram shown in FIGS. 27B1 and 27B2, each
of these high-level subsystems A0-A7 comprises a set of
subsystems, and many of these subsystems maintain proba-
bilistic-based system operating parameter tables (i.e. struc-
tures) that are generated and loaded by the Transformation
Engine Subsystem B51.

[0305] FIG. 2 shows the primary steps for carrying out the
generalized automated music composition and generation
process of the present invention using automated virtual-
instrument music synthesis driven by linguistic and/or
graphical icon based musical experience descriptors. As
used herein, the term “virtual-instrument music synthesis”
refers to the creation of a musical piece on a note-by-note
and chord-by-chord basis, using digital audio sampled notes,
chords and sequences of notes, recorded from real or virtual
instruments, using the techniques disclosed herein. This
method of music synthesis is fundamentally different from
methods where many loops, and tracks, of music are pre-
recorded and stored in a memory storage device (e.g. a
database) and subsequently accessed and combined
together, to create a piece of music, as there is no underlying
music theoretic characterization/specification of the notes
and chords in the components of music used in this prior art
synthesis method. In marked contrast, strict musical-theo-
retic specification of each musical event (e.g. note, chord,
phrase, sub-phrase, rhythm, beat, measure, melody, and
pitch) within a piece of music being automatically composed
and generated by the system/machine of the present inven-
tion, must be maintained by the system during the entire
music composition/generation process in order to practice
the virtual-instrument music synthesis method in accordance
with the principles of the present invention.

[0306] As shown in FIG. 2, during the first step of the
automated music composition process, the system user
accesses the Automated Music Composition and Generation
System of the present invention, and then selects a video, an
audio-recording (i.e. podcast), slideshow, a photograph or
image, or event marker to be scored with music generated by
the Automated Music Composition and Generation System
of the present invention, (ii) the system user then provides
linguistic-based and/or icon-based musical experience
descriptors to the Automated Music Composition and Gen-
eration Engine of the system, (iii) the system user initiates
the Automated Music Composition and Generation System
to compose and generate music based on inputted musical
descriptors scored on selected media or event markers, (iv),
the system user accepts composed and generated music
produced for the score media or event markers, and provides
feedback to the system regarding the system user’s rating of
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the produced music, and/or music preferences in view of the
produced musical experience that the system user subjec-
tively experiences, and (v) the system combines the accepted
composed music with the selected media or event marker, so
as to create a video file for distribution and display.

[0307] The automated music composition and generation
system is a complex system comprised of many subsystems,
wherein complex calculators, analyzers and other special-
ized machinery is used to support highly specialized gen-
erative processes that support the automated music compo-
sition and generation process of the present invention. Each
of these components serves a vital role in a specific part of
the music composition and generation engine system (i.e.
engine) of the present invention, and the combination of
each component into a ballet of integral elements in the
automated music composition and generation engine creates
a value that is truly greater that the sum of any or all of its
parts. A concise and detailed technical description of the
structure and functional purpose of each of these subsystem
components is provided hereinafter in FIGS. 27A through
27XX.

[0308] As shown in FIG. 26A through 26P, ecach of the
high-level subsystems specified in FIGS. 25A and 25B is
realized by one or more highly-specialized subsystems hav-
ing very specific functions to be performed within the highly
complex automated music composition and generation sys-
tem of the present invention. In the preferred embodiments,
the system employs and implements automated virtual-
instrument music synthesis techniques, where sampled notes
and chords, and sequences of notes from various kinds of
instruments are digitally sampled and represented as a
digital audio samples in a database and organized according
to a piece of music that is composted and generated by the
system of the present invention. In response to linguistic
and/or graphical-icon based musical experience descriptors
(including emotion-type descriptors illustrated in FIGS.
32A, 32B, 32C, 32D, 32E and 32F, and style-type descrip-
tors illustrated in FIGS. 33A through 33E) that have been
supplied to the GUI-based input output subsystem illustrated
in FIG. 27A, to reflect the emotional and stylistic require-
ments desired by the system user, which the system auto-
matically carries out during the automated music composi-
tion and generation process of the present invention.
[0309] In FIG. 27A, musical experience descriptors, and
optionally time and space parameters (specifying the time
and space requirements of any form of media to be scored
with composed music) are provided to the GUI-based inter-
face supported by the input output subsystem B0. The output
of the input output subsystem B0 is provided to other
subsystems B1, B37 and B40 in the Automated Music
Composition and Generation Engine, as shown in FIGS.
26A through 26P.

[0310] As shown in FIGS. 27B1 and 27B2, the Descriptor
Parameter Capture Subsystem B1 interfaces with a Param-
eter Transformation Engine Subsystem B51 schematically
illustrated in FIG. 27B3B, wherein the musical experience
descriptors (e.g. emotion-type descriptors illustrated in
FIGS. 32A, 32B, 32C, 32D, 32E and 32F and style-type
descriptors illustrated in FIGS. 33A, 33B, 33C, 33D, and
33E) and optionally timing (e.g. start, stop and hit timing
locations) and/or spatial specifications (e.g. Slide No. 21 in
the Photo Slide Show), are provided to the system user
interface of subsystem B0. These musical experience
descriptors are automatically transformed by the Parameter
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Transformation Engine B51 into system operating parameter
(SOP) values maintained in the programmable music-theo-
retic parameter tables that are generated, distributed and then
loaded into and used by the various subsystems of the
system. For purposes of illustration and simplicity of expli-
cation, the musical experience descriptor—HAPPY—is
used as a system user input selection, as illustrated in FIGS.
28A through 28S. However, the SOP parameter tables cor-
responding to five exemplary emotion-type musical experi-
ence descriptors are illustrated in FIGS. 28A through 28P,
for purposes of illustration only. It is understood that the
dimensions of such SOP tables in the subsystems will
include (i) as many emotion-type musical experience
descriptors as the system user has selected, for the proba-
bilistic SOP tables that are structured or dimensioned on
emotion-type descriptors in the respective subsystems, and
(ii) as many style-type musical experience descriptors as the
system user has selected, for probabilistic SOP tables that
are structured or dimensioned on style-type descriptors in
respective subsystems.

[0311] The principles by which such non-musical system
user parameters are transformed or otherwise mapped into
the probabilistic-based system operating parameters of the
various system operating parameter (SOP) tables employed
in the system will be described hereinbelow with reference
to the transformation engine model schematically illustrated
in FIGS. 27B3A, 27B3B and 27B3C, and related figures
disclosed herein. In connection therewith, it will be helpful
to illustrate how the load of parameter transformation engine
in subsystem B51 will increase depending on the degrees of
freedom supported by the musical experience descriptor
interface in subsystem B0.

[0312] Consider an exemplary system where the system
supports a set of N different emotion-type musical experi-
ence descriptors (N,) and a set of M different style-type
musical experience descriptors (M), from which a system
user can select at the system user interface subsystem BO0.
Also, consider the case where the system user is free to
select only one emotion-type descriptor from the set of N
different emotion-type musical experience descriptors (N,),
and only one style-type descriptor set of M different style-
type musical experience descriptors (M,). In this highly
limited case, where the system user can select any one of N
unique emotion-type musical experience descriptors (N,).
and only one of the M different style-type musical experi-
ence descriptors (M,), the Parameter Transformation Engine
Subsystem B51 FIGS. 27B3 A, 27B3B and 27B3C will need
to generate N, =N /(N D!t !xM Y (M-r)!r,! unique
sets of probabilistic system operating parameter (SOP)
tables, as illustrated in FIGS. 28A through 28S, for distri-
bution to and loading into their respective subsystems during
each automated music composition process, where N, is the
total number of emotion-type musical experience descrip-
tors, M, is the total number of style-type musical experience
descriptors, r, is the number of musical experience descrip-
tors that are selected for emotion, and r, is the number
musical experience descriptors that are selected for style.
The above factorial-based combination formula reduces to
N, ~N.xM, for the case where r,=1 and r,=1. If N,=30x
M_=10, the Transformation Engine will have the capacity to
generate 300 different sets of probabilistic system operating
parameter tables to support the set of 30 different emotion
descriptors and set of 10 style descriptors, from which the
system user can select one (1) emotion descriptor and one
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(1) style descriptor when configuring the automated music
composition and generation system—with musical experi-
ence descriptors—to create music using the exemplary
embodiment of the system in accordance with the principles
of the present invention.

[0313] For the case where the system user is free to select
up to two (2) unique emotion-type musical experience
descriptors from the set of N unique emotion-type musical
experience descriptors (N,), and two (2) unique style-type
musical experience descriptors from the set of M different
style-type musical experience descriptors (M), then the
Transformation Engine of FIGS. 27B3A, 27B3B and 27B3C
must generate N, , =N /(N =2)!12!xM!/(M,-2)!2! different
sets of probabilistic system operating parameter tables
(Sopp) as illustrated in FIGS. 28A through 28S, for distri-
bution to and loading into their respective subsystems during
each automated music composition process of the present
invention, wherein n, is the total number of emotion-type
musical experience descriptors, M, is the total number of
style-type musical experience descriptors, r,=2 is the num-
ber of musical experience descriptors that are selected for
emotion, and r =2 is the number musical experience descrip-
tors that are selected for style. If N,.=30xM_=10, then the
Parameter Transformation Engine subsystem B51 will have
the capacity to generate N, =30!/(30-2)!2!x10!/(10-2)!2!
different sets of probabilistic system operating parameter
tables to support the set of 30 different emotion descriptors
and set of 10 style descriptors, from which the system user
can select one emotion descriptor and one style descriptor
when programming the automated music composition and
generation system—with musical experience descriptors—
to create music using the exemplary embodiment of the
system in accordance with the principles of the present
invention. The above factorial-based combinatorial formulas
provide guidance on how many different sets of probabilistic
system operating parameter tables will need to be generated
by the Transformation Engine over the full operating range
of the different inputs that can be selected for emotion-type
musical experience descriptors, M, number of style-type
musical experience descriptors, r, number of musical expe-
rience descriptors that can be selected for emotion, and r,
number of musical experience descriptors that can be
selected for style, in the illustrative example given above. It
is understood that design parameters N, M, r_, and r, can
be selected as needed to meet the emotional and artistic
needs of the expected system user base for any particular
automated music composition and generation system-based
product to be designed, manufactured and distributed for use
in commerce.

[0314] While the quantitative nature of the probabilistic
system operating tables have been explored above, particu-
larly with respect to the expected size of the table sets, that
can be generated by the Transformation Engine Subsystem
B51, it will be appropriate to discuss at a later juncture with
reference to FIGS. 27B3A, 27B3B and 27B3C and FIGS.
28A through 28S, the qualitative relationships that exist
between (i) the musical experience descriptors and timing
and spatial parameters supported by the system user inter-
face of the system of the present invention, and (ii) music-
theoretic concepts reflected in the probabilistic-based sys-
tem operating parameter tables (SOPT) illustrated in FIGS.
28A through 28S, and how these qualitative relationships
can be used to select specific probability values for each set
of probabilistic-based system operating parameter tables
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that must be generated within the Transformation Engine
and distributed to and loaded within the various subsystem
before each automated music composition and generation
process is carried out like clock-work within the system of
the present invention.

[0315] Regarding the overall timing and control of the
subsystems within the system, reference should be made to
the system timing diagram set forth in FIGS. 29A and 29B,
illustrating that the timing of each subsystem during each
execution of the automated music composition and genera-
tion process for a given set of system user selected musical
experience descriptors and timing and/or spatial parameters
provided to the system.

[0316] As shown in FIGS. 29A and 29B, the system
begins with B1 turning on, accepting inputs from the system
user, followed by similar processes with B37, B40, and B41.
At this point, a waterfall creation process is engaged and the
system initializes, engages, and disengages each component
of the platform in a sequential manner. As described in
FIGS. 29A and 29B, each component is not required to
remain on or actively engaged throughout the entire com-
positional process.

[0317] The table formed by FIGS. 30, 30A, 30B, 30C,
30D, 30E, 30F, 30G, 30H, 301 and 30J describes the input
and output information format(s) of each component of the
Automated Music Composition and Generation System.
Again, these formats directly correlate to the real-world
method of music composition. Each component has a dis-
tinct set of inputs and outputs that allow the subsequent
components in the system to function accurately.

[0318] FIGS. 26A through 26P illustrates the flow and
processing of information input, within, and out of the
automated music composition and generation system. Start-
ing with user inputs to Blocks 1, 37, 40, and 41, each
component subsystem methodically makes decisions, influ-
ences other decision-making components/subsystems, and
allows the system to rapidly progress in its music creation
and generation process. In FIGS. 26 A through 26P, and other
figure drawings herein, solid lines (dashed when crossing
over another line to designate no combination with the line
being crossed over) connect the individual components and
triangles designate the flow of the processes, with the
process moving in the direction of the triangle point that is
on the line and away from the triangle side that is perpen-
dicular to the line. Lines that intersect without any dashed
line indications represent a combination and or split of
information and or processes, again moving in the direction
designated by the triangles on the lines.

Overview of the Automated Musical Composition and Gen-
eration Process of the Present Invention Supported by the
Architectural Components of the Automated Music Com-
position and Generation System Illustrated in FIGS. 26A
through 26P

[0319] It will be helpful at this juncture to refer to the
high-level flow chart set forth in FIG. 50, providing an
overview of the automated music composition and genera-
tion process supported by the various systems of the present
invention disclosed and taught here. In connection with this
process, reference should also be made to FIGS. 26A
through 26P, to follow the corresponding high-level system
architecture provided by the system to support the auto-
mated music composition and generation process of the
present invention, carrying out the virtual-instrument music
synthesis method, described above. As indicated in Block A
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of FIG. 50 and reflected in FIGS. 26A through 26D, the first
phase of the automated music composition and generation
process according to the illustrative embodiment of the
present invention involves receiving emotion-type and style-
type and optionally timing-type parameters as musical
descriptors for the piece of music which the system user
wishes to be automatically composed and generated by
machine of the present invention. Typically, the musical
experience descriptors are provided through a GUI-based
system user I/O Subsystem B0, although it is understood that
this system user interface need not be GUI-based, and could
use EDI, XML, XML-HTTP and other types information
exchange techniques where machine-to-machine, or com-
puter-to-computer communications are required to support
system users which are machines, or computer-based
machines, request automated music composition and gen-
eration services from machines practicing the principles of
the present invention, disclosed herein.

[0320] As indicated in Block B of FIG. 50, and reflected
in FIGS. 26D through 26J, the second phase of the auto-
mated music composition and generation process according
to the illustrative embodiment of the present invention
involves using the General Rhythm Subsystem Al for
generating the General Rhythm for the piece of music to be
composed. This phase of the process involves using the
following subsystems: the Length Generation Subsystem
B2; the Tempo Generation Subsystem B3; the Meter Gen-
eration Subsystem B4; the Key Generation Subsystem B5;
the Beat Calculator Subsystem B6; the Tonality Generation
Subsystem B7; the Measure Calculator Subsystem B8; the
Song Form Generation Subsystem B9; the Sub-Phrase
Length Generation Subsystem B15; the Number of Chords
in Sub-Phrase Calculator Subsystem B16; the Phrase Length
Generation Sub system B12; the Unique Phrase Generation
Sub system B10; the Number of Chords in Phrase Calculator
Subsystem B13; the Chord Length Generation Subsystem
B11; the Unique Sub-Phrase Generation Subsystem B14; the
Instrumentation Subsystem B38; the Instrument Selector
Subsystem B39; and the Timing Generation Subsystem B41.

[0321] As indicated in Block C of FIG. 50, and reflected
in FIGS. 26]J and 26K, the third phase of the automated
music composition and generation process according to the
illustrative embodiment of the present invention involves
using the General Pitch Generation Subsystem A2 for gen-
erating chords for the piece of music being composed. This
phase of the process involves using the following subsys-
tems: the Initial General Rhythm Generation Subsystem
B17; the Sub-Phrase Chord Progression Generation Subsys-
tem B19; the Phrase Chord Progression Generation Subsys-
tem B18; the Chord Inversion Generation Subsystem B20.

[0322] As indicated in Block D of FIG. 50, and reflected
in FIGS. 26K and 261, the fourth phase of the automated
music composition and generation process according to the
illustrative embodiment of the present invention involves
using the Melody Rhythm Generation Subsystem A3 for
generating a melody rhythm for the piece of music being
composed. This phase of the process involve using the
following subsystems: the Melody Sub-Phrase Length Gen-
eration Subsystem B25; the Melody Sub-Phrase Generation
Subsystem B24; the Melody Phrase Length Generation
Subsystem B23; the Melody Unique Phrase Generation
Subsystem B22; the Melody Length Generation Subsystem
B21; the Melody Note Rhythm Generation Subsystem B26.
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[0323] As indicated in Block E of FIG. 50, and reflected
FIGS. 26L and 26M, the fifth phase of the automated music
composition and generation process according to the illus-
trative embodiment of the present invention involves using
the Melody Pitch Generation Subsystem A4 for generating
a melody pitch for the piece of music being composed. This
phase of the process involves the following subsystems: the
Initial Pitch Generation Subsystem B27; the Sub-Phrase
Pitch Generation Subsystem B29; the Phrase Pitch Genera-
tion Subsystem B28; and the Pitch Octave Generation
Subsystem B30.

[0324] As indicated in Block F of FIG. 50, and reflected in
FIG. 26M, the sixth phase of the automated music compo-
sition and generation process according to the illustrative
embodiment of the present invention involves using the
Orchestration Subsystem A5 for generating the orchestration
for the piece of music being composed. This phase of the
process involves the Orchestration Generation Subsystem
B31.

[0325] As indicated in Block G of FIG. 50, and reflected
in FIG. 26M, the seventh phase of the automated music
composition and generation process according to the illus-
trative embodiment of the present invention involves using
the Controller Code Creation Subsystem A6 for creating
controller code for the piece of music. This phase of the
process involves using the Controller Code Generation
Subsystem B32.

[0326] As indicated in Block H of FIG. 50, and reflected
in FIGS. 26M and 26N, the eighth phase of the automated
music composition and generation process according to the
illustrative embodiment of the present invention involves
using the Digital Piece Creation Subsystem A7 for creating
the digital piece of music. This phase of the process involves
using the following subsystems: the Digital Audio Sample
Audio Retriever Subsystem B333; the Digital Audio Sample
Organizer Subsystem B34; the Piece Consolidator Subsys-
tem B35; the Piece Format Translator Subsystem B50; and
the Piece Deliverer Subsystem B36.

[0327] As indicated in Block I of FIG. 50, and reflected in
FIGS. 26N, 260 and 26P, the ninth phase of the automated
music composition and generation process according to the
illustrative embodiment of the present invention involves
using the Feedback and Learning Subsystem A8 for sup-
porting the feedback and learning cycle of the system. This
phase of the process involves using the following subsys-
tems: the Feedback Subsystem B42; the Music Editability
Subsystem B431; the Preference Saver Subsystem B44; the
Musical kernel Subsystem B45; the User Taste Subsystem
B46; the Population Taste Subsystem B47; the User Pref-
erence Subsystem B48; and the Population Preference Sub-
system B49.

Specification of the First Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0328] FIG. 3 shows an automated music composition and
generation instrument system according to a first illustrative
embodiment of the present invention, supporting virtual-
instrument (e.g. sampled-instrument) music synthesis and
the use of linguistic-based musical experience descriptors
produced using a text keyboard and/or a speech recognition
interface provided in a compact portable housing.

[0329] FIG. 4 is a schematic diagram of an illustrative
implementation of the automated music composition and
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generation instrument system of the first illustrative embodi-
ment of the present invention, supporting virtual-instrument
(e.g. sampled-instrument) music synthesis and the use of
linguistic-based musical experience descriptors produced
using a text keyboard and/or a speech recognition interface,
showing the various components integrated around a system
bus architecture.

[0330] In general, the automatic or automated music com-
position and generation system shown in FIG. 3, including
all of its inter-cooperating subsystems shown in FIGS. 26A
through 33E and specified above, can be implemented using
digital electronic circuits, analog electronic circuits, or a mix
of digital and analog electronic circuits specially configured
and programmed to realize the functions and modes of
operation to be supported by the automatic music compo-
sition and generation system. The digital integrated circuitry
(IC) can include low-power and mixed (i.e. digital and
analog) signal systems realized on a chip (i.e. system on a
chip or SOC) implementation, fabricated in silicon, in a
manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementa-
tions can also include the use of multi-CPUs and multi-
GPUs, as may be required or desired for the particular
product design based on the systems of the present inven-
tion. For details on such digital integrated circuit (ID)
implementation, reference can be made to any number of
companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc.
and other electronic design automation firms.

[0331] For purpose of illustration, the digital circuitry
implementation of the system is shown as an architecture of
components configured around SOC or like digital inte-
grated circuits. As shown, the system comprises the various
components, comprising: SOC sub-architecture including a
multi-core CPU, a multi-core GPU, program memory
(DRAM), and a video memory (VRAM); a hard drive
(SATA); a LCD/touch-screen display panel; a microphone/
speaker; a keyboard; WIFI/Bluetooth network adapters;
pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system
bus architecture and supporting controller chips, as shown.
[0332] The primary function of the multi-core CPU is to
carry out program instructions loaded into program memory
(e.g. micro-code), while the multi-core GPU will typically
receive and execute graphics instructions from the multi-
core CPU, although it is possible for both the multi-core
CPU and GPU to be realized as a hybrid multi-core CPU/
GPU chip where both program and graphics instructions can
be implemented within a single IC device, wherein both
computing and graphics pipelines are supported, as well as
interface circuitry for the LCD/touch-screen display panel,
microphone/speaker, keyboard or keypad device, as well as
WIFL/Bluetooth (BT) network adapters and the pitch recog-
nition module/circuitry. The purpose of the LCD/touch-
screen display panel, microphone/speaker, keyboard or key-
pad device, as well as WIFl/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be
to support and implement the functions supported by the
system interface subsystem B0, as well as other subsystems
employed in the system.

[0333] FIG. 5 shows the automated music composition
and generation instrument system of the first illustrative
embodiment, supporting virtual-instrument (e.g. sampled-
instrument) music synthesis and the use of linguistic-based
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musical experience descriptors produced using a text key-
board and/or a speech recognition interface, wherein lin-
guistic-based musical experience descriptors, and a video,
audio-recording, image, or event marker, are supplied as
input through the system user interface, and used by the
Automated Music Composition and Generation Engine of
the present invention to generate musically-scored media
(e.g. video, podcast, image, slideshow etc.) or event marker,
that is then supplied back to the system user via the system
user interface.

[0334] FIG. 6 describes the primary steps involved in
carrying out the automated music composition and genera-
tion process of the first illustrative embodiment of the
present invention supporting the use of linguistic and/or
graphical icon based musical experience descriptors and
virtual-instrument (e.g. sampled-instrument) music synthe-
sis using the instrument system shown in FIGS. 3 through 5,
wherein (i) during the first step of the process, the system
user accesses the Automated Music Composition and Gen-
eration System of the present invention, and then selects a
video, a an audio-recording (i.e. podcast), slideshow, a
photograph or image, or event marker to be scored with
music generated by the Automated Music Composition and
Generation System of the present invention, (ii) the system
user then provides linguistic-based and/or icon-based musi-
cal experience descriptors to the Automated Music Compo-
sition and Generation Engine of the system, (iii) the system
user initiates the Automated Music Composition and Gen-
eration System to compose and generate music based on
inputted musical descriptors scored on selected media or
event markers, (iv), the system user accepts composed and
generated music produced for the score media or event
markers, and provides feedback to the system regarding the
system user’s rating of the produced music, and/or music
preferences in view of the produced musical experience that
the system user subjectively experiences, and (v) the system
combines the accepted composed music with the selected
media or event marker, so as to create a video file for
distribution and display.

Specification of Modes of Operation of the Automated
Music Composition and Generation System of the First
ustrative Embodiment of the Present Invention

[0335] The Automated Music Composition and Genera-
tion System of the first illustrative embodiment shown in
FIGS. 3 through 6, can operate in various modes of opera-
tion including: (i) Manual Mode where a human system user
provides musical experience descriptor and timing/spatial
parameter input to the Automated Music Composition and
Generation System; (ii) Automatic Mode where one or more
computer-controlled systems automatically supply musical
experience descriptors and optionally timing/spatial param-
eters to the Automated Music Composition and Generation
System, for controlling the operation the Automated Music
Composition and Generation System autonomously without
human system user interaction; and (iii) a Hybrid Mode
where both a human system user and one or more computer-
controlled systems provide musical experience descriptors
and optionally timing/spatial parameters to the Automated
Music Composition and Generation System.



US 2020/0168191 Al

Specification of the Second Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0336] FIG. 7 shows a toy instrument supporting Auto-
mated Music Composition and Generation Engine of the
second illustrative embodiment of the present invention
using virtual-instrument music synthesis and icon-based
musical experience descriptors, wherein a touch screen
display is provided to select and load videos from a library,
and children can then select musical experience descriptors
(e.g. emotion descriptor icons and style descriptor icons)
from a physical keyboard) to allow a child to compose and
generate custom music for a segmented scene of a selected
video.

[0337] FIG. 8 is a schematic diagram of an illustrative
implementation of the automated music composition and
generation instrument system of the second illustrative
embodiment of the present invention, supporting virtual-
instrument (e.g. sampled-instrument) music synthesis and
the use of graphical icon based musical experience descrip-
tors selected using a keyboard interface, showing the various
components, such as multi-core CPU, multi-core GPU,
program memory (DRAM), video memory (VRAM), hard
drive (SATA), LCD/touch-screen display panel, micro-
phone/speaker, keyboard, WIFI/Bluetooth network adapters,
and power supply and distribution circuitry, integrated
around a system bus architecture.

[0338] In general, the automatic or automated music com-
position and generation system shown in FIG. 7, including
all of its inter-cooperating subsystems shown in FIGS. 26A
through 33E and specified above, can be implemented using
digital electronic circuits, analog electronic circuits, or a mix
of digital and analog electronic circuits specially configured
and programmed to realize the functions and modes of
operation to be supported by the automatic music compo-
sition and generation system. The digital integrated circuitry
(IC) can include low-power and mixed (i.e. digital and
analog) signal systems realized on a chip (i.e. system on a
chip or SOC) implementation, fabricated in silicon, in a
manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementa-
tions can also include the use of multi-CPUs and multi-
GPUs, as may be required or desired for the particular
product design based on the systems of the present inven-
tion. For details on such digital integrated circuit (ID)
implementation, reference can be made to any number of
companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc.
and other electronic design automation firms.

[0339] For purpose of illustration, the digital circuitry
implementation of the system is shown as an architecture of
components configured around SOC or like digital inte-
grated circuits. As shown, the system comprises the various
components, comprising: SOC sub-architecture including a
multi-core CPU, a multi-core GPU, program memory
(DRAM), and a video memory (VRAM); a hard drive
(SATA); a LCD/touch-screen display panel; a microphone/
speaker; a keyboard; WIFI/Bluetooth network adapters;
pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system
bus architecture and supporting controller chips, as shown.
[0340] The primary function of the multi-core CPU is to
carry out program instructions loaded into program memory
(e.g. micro-code), while the multi-core GPU will typically
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receive and execute graphics instructions from the multi-
core CPU, although it is possible for both the multi-core
CPU and GPU to be realized as a hybrid multi-core CPU/
GPU chip where both program and graphics instructions can
be implemented within a single IC device, wherein both
computing and graphics pipelines are supported, as well as
interface circuitry for the LCD/touch-screen display panel,
microphone/speaker, keyboard or keypad device, as well as
WIFL/Bluetooth (BT) network adapters and the pitch recog-
nition module/circuitry. The purpose of the LCD/touch-
screen display panel, microphone/speaker, keyboard or key-
pad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be
to support and implement the functions supported by the
system interface subsystem B0, as well as other subsystems
employed in the system.

[0341] FIG. 9 is a high-level system block diagram of the
automated toy music composition and generation toy instru-
ment system of the second illustrative embodiment, wherein
graphical icon based musical experience descriptors, and a
video are selected as input through the system user interface
(i.e. touch-screen keyboard), and used by the Automated
Music Composition and Generation Engine of the present
invention to generate a musically-scored video story that is
then supplied back to the system user via the system user
interface.

[0342] FIG. 10 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process within the toy music composing and
generation system of the second illustrative embodiment of
the present invention, supporting the use of graphical icon
based musical experience descriptors and virtual-instrument
music synthesis using the instrument system shown in FIGS.
7 through 9, wherein (i) during the first step of the process,
the system user accesses the Automated Music Composition
and Generation System of the present invention, and then
selects a video to be scored with music generated by the
Automated Music Composition and Generation Engine of
the present invention, (ii) the system user selects graphical
icon-based musical experience descriptors to be provided to
the Automated Music Composition and Generation Engine
of the system, (iii) the system user initiates the Automated
Music Composition and Generation Engine to compose and
generate music based on inputted musical descriptors scored
on selected video media, and (iv) the system combines the
composed music with the selected video so as to create a
video file for display and enjoyment.

Specification of Modes of Operation of the Automated
Music Composition and Generation System of the Second
ustrative Embodiment of the Present Invention

[0343] The Automated Music Composition and Genera-
tion System of the second illustrative embodiment shown in
FIGS. 7 through 10, can operate in various modes of
operation including: (i) Manual Mode where a human sys-
tem user provides musical experience descriptor and timing/
spatial parameter input to the Automated Music Composi-
tion and Generation System; (ii) an Automatic Mode where
one or more computer-controlled systems automatically
supply musical experience descriptors and optionally tim-
ing/spatial parameters to the Automated Music Composition
and Generation System, for controlling the operation the
Automated Music Composition and Generation System
autonomously without human system user interaction; and
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(iii) a Hybrid Mode where both a human system user and
one or more computer-controlled systems provide musical
experience descriptors and optionally timing/spatial param-
eters to the Automated Music Composition and Generation
System.

Specification of the Third Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0344] FIG. 11 is a perspective view of an electronic
information processing and display system according to a
third illustrative embodiment of the present invention, inte-
grating a SOC-based Automated Music Composition and
Generation Engine of the present invention within a resul-
tant system, supporting the creative and/or entertainment
needs of its system users.

[0345] FIG. 11A is a schematic representation illustrating
the high-level system architecture of the SOC-based music
composition and generation system of the present invention
supporting the use of linguistic and/or graphical icon based
musical experience descriptors and virtual-instrument music
synthesis, wherein linguistic-based musical experience
descriptors, and a video, audio-recording, image, slide-
show, or event marker, are supplied as input through the
system user interface, and used by the Automated Music
Composition and Generation Engine of the present invention
to generate musically-scored media (e.g. video, podcast,
image, slideshow etc.) or event marker, that is then supplied
back to the system user via the system user interface.
[0346] FIG. 11B shows the system illustrated in FIGS. 11
and 11A, comprising a SOC-based subsystem architecture
including a multi-core CPU, a multi-core GPU, program
memory (RAM), and video memory (VRAM), interfaced
with a solid-state (DRAM) hard drive, a LCD/Touch-screen
display panel, a micro-phone speaker, a keyboard or keypad,
WIFL/Bluetooth network adapters, and 3G/LTE/GSM net-
work adapter integrated with one or more bus architecture
supporting controllers and the like.

[0347] In general, the automatic or automated music com-
position and generation system shown in FIG. 11, including
all of its inter-cooperating subsystems shown in FIGS. 26A
through 33D and specified above, can be implemented using
digital electronic circuits, analog electronic circuits, or a mix
of digital and analog electronic circuits specially configured
and programmed to realize the functions and modes of
operation to be supported by the automatic music compo-
sition and generation system. The digital integrated circuitry
(IC) can include low-power and mixed (i.e. digital and
analog) signal systems realized on a chip (i.e. system on a
chip or SOC) implementation, fabricated in silicon, in a
manner well known in the electronic circuitry as well as
musical instrument manufacturing arts. Such implementa-
tions can also include the use of multi-CPUs and multi-
GPUs, as may be required or desired for the particular
product design based on the systems of the present inven-
tion. For details on such digital integrated circuit (ID)
implementation, reference can be made to any number of
companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc.
and other electronic design automation firms.

[0348] For purpose of illustration, the digital circuitry
implementation of the system is shown as an architecture of
components configured around SOC or like digital inte-
grated circuits. As shown, the system comprises the various
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components, comprising: SOC sub-architecture including a
multi-core CPU, a multi-core GPU, program memory
(DRAM), and a video memory (VRAM); a hard drive
(SATA); a LCD/touch-screen display panel; a microphone/
speaker; a keyboard; WIFI/Bluetooth network adapters;
pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system
bus architecture and supporting controller chips, as shown.
[0349] The primary function of the multi-core CPU is to
carry out program instructions loaded into program memory
(e.g. micro-code), while the multi-core GPU will typically
receive and execute graphics instructions from the multi-
core CPU, although it is possible for both the multi-core
CPU and GPU to be realized as a hybrid multi-core CPU/
GPU chip where both program and graphics instructions can
be implemented within a single IC device, wherein both
computing and graphics pipelines are supported, as well as
interface circuitry for the LCD/touch-screen display panel,
microphone/speaker, keyboard or keypad device, as well as
WIFL/Bluetooth (BT) network adapters and the pitch recog-
nition module/circuitry. The purpose of the LCD/touch-
screen display panel, microphone/speaker, keyboard or key-
pad device, as well as WIFI/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be
to support and implement the functions supported by the
system interface subsystem B0, as well as other subsystems
employed in the system.

[0350] FIG. 12 describes the primary steps involved in
carrying out the automated music composition and genera-
tion process of the present invention using the SOC-based
system shown in FIGS. 11 and 11A supporting the use of
linguistic and/or graphical icon based musical experience
descriptors and virtual-instrument music synthesis, wherein
(1) during the first step of the process, the system user
accesses the Automated Music Composition and Generation
System of the present invention, and then selects a video, an
audio—with music generated by the Automated Music
Composition and Generation System of the present inven-
tion, (ii) the system user then provides linguistic-based
and/or icon recording (i.e. podcast), slideshow, a photograph
or image, or event marker to be scored -based musical
experience descriptors to the Automated Music Composition
and Generation Engine of the system, (iii) the system user
initiates the Automated Music Composition and Generation
System to compose and generate music based on inputted
musical descriptors scored on selected media or event mark-
ers, (iv), the system user accepts composed and generated
music produced for the score media or event markers, and
provides feedback to the system regarding the system user’s
rating of the produced music, and/or music preferences in
view of the produced musical experience that the system
user subjectively experiences, and (v) the system combines
the accepted composed music with the selected media or
event marker, so as to create a video file for distribution and
display.

Specification of Modes of Operation of the Automated
Music Composition and Generation System of the Third
ustrative Embodiment of the Present Invention

[0351] The Automated Music Composition and Genera-
tion System of the third illustrative embodiment shown in
FIGS. 11 through 12, can operate in various modes of
operation including: (i) Manual Mode where a human sys-
tem user provides musical experience descriptor and timing/
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spatial parameter input to the Automated Music Composi-
tion and Generation System; (ii) Automatic Mode where one
or more computer-controlled systems automatically supply
musical experience descriptors and optionally timing/spatial
parameters to the Automated Music Composition and Gen-
eration System, for controlling the operation the Automated
Music Composition and Generation System autonomously
without human system user interaction; and (iii) a Hybrid
Mode where both a human system user and one or more
computer-controlled systems provide musical experience
descriptors and optionally timing/spatial parameters to the
Automated Music Composition and Generation System.

Specification of the Fourth Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0352] FIG. 13 is a schematic representation of the enter-
prise-level internet-based music composition and generation
system of fourth illustrative embodiment of the present
invention, supported by a data processing center with web
servers, application servers and database (RDBMS) servers
operably connected to the infrastructure of the Internet, and
accessible by client machines, social network servers, and
web-based communication servers, and allowing anyone
with a web-based browser to access automated music com-
position and generation services on websites (e.g. on You-
Tube, Vimeo, etc.) to score videos, images, slide-shows,
audio-recordings, and other events with music using virtual-
instrument music synthesis and linguistic-based musical
experience descriptors produced using a text keyboard and/
or a speech recognition interface.

[0353] FIG. 13A is a schematic representation illustrating
the high-level system architecture of the automated music
composition and generation process supported by the system
shown in FIG. 13, supporting the use of linguistic and/or
graphical icon based musical experience descriptors and
virtual-instrument music synthesis, wherein linguistic-based
musical experience descriptors, and a video, audio-record-
ings, image, or event marker, are supplied as input through
the web-based system user interface, and used by the Auto-
mated Music Composition and Generation Engine of the
present invention to generate musically-scored media (e.g.
video, podcast, image, slideshow etc.) or event marker, that
is then supplied back to the system user via the system user
interface.

[0354] FIG. 13B shows the system architecture of an
exemplary computing server machine, one or more of which
may be used, to implement the enterprise-level automated
music composition and generation system illustrated in
FIGS. 13 and 13A.

[0355] FIG. 14 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process supported by the system illustrated in
FIGS. 13 and 13A, wherein (i) during the first step of the
process, the system user accesses the Automated Music
Composition and Generation System of the present inven-
tion, and then selects a video, a an audio-recording (i.e.
podcast), slideshow, a photograph or image, or an event
marker to be scored with music generated by the Automated
Music Composition and Generation System of the present
invention, (ii) the system user then provides linguistic-based
and/or icon-based musical experience descriptors to the
Automated Music Composition and Generation Engine of
the system, (iii) the system user initiates the Automated
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Music Composition and Generation System to compose and
generate music based on inputted musical descriptors scored
on selected media or event markers, (iv), the system user
accepts composed and generated music produced for the
score media or event markers, and provides feedback to the
system regarding the system user’s rating of the produced
music, and/or music preferences in view of the produced
musical experience that the system user subjectively expe-
riences, and (v) the system combines the accepted composed
music with the selected media or event marker, so as to
create a video file for distribution and display.

Specification of Modes of Operation of the Automated
Music Composition and Generation System of the Fourth
ustrative Embodiment of the Present Invention

[0356] The Automated Music Composition and Genera-
tion System of the fourth illustrative embodiment shown in
FIGS. 13 through 15W, can operate in various modes of
operation including: (i) Score Media Mode where a human
system user provides musical experience descriptor and
timing/spatial parameter input, as well as a piece of media
(e.g. video, slideshow, etc.) to the Automated Music Com-
position and Generation System so it can automatically
generate a piece of music scored to the piece of music
according to instructions provided by the system user; and
(i1) Compose Music-Only Mode where a human system user
provides musical experience descriptor and timing/spatial
parameter input to the Automated Music Composition and
Generation System so it can automatically generate a piece
of music scored for use by the system user.

Specification of Graphical User Interfaces (GUIs) for the
Various Modes of Operation Supported by the Automated
Music Composition and Generation System of the Fourth
ustrative Embodiment of the Present Invention

[0357] FIG. 15A is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, wherein the interface objects
are displayed for engaging the system into its Score Media
Mode of operation or its Compose Music-Only Mode of
operation as described above, by selecting one of the fol-
lowing graphical icons, respectively: (i) “Select Video” to
upload a video into the system as the first step in the
automated composition and generation process of the pres-
ent invention, and then automatically compose and generate
music as scored to the uploaded video; or (ii) “Music Only”
to compose music only using the Automated Music Com-
position and Generation System of the present invention.

Specification of the Score Media Mode

[0358] The user decides if the user would like to create
music in conjunction with a video or other media, then the
user will have the option to engage in the workflow
described below and represented in FIGS. 15A through 15W.
The details of this work flow will be described below.

[0359] When the system user selects “Select Video” object
in the GUI of FIG. 15A, the exemplary graphical user
interface (GUI) screen shown in FIG. 15B is generated and
served by the system illustrated in FIGS. 13 and 14. In this
mode of operation, the system allows the user to select a
video file, or other media object (e.g. slide show, photos,
audio file or podcast, etc.), from several different local and
remote file storage locations (e.g. photo album, shared folder



US 2020/0168191 Al

hosted on the cloud, and photo albums from ones smart-
phone camera roll), as shown in FIGS. 15B and 15C. If a
user decides to create music in conjunction with a video or
other media using this mode, then the system user will have
the option to engage in a workflow that supports such
selected options.

[0360] Using the GUI screen shown in FIG. 15D, the
system user selects the category “music emotions” from the
music emotions/music style/music spotting menu, to display
four exemplary classes of emotions (i.e. Drama, Action,
Comedy, and Horror) from which to choose and characterize
the musical experience they system user seeks.

[0361] FIG. 15E shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting the music
emotion category—Drama. FIG. 15F shows an exemplary
GUI screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Drama, and wherein
the system user has selected the Drama-classified emotions
—Happy, Romantic, and Inspirational for scoring the
selected video.

[0362] FIG. 15G shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting the music
emotion category—Action. FIG. 15H shows an exemplary
GUI screen that is generated and served by the system
illustrated in FIGS. 13 and 14, in response to the system user
selecting the music emotion category—Action, and wherein
the system user has selected two Action-classified emo-
tions—Pulsating, and Spy—for scoring the selected video.

[0363] FIG. 151 shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting the music
emotion category—Comedy. FIG. 15] is an exemplary
graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13 and 14, in
response to the system user selecting the music emotion
category—Drama, and wherein the system user has selected
the Comedy-classified emotions—Quirky and Slap Stick for
scoring the selected video.

[0364] FIG. 15K shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting the music
emotion category—Horror. FIG. 151 shows an exemplary
graphical user interface (GUI) screen that is generated and
served by the system illustrated in FIGS. 13 and 14, in
response to the system user selecting the music emotion
category—Horror, and wherein the system user has selected
the Horror-classified emotions—Brooding, Disturbing and
Mysterious for scoring the selected video.

[0365] It should be noted at this juncture that while the
fourth illustrative embodiment shows a fixed set of emotion-
type musical experience descriptors, for characterizing the
emotional quality of music to be composed and generated by
the system of the present invention, it is understood that in
general, the music composition system of the present inven-
tion can be readily adapted to support the selection and input
of a wide variety of emotion-type descriptors such as, for
example, linguistic descriptors (e.g. words), images, and/or
like representations of emotions, adjectives, or other
descriptors that the user would like to music to convey the
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quality of emotions to be expressed in the music to be
composed and generated by the system of the present
invention.

[0366] FIG. 15M shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user completing the
selection of the music emotion category, displaying the
message to the system user—“Ready to Create Your Music”
Press Compose to Set Amper To Work Or Press Cancel To
Edit Your Selections”.

[0367] At this stage of the workflow, the system user can
select COMPOSE and the system will automatically com-
pose and generate music based only on the emotion-type
musical experience parameters provided by the system user
to the system interface. In such a case, the system will
choose the style-type parameters for use during the auto-
mated music composition and generation system. Alterna-
tively, the system user has the option to select CANCEL, to
allow the user to edit their selections and add music style
parameters to the music composition specification.

[0368] FIG. 15N shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14 when the user selects CANCEL followed by selec-
tion of the MUSIC STYLE button from the music emotions/
music style/music spotting menu, thereby displaying twenty
(20) styles (i.e. Pop, Rock, Hip Hop, etc.) from which to
choose and characterize the musical experience they system
user seeks.

[0369] FIG. 150 is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, wherein the system user has selected the music style
categories—Pop and Piano.

[0370] It should be noted at this juncture that while the
fourth illustrative embodiment shows a fixed set of style-
type musical experience descriptors, for characterizing the
style quality of music to be composed and generated by the
system of the present invention, it is understood that in
general, the music composition system of the present inven-
tion can be readily adapted to support the selection and input
of a wide variety of style-type descriptors such as, for
example, linguistic descriptors (e.g. words), images, and/or
like representations of emotions, adjectives, or other
descriptors that the user would like to music to convey the
quality of styles to be expressed in the music to be composed
and generated by the system of the present invention.
[0371] FIG. 15P is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user has selected the music
style categories—POP and PIANO. At this stage of the
workflow, the system user can select COMPOSE and the
system will automatically compose and generate music
based only on the emotion-type musical experience param-
eters provided by the system user to the system interface. In
such a case, the system will use both the emotion-type and
style-type musical experience parameters selected by the
system user for use during the automated music composition
and generation system. Alternatively, the system user has the
option to select CANCEL, to allow the user to edit their
selections and add music spotting parameters to the music
composition specification.

[0372] FIG. 15Q is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, allowing the system user to select the category
“music spotting” from the music emotions/music style/
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music spotting menu, to display six commands from which
the system user can choose during music spotting functions.

[0373] FIG. 15R is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting “music
spotting” from the function menu, showing the “Start,”
“Stop,” “Hit,” “Fade In”, “Fade Out,” and “New Mood”
markers being scored on the selected video, as shown.

[0374] In this illustrative embodiment, the “music spot-
ting” function or mode allows a system user to convey the
timing parameters of musical events that the user would like
to music to convey, including, but not limited to, music start,
stop, descriptor change, style change, volume change, struc-
tural change, instrumentation change, split, combination,
copy, and paste. This process is represented in subsystem
blocks 40 and 41 in FIGS. 26A through 26D. As will be
described in greater detail hereinafter, the transformation
engine B51 within the automatic music composition and
generation system of the present invention receives the
timing parameter information, as well as emotion-type and
style-type descriptor parameters, and generates appropriate
sets of probabilistic-based system operating parameter
tables, reflected in FIGS. 28A through 28S, which are
distributed to their respective subsystems, using subsystem
indicated by Blocks 1 and 37.

[0375] FIG. 15S is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to completing the music spotting func-
tion, displaying a message to the system user—“Ready to
Create Music” Press Compose to Set Amper To work or
“Press Cancel to Edit Your Selection”. At this juncture, the
system user has the option of selecting COMPOSE which
will initiate the automatic music composition and generation
system using the musical experience descriptors and timing
parameters supplied to the system by the system user.
Alternatively, the system user can select CANCEL, where-
upon the system will revert to displaying a GUI screen such
as shown in FIG. 15D, or like form, where all three main
function menus are displayed for MUSIC EMOTIONS,
MUSIC STYLE, and MUSIC SPOTTING.

[0376] FIG. 15T shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user pressing the “Com-
pose” button, indicating the music is being composed and
generated by the phrase “Bouncing Music.” After the con-
firming the user’s request for the system to generate a piece
of music, the user’s client system transmits, either locally or
externally, the request to the music composition and gen-
eration system, whereupon the request is satisfied. The
system generates a piece of music and transmits the music,
either locally or externally, to the user.

[0377] FIG. 15U shows an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, when the system user’s composed music is ready for
review. FIG. 15V is an exemplary GUI screen that is
generated and served by the system illustrated in FIGS. 13
and 14, in response to the system user selecting the “Your
Music is Ready” object in the GUI screen.

[0378] At this stage of the process, the system user may
preview the music that has been created. If the music was
created with a video or other media, then the music may be
synchronized to this content in the preview.
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[0379] As shown in FIG. 15V, after a music composition
has been generated and is ready for preview against the
selected video, the system user is provided with several
options:

[0380] (i) edit the musical experience descriptors set for
the musical piece and recompile the musical composition;
[0381] (ii) accept the generated piece of composed music
and mix the audio with the video to generated a scored video
file; and

[0382] (iii) select other options supported by the automatic
music composition and generation system of the present
invention.

[0383] If the user would like to resubmit the same request
for music to the system and receive a different piece of
music, then the system user may elect to do so. If the user
would like to change all or part of the user’s request, then the
user may make these modifications. The user may make
additional requests if the user would like to do so. The user
may elect to balance and mix any or all of the audio in the
project on which the user is working including, but not
limited to, the pre-existing audio in the content and the
music that has been generated by the platform. The user may
elect to edit the piece of music that has been created.
[0384] The user may edit the music that has been created,
inserting, removing, adjusting, or otherwise changing timing
information. The user may also edit the structure of the
music, the orchestration of the music, and/or save or incor-
porate the music kernel, or music genome, of the piece. The
user may adjust the tempo and pitch of the music. Each of
these changes can be applied at the music piece level or in
relation to a specific subset, instrument, and/or combination
thereof. The user may elect to download and/or distribute the
media with which the user has started and used the platform
to create.

[0385] The user may elect to download and/or distribute
the media with which the user has started and used the
platform to create.

[0386] In the event that, at the GUI screen shown in FIG.
158S, the system user decides to select CANCEL, then the
system generates and delivers a GUI screen as shown in
FIG. 15D with the full function menu allowing the system
user to make edits with respect to music emotion descriptors,
music style descriptors, and/or music spotting parameters, as
discussed and described above.

Specification of the Compose Music Only Mode of System
Operation

[0387] Ifthe user decides to create music independently of
any additional content by selecting Music Only in the GUI
screen of FIG. 15A, then the workflow described and
represented in the GUI screens shown in FIGS. 15B, 15C,
15Q, 15R, and 158 are not required, although these spotting
features may still be used if the user wants to convey the
timing parameters of musical events that the user would like
to music to convey.

[0388] FIG. 15B is an exemplary graphical user interface
(GUI) screen that is generated and served by the system
illustrated in FIGS. 13 and 14, when the system user selects
“Music Only” object in the GUI of FIG. 15A. In the mode
of operation, the system allows the user to select emotion
and style descriptor parameters, and timing information, for
use by the system to automatically compose and generate a
piece of music that expresses the qualities reflected in the
musical experience descriptors. In this mode, the general
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workflow is the same as in the Score Media Mode, except
that scoring commands for music spotting, described above,
would not typically be supported. However, the system user
would be able to input timing parameter information as
would desired in some forms of music.

Specification of the Fifth Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0389] FIG. 16 shows the Automated Music Composition
and Generation System according to a fifth illustrative
embodiment of the present invention. In this illustrative
embodiment, an Internet-based automated music composi-
tion and generation platform is deployed so that mobile and
desktop client machines, alike, using text, SMS and email
services supported on the Internet, can be augmented by the
addition of automatically-composed music by users using
the Automated Music Composition and Generation Engine
of the present invention, and graphical user interfaces sup-
ported by the client machines while creating text, SMS
and/or email documents (i.e. messages). Using these inter-
faces and supported functionalities, remote system users can
easily select graphic and/or linguistic based emotion and
style descriptors for use in generating composed music
pieces for insertion into text, SMS and email messages, as
well as diverse document and file types.

[0390] FIG. 16A is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FIG. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a first exem-
plary client application is running that provides the user with
a virtual keyboard supporting the creation of a text or SMS
message, and the creation and insertion of a piece of
composed music created by selecting linguistic and/or
graphical-icon based emotion descriptors, and style-descrip-
tors, from a menu screen.

[0391] FIG. 16B is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FIG. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of an
email document, and the creation and embedding of a piece
of composed music therein, which has been created by the
user selecting linguistic and/or graphical-icon based emo-
tion descriptors, and style-descriptors, from a menu screen
in accordance with the principles of the present invention.
[0392] FIG. 16C is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FIG. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
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tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of a
Microsoft Word, PDF, or image (e.g. jpg or tiff) document,
and the creation and insertion of a piece of composed music
created by selecting linguistic and/or graphical-icon based
emotion descriptors, and style-descriptors, from a menu
screen.

[0393] FIG. 16D is a perspective view of a mobile client
machine (e.g. Internet-enabled smartphone or tablet com-
puter) deployed in the system network illustrated in FI1G. 16,
where the client machine is realized a mobile computing
machine having a touch-screen interface, a memory archi-
tecture, a central processor, graphics processor, interface
circuitry, network adapters to support various communica-
tion protocols, and other technologies to support the features
expected in a modern smartphone device (e.g. Apple iPhone,
Samsung Android Galaxy, et al), and wherein a second
exemplary client application is running that provides the
user with a virtual keyboard supporting the creation of a
web-based (i.e. html) document, and the creation and inser-
tion of a piece of composed music created by selecting
linguistic and/or graphical-icon based emotion descriptors,
and style-descriptors, from a menu screen, so that the music
piece can be delivered to a remote client and experienced
using a conventional web-browser operating on the embed-
ded URL, from which the embedded music piece is being
served by way of web, application and database servers.
[0394] FIG. 17 is a schematic representation of the system
architecture of each client machine deployed in the system
illustrated in FIGS. 16A, 16B, 16C and 16D, comprising
around a system bus architecture, subsystem modules
including a multi-core CPU, a multi-core GPU, program
memory (RAM), video memory (VRAM), hard drive (SATA
drive), LCD/Touch-screen display panel, micro-phone
speaker, keyboard, WIFI/Bluetooth network adapters, and
3G/LTE/GSM network adapter integrated with the system
bus architecture.

[0395] FIG. 18 is a schematic representation illustrating
the high-level system architecture of the Internet-based
music composition and generation system of the present
invention supporting the use of linguistic and/or graphical
icon based musical experience descriptors and virtual-in-
strument music synthesis to add composed music to text,
SMS and email documents/messages, wherein linguistic-
based or icon-based musical experience descriptors are
supplied as input through the system user interface, and used
by the Automated Music Composition and Generation
Engine of the present invention to generate a musically-
scored text document or message that is generated for
preview by system user via the system user interface, before
finalization and transmission.

[0396] FIG. 19 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the present invention using the
Web-based system shown in FIGS. 16-18 supporting the use
of linguistic and/or graphical icon based musical experience
descriptors and virtual-instrument music synthesis to create
musically-scored text, SMS, email, PDF, Word and/or html
documents, wherein (i) during the first step of the process,
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the system user accesses the Automated Music Composition
and Generation System of the present invention, and then
selects a text, SMS or email message or Word, PDF or
HTML document to be scored (e.g. augmented) with music
generated by the Automated Music Composition and Gen-
eration System of the present invention, (ii) the system user
then provides linguistic-based and/or icon-based musical
experience descriptors to the Automated Music Composition
and Generation Engine of the system, (iii) the system user
initiates the Automated Music Composition and Generation
System to compose and generate music based on inputted
musical descriptors scored on selected messages or docu-
ments, (iv) the system user accepts composed and generated
music produced for the message or document, or rejects the
music and provides feedback to the system, including pro-
viding different musical experience descriptors and a request
to re-compose music based on the updated musical experi-
ence descriptor inputs, and (v) the system combines the
accepted composed music with the message or document, so
as to create a new file for distribution and display.

Specification of the Sixth Illustrative Embodiment of the
Automated Music Composition and Generation System of
the Present Invention

[0397] FIG. 20 is a schematic representation of a band of
musicians with real or synthetic musical instruments, sur-
rounded about an Al-based autonomous music composition
and composition performance system, employing a modified
version of the Automated Music Composition and Genera-
tion Engine of the present invention, wherein the Al-based
system receives musical signals from its surrounding instru-
ments and musicians and buffers and analyzes these instru-
ments and, in response thereto, can compose and generate
music in real-time that will augment the music being played
by the band of musicians, or can record, analyze and
compose music that is recorded for subsequent playback,
review and consideration by the human musicians.

[0398] FIG. 21 is a schematic representation of the
autonomous music analyzing, composing and performing
instrument, having a compact rugged transportable housing
comprising a LCD touch-type display screen, a built-in
stereo microphone set, a set of audio signal input connectors
for receiving audio signals produced from the set of musical
instruments in the system’s environment, a set of MIDI
signal input connectors for receiving MIDI input signals
from the set of instruments in the system environment, audio
output signal connector for delivering audio output signals
to audio signal preamplifiers and/or amplifiers, WIFI and BT
network adapters and associated signal antenna structures,
and a set of function buttons for the user modes of operation
including (i) LEAD mode, where the instrument system
autonomously leads musically in response to the streams of
music information it receives and analyzes from its (local or
remote) musical environment during a musical session, (ii)
FOLLOW mode, where the instrument system autono-
mously follows musically in response to the music it
receives and analyzes from the musical instruments in its
(local or remote) musical environment during the musical
session, (iii) COMPOSE mode, where the system automati-
cally composes music based on the music it receives and
analyzes from the musical instruments in its (local or
remote) environment during the musical session, and (iv)
PERFORM mode, where the system autonomously per-
forms automatically composed music, in real-time, in
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response to the musical information it receives and analyzes
from its environment during the musical session.

[0399] FIG. 22 illustrates the high-level system architec-
ture of the automated music composition and generation
instrument system shown in FIG. 21. As shown in FIG. 22,
audio signals as well as MIDI input signals produced from
a set of musical instruments in the system’s environment are
received by the instrument system, and these signals are
analyzed in real-time, on the time and/or frequency domain,
for the occurrence of pitch events and melodic structure. The
purpose of this analysis and processing is so that the system
can automatically abstract musical experience descriptors
from this information for use in generating automated music
composition and generation using the Automated Music
Composition and Generation Engine of the present inven-
tion.

[0400] FIG. 23 is a schematic representation of the system
architecture of the system illustrated in FIGS. 20 and 21,
comprising an arrangement of subsystem modules, around a
system bus architecture, including a multi-core CPU, a
multi-core GPU, program memory (DRAM), video memory
(VRAM), hard drive (SATA drive), LCD/Touch-screen dis-
play panel, stereo microphones, audio speaker, keyboard,
WIFL/Bluetooth network adapters, and 3G/LTE/GSM net-
work adapter integrated with the system bus architecture.
[0401] In general, the automatic or automated music com-
position and generation system shown in FIGS. 20 and 21,
including all of its inter-cooperating subsystems shown in
FIGS. 26 A through 33E and specified above, can be imple-
mented using digital electronic circuits, analog electronic
circuits, or a mix of digital and analog electronic circuits
specifically configured and programmed to realize the func-
tions and modes of operation to be supported by the auto-
matic music composition and generation system. The digital
integrated circuitry (IC) can be low-power and mixed (i.e.
digital and analog) signal systems realized on a chip (i.e.
system on a chip or SOC) implementation, fabricated in
silicon, in a manner well known in the electronic circuitry as
well as musical instrument manufacturing arts. Such imple-
mentations can also include the use of multi-CPUs and
multi-GPUs, as may be required or desired for the particular
product design based on the systems of the present inven-
tion. For details on such digital integrated circuit (ID)
implementation, reference can be made to any number of
companies and specialists in the field including Cadence
Design Systems, Inc., Synopsis Inc., Mentor Graphics, Inc.
and other electronic design automation firms.

[0402] For purpose of illustration, the digital circuitry
implementation of the system is shown as an architecture of
components configured around SOC or like digital inte-
grated circuits. As shown, the system comprises the various
components, comprising: SOC sub-architecture including a
multi-core CPU, a multi-core GPU, program memory
(DRAM), and a video memory (VRAM); a hard drive
(SATA); a LCD/touch-screen display panel; a microphone/
speaker; a keyboard; WIFI/Bluetooth network adapters;
pitch recognition module/board; and power supply and
distribution circuitry; all being integrated around a system
bus architecture and supporting controller chips, as shown.
[0403] The primary function of the multi-core CPU is to
carry out program instructions loaded into program memory
(e.g. micro-code), while the multi-core GPU will typically
receive and execute graphics instructions from the multi-
core CPU, although it is possible for both the multi-core
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CPU and GPU to be realized as a hybrid multi-core CPU/
GPU chip where both program and graphics instructions can
be implemented within a single IC device, wherein both
computing and graphics pipelines are supported, as well as
interface circuitry for the LCD/touch-screen display panel,
microphone/speaker, keyboard or keypad device, as well as
WIFL/Bluetooth (BT) network adapters and the pitch recog-
nition module/circuitry. The purpose of the LCD/touch-
screen display panel, microphone/speaker, keyboard or key-
pad device, as well as WIFl/Bluetooth (BT) network
adapters and the pitch recognition module/circuitry will be
to support and implement the functions supported by the
system interface subsystem B0, as well as other subsystems
employed in the system.

[0404] FIG. 24 is a flow chart illustrating the primary steps
involved in carrying out the automated music composition
and generation process of the present invention using the
system shown in FIGS. 20-23, wherein (i) during the first
step of the process, the system user selects either the LEAD
or FOLLOW mode of operation for the automated musical
composition and generation instrument system of the present
invention, (ii) prior to the session, the system is then is
interfaced with a group of musical instruments played by a
group of musicians in a creative environment during a
musical session, (iii) during the session system receives
audio and/or MIDI data signals produced from the group of
instruments during the session, and analyzes these signals
for pitch data and melodic structure, (iv) during the session,
the system automatically generates musical descriptors from
abstracted pitch and melody data, and uses the musical
experience descriptors to compose music for the session on
a real-time basis, and (v) in the event that the PERFORM
mode has been selected, the system generates the composed
music, and in the event that the COMPOSE mode has been
selected, the music composed during for the session is stored
for subsequent access and review by the group of musicians.

Specification of the Illustrative Embodiment of the
Automated Music Composition and Generation Engine of
the Present Invention

[0405] FIG. 25A shows a high-level system diagram for
the Automated Music Composition and Generation Engine
of the present invention (E1) employed in the various
embodiments of the present invention herein. As shown, the
Engine E1 comprises: a user GUI-Based Input Subsystem
A0, a General Rhythm Subsystem Al, a General Pitch
Generation Subsystem A2, a Melody Rhythm Generation
Subsystem A3, a Melody Pitch Generation Subsystem A4,
an Orchestration Subsystem A5, a Controller Code Creation
Subsystem A6, a Digital Piece Creation Subsystem A7, and
a Feedback and Learning Subsystem A8 configured as
shown.

[0406] FIG. 25B shows a higher-level system diagram
illustrating that the system of the present invention com-
prises two very high level subsystems, namely: (i) a Pitch
Landscape Subsystem CO comprising the General Pitch
Generation Subsystem A2, the Melody Pitch Generation
Subsystem A4, the Orchestration Subsystem A5, and the
Controller Code Creation Subsystem A6, and (ii) a Rhyth-
mic Landscape Subsystem C1 comprising the General
Rhythm Generation Subsystem Al, Melody Rhythm Gen-
eration Subsystem A3, the Orchestration Subsystem A5, and
the Controller Code Creation Subsystem A6.
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[0407] At this stage, it is appropriate to discuss a few
important definitions and terms relating to important music-
theoretic concepts that will be helpful to understand when
practicing the various embodiments of the automated music
composition and generation systems of the present inven-
tion. However, it should be noted that, while the system of
the present invention has a very complex and rich system
architecture, such features and aspects are essentially trans-
parent to all system users, allowing them to have essentially
no knowledge of music theory, and no musical experience
and/or talent. To use the system of the present invention, all
that is required by the system user is to have (i) a sense of
what kind of emotions they system user wishes to convey in
an automatically composed piece of music, and/or (ii) a
sense of what musical style they wish or think the musical
composition should follow.

[0408] At the top level, the “Pitch Landscape” C0 is a term
that encompasses, within a piece of music, the arrangement
in space of all events. These events are often, though not
always, organized at a high level by the musical piece’s key
and tonality; at a middle level by the musical piece’s
structure, form, and phrase; and at a low level by the specific
organization of events of each instrument, participant, and/
or other component of the musical piece. The various
subsystem resources available within the system to support
pitch landscape management are indicated in the schematic
representation shown in FIG. 25B.

[0409] Similarly, “Rhythmic Landscape” C1 is a term that
encompasses, within a piece of music, the arrangement in
time of all events. These events are often, though not always,
organized at a high level by the musical piece’s tempo,
meter, and length; at a middle level by the musical piece’s
structure, form, and phrase; and at a low level by the specific
organization of events of each instrument, participant, and/
or other component of the musical piece. The various
subsystem resources available within the system to support
pitch landscape management are indicated in the schematic
representation shown in FIG. 25B.

[0410] There are several other high-level concepts that
play important roles within the Pitch and Rhythmic Land-
scape Subsystem Architecture employed in the Automated
Music Composition And Generation System of the present
invention.

[0411] In particular, “Melody Pitch” is a term that encom-
passes, within a piece of music, the arrangement in space of
all events that, either independently or in concert with other
events, constitute a melody and/or part of any melodic
material of a musical piece being composed.

[0412] “Melody Rhythm” is a term that encompasses,
within a piece of music, the arrangement in time of all events
that, either independently or in concert with other events,
constitute a melody and/or part of any melodic material of
a musical piece being composed.

[0413] “Orchestration” for the piece of music being com-
posed is a term used to describe manipulating, arranging,
and/or adapting a piece of music.

[0414] “Controller Code” for the piece of music being
composed is a term used to describe information related to
musical expression, often separate from the actual notes,
rhythms, and instrumentation.

[0415] “Digital Piece” of music being composed is a term
used to describe the representation of a musical piece in a
digital or combination or digital and analog, but not solely
analog manner.
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[0416] FIG. 26A through 26P, taken together, show how
each subsystem in FIG. 25 are configured together with
other subsystems in accordance with the principles of the
present invention, so that musical experience descriptors
provided to the user GUI-based input/output subsystem
A0/BO are distributed to their appropriate subsystems for
processing and use in the automated music composition and
generation process of the present invention, described in
great technical detail herein. It is appropriate at this juncture
to identify and describe each of the subsystems B0 through
B52 that serve to implement the higher-level subsystems A0
through A8 within the Automated Music Composition and
Generation System (S) of the present invention.

[0417] More specifically, as shown in FIGS. 26 A through
26D, the GUI-Based Input Subsystem A0 comprises: the
User GUI-Based Input Output Subsystem B0; Descriptor
Parameter Capture Subsystem B1; Parameter Transforma-
tion Engine Subsystem B51; Style Parameter Capture Sub-
system B37; and the Timing Parameter Capture Subsystem
B40. These subsystems receive and process all musical
experience parameters (e.g. emotional descriptors, style
descriptors, and timing/spatial descriptors) provided to the
Systems A0 via the system users, or other means and ways
called for by the end system application at hand.

[0418] As shown in FIGS. 27D, 26E, 26F, 26G, 26H, 261
and 27], the General Rhythm Generation Subsystem Al for
generating the General Rhythm for the piece of music to be
composed, comprises the following subsystems: the Length
Generation Subsystem B2; the Tempo Generation Subsys-
tem B3; the Meter Generation Subsystem B4; the Beat
Calculator Subsystem B6; the Measure Calculator Subsys-
tem B8; the Song Form Generation Subsystem B9; the
Sub-Phrase Length Generation Subsystem B15; the Number
of Chords in Sub-Phrase Calculator Subsystem B16; the
Phrase Length Generation Sub system B12; the Unique
Phrase Generation Sub system B10; the Number of Chords
in Phrase Calculator Subsystem B13; the Chord Length
Generation Subsystem B11; the Unique Sub-Phrase Genera-
tion Subsystem B14; the Instrumentation Subsystem B38;
the Instrument Selector Subsystem B39; and the Timing
Generation Subsystem B41.

[0419] As shown in FIGS. 27] and 26K, the General Pitch
Generation Subsystem A2 for generating chords (i.e. pitch
events) for the piece of music being composed, comprises:
the Key Generation Subsystem B5; the Tonality Generation
Subsystem B7; the Initial General Rhythm Generation Sub-
system B17; the Sub-Phrase Chord Progression Generation
Subsystem B19; the Phrase Chord Progression Generation
Subsystem B18; the Chord Inversion Generation Subsystem
B20; the Instrumentation Subsystem B38; the Instrument
Selector Subsystem B39.

[0420] As shown in FIGS. 26K and 261, the Melody
Rhythm Generation Subsystem A3 for generating a Melody
Rhythm for the piece of music being composed, comprises:
the Melody Sub-Phrase Length Generation Subsystem B25;
the Melody Sub-Phrase Generation Subsystem B24; the
Melody Phrase Length Generation Subsystem B23; the
Melody Unique Phrase Generation Subsystem B22; the
Melody Length Generation Subsystem B21; the Melody
Note Rhythm Generation Subsystem B26.

[0421] As shownin FIGS. 261 and 27M, the Melody Pitch
Generation Subsystem A4 for generating a Melody Pitch for
the piece of music being composed, comprises: the Initial
Pitch Generation Subsystem B27; the Sub-Phrase Pitch
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Generation Subsystem B29; the Phrase Pitch Generation
Subsystem B28; and the Pitch Octave Generation Subsys-
tem B30.

[0422] As shown in FIG. 26M, the Orchestration Subsys-
tem A5 for generating the Orchestration for the piece of
music being composed comprises: the Orchestration Gen-
eration Subsystem B31.

[0423] As shown in FIG. 26M, the Controller Code Cre-
ation Subsystem A6 for creating Controller Code for the
piece of music being composed comprises: the Controller
Code Generation Subsystem B32.

[0424] As shown in FIGS. 26M and 26N, the Digital Piece
Creation Subsystem A7 for creating the Digital Piece of
music being composed comprises: the Digital Audio Sample
Audio Retriever Subsystem B33; the Digital Audio Sample
Organizer Subsystem B34; the Piece Consolidator Subsys-
tem B35; the Piece Format Translator Subsystem B50; and
the Piece Deliverer Subsystem B36.

[0425] As shown in FIGS. 26N, 260 and 26P, the Feed-
back and Learning Subsystem A8 for supporting the feed-
back and learning cycle of the system, comprises: the
Feedback Subsystem B42; the Music Editability Subsystem
B43; the Preference Saver Subsystem B44; the Musical
kernel Subsystem B45; the User Taste Subsystem B46; the
Population Taste Subsystem B47; the User Preference Sub-
system B48; and the Population Preference Subsystem B49.
[0426] As shown in FIGS. 26N, 260 and 26P, the Feed-
back and Learning Subsystem A8 for supporting the feed-
back and learning cycle of the system, comprises: the
Feedback Subsystem B42; the Music Editability Subsystem
B43; the Preference Saver Subsystem B44; the Musical
kernel Subsystem B45; the User Taste Subsystem B46; the
Population Taste Subsystem B47; the User Preference Sub-
system B48; and the Population Preference Subsystem B49.
Having taken an overview of the subsystems employed in
the system, it is appropriate at this juncture to describe, in
greater detail, the input and output port relationships that
exist among the subsystems, as clearly shown in FIGS. 26 A
through 26P.

[0427] As shown in FIGS. 26A through 26J, the system
user provides inputs such as emotional, style and timing type
musical experience descriptors to the GUI-Based Input
Output Subsystem B0, typically using LCD touchscreen,
keyboard or microphone speech-recognition interfaces, well
known in the art. In turn, the various data signal outputs
from the GUI-Based Input and Output Subsystem B0 are
provided as input data signals to the Descriptor Parameter
Capture Subsystems B1, the Parameter Transformation
Engine Subsystem B51, the Style Parameter Capture Sub-
system B37, and the Timing Parameter Capture Subsystem
B40, as shown. The (Emotional) Descriptor Parameter Cap-
ture Subsystems B1 receives words, images and/or other
representations of musical experience to be produced by the
piece of music to be composed, and these captured emotion-
type musical experience parameters are then stored prefer-
ably in a local data storage device (e.g. local database,
DRAM, etc.) for subsequent transmission to other subsys-
tems. The Style Parameter Capture Subsystems B17
receives words, images and/or other representations of musi-
cal experience to be produced by the piece of music to be
composed, and these captured style-type musical experience
parameters are then stored preferably in a local data storage
device (e.g. local database, DRAM, etc.), as well, for
subsequent transmission to other subsystems. In the event



US 2020/0168191 Al

that the music spotting feature is enabled or accessed by the
system user, and timing parameters are transmitted to the
input subsystem B0, the Timing Parameter Capture Subsys-
tem B40 will enable other subsystems (e.g. Subsystems A1,
A2, etc.) to support such functionalities. The Parameter
Transformation Engine Subsystems B51 receives words,
images and/or other representations of musical experience
parameters to be produced by the piece of music to be
composed, and these emotion-type, style-type and timing-
type musical experience parameters are transformed by the
engine subsystem B51 to generate sets of probabilistic-based
system operating parameter tables, based on the provided
system user input, for subsequent distribution to and loading
within respective subsystems, as will be described in greater
technical detailer hereinafter, with reference to FIGS.
23B3A-27B3C and 27B4A-27B4E, in particular and other
figures as well.

[0428] Having provided an overview of the subsystems
employed in the system, it is appropriate at this juncture to
describe, in greater detail, the input and output port rela-
tionships that exist among the subsystems, as clearly shown
in FIGS. 26A through 26P.

Specification of Input and Output Port Connections Among
Subsystems within the Input Subsystem B0

[0429] As shown in FIGS. 26A through 26J, the system
user provides inputs such as emotional, style and timing type
musical experience descriptors to the GUI-Based Input
Output Subsystem B0, typically using LCD touchscreen,
keyboard or microphone speech-recognition interfaces, well
known in the art. In turn, the various data signal outputs
from the GUI-Based Input and Output Subsystem BO,
encoding the emotion and style musical descriptors and
timing parameters, are provided as input data signals to the
Descriptor Parameter Capture Subsystems B1, the Param-
eter Transformation Engine Subsystem B51, the Style
Parameter Capture Subsystem B37, and the Timing Param-
eter Capture Subsystem B40, as shown.

[0430] As shown in FIGS. 26A through 26J, the (Emo-
tional) Descriptor Parameter Capture Subsystem Bl
receives words, images and/or other representations of musi-
cal experience to be produced by the piece of music to be
composed, and these captured emotion-type musical expe-
rience parameters are then stored preferably in a local data
storage device (e.g. local database, DRAM, etc.) for subse-
quent transmission to other subsystems.

[0431] As shown in FIGS. 26A through 26J, the Style
Parameter Capture Subsystems B17 receives words, images
and/or other representations of musical experience to be
produced by the piece of music to be composed, and these
captured style-type musical experience parameters are then
stored preferably in a local data storage device (e.g. local
database, DRAM, etc.), as well, for subsequent transmission
to other subsystems.

[0432] In the event that the “music spotting” feature is
enabled or accessed by the system user, and timing param-
eters are transmitted to the input subsystem B0, then the
Timing Parameter Capture Subsystem B40 will enable other
subsystems (e.g. Subsystems Al, A2, etc.) to support such
functionalities.

[0433] As shown in FIGS. 26 A through 26J, the Parameter
Transformation Engine Subsystem B51 receives words,
images and/or other representations of musical experience
parameters, and timing parameters, to be reflected by the
piece of music to be composed, and these emotion-type,
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style-type and timing-type musical experience parameters
are automatically and transparently transformed by the
parameter transformation engine subsystem B51 so as to
generate, as outputs, sets of probabilistic-based system oper-
ating parameter tables, based on the provided system user
input, which are subsequently distributed to and loaded
within respective subsystems, as will be described in greater
technical detailer hereinafter, with reference to FIGS.
27B3A-27B3C and 27B4A-27B4E, in particular and other
figures as well.

Specification of Input and Output Port Connections among
Subsystems within the General Rhythm Generation Subsys-
tem Al

[0434] As shown in FIGS. 26A through 26J, the General
Rhythm Generation Subsystem Al generates the General
Rhythm for the piece of music to be composed.

[0435] As shown in FIGS. 26 A through 26J, the data input
ports of the User GUI-based Input Output Subsystem B0 can
be realized by LCD touch-screen display panels, keyboards,
microphones and various kinds of data input devices well
known the art. As shown, the data output of the User
GUI-based Input Output Subsystem B0 is connected to the
data input ports of the (Emotion-type) Descriptor Parameter
Capture Subsystem B1, the Parameter Transformation
Engine Subsystem B51, the Style Parameter Capture Sub-
system B37, and the Timing Parameter Capture Subsystem
B40.

[0436] As shown in FIGS. 26A through 26P, the data input
port of the Parameter Transformation Engine Subsystem
B51 is connected to the output data port of the Population
Taste Subsystem B47 and the data input port of the User
Preference Subsystem B48, functioning a data feedback
pathway.

[0437] As shown in FIGS. 26A through 26P, the data
output port of the Parameter Transformation Engine B51 is
connected to the data input ports of the (Emotion-Type)
Descriptor Parameter Capture Subsystem B1, and the Style
Parameter Capture Subsystem B37.

[0438] As shown in FIGS. 26A through 26F, the data
output port of the Style Parameter Capture Subsystem B37
is connected to the data input port of the Instrumentation
Subsystem B38 and the Sub-Phrase Length Generation
Subsystem B15.

[0439] As shown in FIGS. 26A through 26G, the data
output port of the Timing Parameter Capture Subsystem B40
is connected to the data input ports of the Timing Generation
Subsystem B41 and the Length Generation Subsystem B2,
the Tempo Generation Subsystem B3, the Meter Generation
Subsystem B4, and the Key Generation Subsystem BS.

[0440] As shown in FIGS. 26A through 26G, the data
output ports of the (Emotion-Type) Descriptor Parameter
Capture Subsystem B1 and Timing Parameter Capture Sub-
system B40 are connected to (i) the data input ports of the
Length Generation Subsystem B2 for structure control, (ii)
the data input ports of the Tempo Generation Subsystem B3
for tempo control, (iii) the data input ports of the Meter
Generation Subsystem B4 for meter control, and (iv) the
data input ports of the Key Generation Subsystem B5 for key
control.

[0441] As shown in FIG. 26E, the data output ports of the
Length Generation Subsystem B2 and the Tempo Genera-
tion Subsystem B3 are connected to the data input port of the
Beat Calculator Subsystem B6.
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[0442] As shown in FIGS. 26E through 26K, the data
output ports of the Beat Calculator Subsystem B6 and the
Meter Generation Subsystem B4 are connected to the input
data ports of the Measure Calculator Subsystem BS.
[0443] As shown in FIGS. 26E, 26F, 26G and 26H, the
output data port of the Measure Calculator B8 is connected
to the data input ports of the Song Form Generation Sub-
system B9, and also the Unique Sub-Phrase Generation
Subsystem B14.

[0444] As shown in FIG. 26G, the output data port of the
Key Generation Subsystem B5 is connected to the data input
port of the Tonality Generation Subsystem B7. As shown in
FIGS. 26G and 26J, the data output port of the Tonality
Generation Subsystem B7 is connected to the data input
ports of the Initial General Rhythm Generation Subsystem
B17, and also the Sub-Phrase Chord Progression Generation
Subsystem B19.

[0445] As shown in FIGS. 26F1, 26H and 261, the data
output port of the Song Form Subsystem B9 is connected to
the data input ports of the Sub-Phrase Length Generation
Subsystem B15, the Chord Length Generation Subsystem
B11, and Phrase Length Generation Subsystem B12.
[0446] As shown in FIGS. 26G, 26H, 261 and 261, the data
output port of the Sub-Phrase Length Generation Subsystem
B15 is connected to the input data port of the Unique
Sub-Phrase Generation Subsystem B14. As shown, the out-
put data port of the Unique Sub-Phrase Generation Subsys-
tem B14 is connected to the data input ports of the Number
of Chords in Sub-Phrase Calculator Subsystem B16. As
shown, the output data port of the Chord Length Generation
Subsystem B11 is connected to the Number of Chords in
Phrase Calculator Sub system B13.

[0447] As shown in FIG. 26H, the data output port of the
Number of Chords in Sub-Phrase Calculator Subsystem B16
is connected to the data input port of the Phrase Length
Generation Subsystem B12.

[0448] As shown in FIGS. 26E, 26H, 261 and 26J, the data
output port of the Phrase Length Generation Subsystem B12
is connected to the data input port of the Unique Phrase
Generation Subsystem B10.

[0449] As shown in FIG. 26J, the data output port of the
Unique Phrase Generation Subsystem B10 is connected to
the data input port of the Number of Chords in Phrase
Calculator Subsystem B13.

Specification of Input and Output Port Connections Among
Subsystems within the General Pitch Generation Subsystem
A2

[0450] As shown in FIGS. 26] and 26K, the General Pitch
Generation Subsystem A2 generates chords for the piece of
music being composed.

[0451] As shown in FIGS. 26G and 26J, the data output
port of the Initial Chord Generation Subsystem B17 is
connected to the data input port of the Sub-Phrase Chord
Progression Generation Subsystem B19, which is also con-
nected to the output data port of the Tonality Generation
Subsystem B7.

[0452] As shown in FIG. 26]J, the data output port of the
Sub-Phrase Chord Progression Generation Subsystem B19
is connected to the data input port of the Phrase Chord
Progression Generation Subsystem B18.

[0453] As shown in FIGS. 26] and 26K, the data output
port of the Phrase Chord Progression Generation Subsystem
B18 is connected to the data input port of the Chord
Inversion Generation Subsystem B20.
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Specification of Input and Output Port Connections among
Subsystems within the Melody Rhythm Generation Subsys-
tem A3

[0454] As shown in FIGS. 26K and 261, the Melody
Rhythm Generation Subsystem A3 generates a melody
rhythm for the piece of music being composed.

[0455] As shown in FIGS. 26] and 26K, the data output
port of the Chord Inversion Generation Subsystem B20 is
connected to the data input port of the Melody Sub-Phrase
Length Generation Sub system B18.

[0456] As shown in FIG. 26K, the data output port of the
Chord Inversion Generation Subsystem B20 is connected to
the data input port of the Melody Sub-Phrase Length Gen-
eration Subsystem B25.

[0457] As shown in FIG. 26K, the data output port of the
Melody Sub-Phrase Length Generation Subsystem B25 is
connected to the data input port of the Melody Sub-Phrase
Generation Subsystem B24.

[0458] As shown in FIG. 26K, the data output port of the
Melody Sub-Phrase Generation Subsystem B24 is con-
nected to the data input port of the Melody Phrase Length
Generation Subsystem B23.

[0459] As shown in FIG. 26K, the data output port of the
Melody Phrase Length Generation Subsystem B23 is con-
nected to the data input port of the Melody Unique Phrase
Generation Subsystem B22.

[0460] As shown in FIGS. 26K and 26L., the data output
port of the Melody Unique Phrase Generation Subsystem
B22 is connected to the data input port of Melody Length
Generation Subsystem B21.

[0461] As shown in 26L, the data output port of the
Melody Length Generation Subsystem B21 is connected to
the data input port of Melody Note Rhythm Generation
Subsystem B26.

Specification of Input and Output Port Connections among
Subsystems within the Melody Pitch Generation Subsystem
A4

[0462] As shown in FIGS. 26L through 26N, the Melody
Pitch Generation Subsystem A4 generates a melody pitch for
the piece of music being composed.

[0463] As shown in FIG. 261, the data output port of the
Melody Note Rhythm Generation Subsystem B26 is con-
nected to the data input port of the Initial Pitch Generation
Subsystem B27.

[0464] As shown in FIG. 261, the data output port of the
Initial Pitch Generation Subsystem B27 is connected to the
data input port of the Sub-Phrase Pitch Generation Subsys-
tem B29.

[0465] As shown in FIG. 261, the data output port of the
Sub-Phrase Pitch Generation Subsystem B29 is connected to
the data input port of the Phrase Pitch Generation Subsystem
B28.

[0466] As shown in FIGS. 261 and 26M, the data output
port of the Phrase Pitch Generation Subsystem B28 is
connected to the data input port of the Pitch Octave Gen-
eration Sub system B30.

Specification of Input and Output Port Connections among
Subsystems within the Orchestration Subsystem A5

[0467] As shown in FIG. 26M, the Orchestration Subsys-
tem A5 generates an orchestration for the piece of music
being composed.

[0468] As shown in FIGS. 26D and 26M, the data output
ports of the Pitch Octave Generation Subsystem B30 and the
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Instrument Selector Subsystem B39 are connected to the
data input ports of the Orchestration Generation Subsystem
B31.

[0469] As shown in FIG. 26M, the data output port of the
Orchestration Generation Subsystem B31 is connected to the
data input port of the Controller Code Generation Subsystem
B32.

Specification of Input and Output Port Connections among
Subsystems within the Controller Code Creation Subsystem
A6

[0470] As shown in FIG. 26M, the Controller Code Cre-
ation Subsystem A6 creates controller code for the piece of
music being composed.

[0471] As shown in FIG. 26M, the data output port of the
Orchestration Generation Subsystem B31 is connected to the
data input port of the Controller Code Generation Subsystem
B32.

Specification of Input and Output Port Connections among
Subsystems within the Digital Piece Creation Subsystem A7
[0472] As shown in FIGS. 26M and 26N, the Digital Piece
Creation Subsystem A7 creates the digital piece of music.
[0473] As shown in FIG. 26M, the data output port of the
Controller Code Generation Subsystem B32 is connected to
the data input port of the Digital Audio Sample Audio
Retriever Subsystem B33.

[0474] As shown in FIGS. 26M and 26N, the data output
port of the Digital Audio Sample Audio Retriever Subsystem
B33 is connected to the data input port of the Digital Audio
Sample Organizer Subsystem B34.

[0475] As shown in FIG. 26N, the data output port of the
Digital Audio Sample Organizer Subsystem B34 is con-
nected to the data input port of the Piece Consolidator
Subsystem B35.

[0476] As shown in FIG. 26N, the data output port of the
Piece Consolidator Subsystem B35 is connected to the data
input port of the Piece Format Translator Subsystem B50.
[0477] As shown in FIG. 26N, the data output port of the
Piece Format Translator Subsystem B50 is connected to the
data input ports of the Piece Deliverer Subsystem B36 and
also the Feedback Subsystem B42.

Specification of Input and Output Port Connections among
Subsystems within the Feedback and Learning Subsystem
A8

[0478] As shown in FIGS. 26N, 260 and 26P, the Feed-
back and Learning Subsystem A8 supports the feedback and
learning cycle of the system.

[0479] As shown in FIG. 26N, the data output port of the
Piece Deliverer Subsystem B36 is connected to the data
input port of the Feedback Subsystem B42.

[0480] As shown in FIGS. 26N and 260, the data output
port of the Feedback Subsystem B42 is connected to the data
input port of the Music Editability Subsystem B43.

[0481] As shown in FIG. 260, the data output port of the
Music Editability Subsystem B43 is connected to the data
input port of the Preference Saver Subsystem B44.

[0482] As shown in FIG. 260, the data output port of the
Preference Saver Subsystem B44 is connected to the data
input port of the Musical Kernel (DNA) Subsystem B45.
[0483] As shown in FIG. 260, the data output port of the
Musical Kernel (DNA) Subsystem B45 is connected to the
data input port of the User Taste Subsystem B46.

[0484] As shown in FIG. 260, the data output port of the
User Taste Subsystem B46 is connected to the data input
port of the Population Taste Subsystem B47
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[0485] As shown in FIGS. 260 and 26P, the data output
port of the Population Taste Subsystem B47 is connected to
the data input ports of the User Preference Subsystem B48
and the Population Preference Subsystem B49.

[0486] As shown in FIGS. 26A through 26P, the data
output ports of the Music Editability Subsystem B43, the
Preference Saver Subsystem B44, the Musical Kernel
(DNA) Subsystem B45, the User Taste Subsystem B46 and
the Population Taster Subsystem B47 are provided to the
data input ports of the User Preference Subsystem B48 and
the Population Preference Subsystem B49, as well as the
Parameter Transformation Engine Subsystem B51, as part of
a first data feedback loop, shown in FIGS. 26 A through 26P.
[0487] As shown in FIGS. 26N through 26P, the data
output ports of the Music Editability Subsystem B43, the
Preference Saver Subsystem B44, the Musical Kernel
(DNA) Subsystem B45, the User Taste Subsystem B46 and
the Population Taster Subsystem B47, and the User Prefer-
ence Subsystem B48 and the Population Preference Subsys-
tem B49, are provided to the data input ports of the (Emo-
tion-Type) Descriptor Parameter Capture Subsystem B1, the
Style Descriptor Capture Subsystem B37 and the Timing
Parameter Capture Subsystem B40, as part of a second data
feedback loop, shown in FIGS. 26A through 26P.
Specification of Lower (B) Level Subsystems Implementing
Higher (A) Level Subsystems with the Automated Music
Composition and Generation Systems of the Present Inven-
tion, and Quick Identification of Parameter Tables Employed
in Each B-Level Subsystem

[0488] Referring to FIGS. 23B3A, 27B3B and 27B3C,
there is shown a schematic representation illustrating how
system user supplied sets of emotion, style and timing/
spatial parameters are mapped, via the Parameter Transfor-
mation Engine Subsystem B51, into sets of system operating
parameters stored in parameter tables that are loaded within
respective subsystems across the system of the present
invention. Also, the schematic representation illustrated in
FIGS. 27B4A, 27B4B, 27B4C, 27B4D and 27B4E, also
provides a map that illustrates which lower B-level subsys-
tems are used to implement particular higher A-level sub-
systems within the system architecture, and which parameter
tables are employed within which B-level subsystems within
the system. These subsystems and parameter tables will be
specified in greater technical detail hereinafter.
Specification of the Probability-Based System Operating
Parameters Maintained within the Programmed Tables of the
Various Subsystems within the Automated Music Compo-
sition and Generation System of the Present Invention
[0489] The probability-based system operating parameters
(SOPs) maintained within the programmed tables of the
various subsystems specified in FIGS. 28A through 28S play
important roles within the Automated Music Composition
And Generation Systems of the present invention. It is
appropriate at this juncture to describe, in greater detail
these, (1) these system operating parameter (SOP) tables, (ii)
the information elements they contain, (iii) the music-
theoretic objects they represent, (iv) the functions they
perform within their respective subsystems, and (v) how
such information objects are used within the subsystems for
the intended purposes.

Specification of the Tempo Generation Table within the
Tempo Generation Subsystem (B3)

[0490] FIG. 28A shows the probability-based parameter
table maintained in the tempo generation subsystem (B3) of
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the Automated Music Composition and Generation Engine
of the present invention. As shown in FIG. 28A, for each
emotion-type musical experience descriptor supported by
the system and selected by the system user (e.g. HAPPY,
SAD, ANGRY, FEARFUL, LOVE selected from the emo-
tion descriptor table in FIGS. 32A through 32F), a probabil-
ity measure is provided for each tempo (beats per minute)
supported by the system, and this probability-based param-
eter table is used during the automated music composition
and generation process of the present invention.

[0491] The primary function of the tempo generation table
is to provide a framework to determine the tempo(s) of a
musical piece, section, phrase, or other structure. The tempo
generation table is used by loading a proper set of param-
eters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic
process illustrated in FIG. 27G, the subsystem makes a
determination(s) as to what value (s) and/or parameter(s) in
the table to use.

Specification of the Length Generation Table within the
Length Generation Subsystem (B2)

[0492] FIG. 28B shows the probability-based parameter
table maintained in the length generation subsystem (B2) of
the Automated Music Composition and Generation Engine
of the present invention. As shown in FIG. 28B, for each
emotion-type musical experience descriptor supported by
the system and selected by the system user (e.g. HAPPY,
SAD, ANGRY, FEARFUL, LOVE selected from the emo-
tion descriptor table in FIGS. 32A through 32F, a probability
measure is provided for each length (seconds) supported by
the system, and this probability-based parameter table is
used during the automated music composition and genera-
tion process of the present invention.

[0493] The primary function of the length generation table
is to provide a framework to determine the length(s) of a
musical piece, section, phrase, or other structure. The length
generation table is used by loading a proper set of param-
eters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic
process illustrated in FIG. 27F, the subsystem B2 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Meter Generation Table within the
Meter Generation Subsystem (B4)

[0494] FIG. 28C shows the probability-based meter gen-
eration table maintained in the Meter Generation Subsystem
(B4) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28C, for
each emotion-type musical experience descriptor supported
by the system and selected by the system user (e.g. HAPPY,
SAD, ANGRY, FEARFUL, LOVE selected from the emo-
tion descriptor table in FIGS. 32A through 32F), a probabil-
ity measure is provided for each meter supported by the
system, and this probability-based parameter table is used
during the automated music composition and generation
process of the present invention.

[0495] The primary function of the meter generation table
is to provide a framework to determine the meter(s) of a
musical piece, section, phrase, or other structure. The meter
generation table is used by loading a proper set of param-
eters into the various subsystems determined by subsystems
B1, B37, B40, and B41 and, through a guided stochastic
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process illustrated in FIG. 27H, the subsystem B4 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0496] Like all system operating parameter (SOP) tables,
the Parameter Transformation Engine Subsystem B51 gen-
erates probability-weighted tempo parameter tables for all of
the possible musical experience descriptors selected at the
system user input subsystem B0. Taking into consideration
these inputs, this subsystem B4 creates the meter(s) of the
piece. For example, a piece with an input descriptor of
“Happy,” a length of thirty seconds, and a tempo of sixty
beats per minute might have a one third probability of using
a meter of 4/4 (four quarter notes per measure), a one third
probability of using a meter of 6/8 (six eighth notes per
measure), and a one third probability of using a tempo of 2/4
(two quarter notes per measure). If there are multiple sec-
tions, music timing parameters, and/or starts and stops in the
music, multiple meters might be selected.

[0497] There is a strong relationship between Emotion and
style descriptors and meter. For example, a waltz is often
played with a meter of 3/4, whereas a march is often played
with a meter of 2/4. The system’s meter tables are reflections
of the cultural connection between a musical experience
and/or style and the meter in which the material is delivered.
[0498] Further, meter(s) of the musical piece may be
unrelated to the emotion and style descriptor inputs and
solely in existence to line up the measures and/or beats of the
music with certain timing requests. For example, if a piece
of music a certain tempo needs to accent a moment in the
piece that would otherwise occur on halfway between the
fourth beat of a 4/4 measure and the first beat of the next 4/4
measure, an change in the meter of a single measure
preceding the desired accent to 7/8 would cause the accent
to occur squarely on the first beat of the measure instead,
which would then lend itself to a more musical accent in line
with the downbeat of the measure.

Specification of the Key Generation Table within the Key
Generation Subsystem (B5)

[0499] FIG. 28D shows the probability-based parameter
table maintained in the Key Generation Subsystem (B5) of
the Automated Music Composition and Generation Engine
of the present invention. As shown in FIG. 28D, for each
emotion-type musical experience descriptor supported by
the system and selected by the system user, a probability
measure is provided for each key supported by the system,
and this probability-based parameter table is used during the
automated music composition and generation process of the
present invention.

[0500] The primary function of the key generation table is
to provide a framework to determine the key(s) of a musical
piece, section, phrase, or other structure. The key generation
table is used by loading a proper set of parameters into the
various subsystems determined by subsystems B1, B37,
B40, and B41 and, through a guided stochastic process
illustrated in FIG. 271, the subsystem B5 makes a determi-
nation(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention. Specification of the Tonality Generation Table
within the Tonality Generation Subsystem (B7)

[0501] FIG. 28E shows the probability-based parameter
table maintained in the Tonality Generation Subsystem (B7)
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of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28E, for
each emotion-type musical experience descriptor supported
by the system and selected by the system user, a probability
measure is provided for each tonality (i.e. Major, Minor-
Natural, Minor-Harmonic, Minor-Melodic, Dorian, Phry-
gian, Lydian, Mixolydian, Aeolian, Locrian) supported by
the system, and this probability-based parameter table is
used during the automated music composition and genera-
tion process of the present invention.

[0502] The primary function of the tonality generation
table is to provide a framework to determine the tonality(s)
of' a musical piece, section, phrase, or other structure. The
tonality generation table is used by loading a proper set of
parameters into the various subsystems determined by sub-
systems B1, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIG. 27L, the subsystem B7
makes a determination(s) as to what value(s) and/or param-
eter(s) to select from the parameter table and use during the
automated music composition and generation process of the
present invention.

Specification of the Parameter Tables within the Song Form
Generation Subsystem (B9)

[0503] FIG. 28F shows the probability-based parameter
tables maintained in the Song Form Generation Subsystem
(B9) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28F, for
each emotion-type musical experience descriptor supported
by the system and selected by the system user, a probability
measure is provided for each song form (i.e. A, AA, AB,
AAA, ABA, ABC) supported by the system, as well as for
each sub-phrase form (a, aa, ab, aaa, aba, abc), and these
probability-based parameter tables are used during the auto-
mated music composition and generation process of the
present invention.

[0504] The primary function of the song form generation
table is to provide a framework to determine the song
form(s) of a musical piece, section, phrase, or other struc-
ture. The song form generation table is used by loading a
proper set of parameters into the various subsystems deter-
mined by subsystems B1, B37, B40, and B41 and, through
a guided stochastic process illustrated in FIGS. 27M1 and
27M2, the subsystem B9 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the param-
eter table and use during the automated music composition
and generation process of the present invention.

[0505] The primary function of the sub-phrase generation
table is to provide a framework to determine the sub-phrase
(s) of a musical piece, section, phrase, or other structure. The
sub-phrase generation table is used by loading a proper set
of parameters into the various subsystems determined by
subsystems B1, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIGS. 27M1 and 27M2, the
subsystem B9 makes a determination(s) as to what value(s)
and/or parameter(s) to select from the parameter table and
use during the automated music composition and generation
process of the present invention.

Specification of the Parameter Table within the Sub-Phrase
Length Generation Subsystem (B15)

[0506] FIG. 28G shows the probability-based parameter
table maintained in the Sub-Phrase Length Generation Sub-
system (B15) of the Automated Music Composition and
Generation Engine of the present invention. As shown in
FIG. 28G, for each emotion-type musical experience
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descriptor supported by the system, and selected by the
system user, a probability measure is provided for each
sub-phrase length (i.e. measures) supported by the system,
and this probability-based parameter table is used during the
automated music composition and generation process of the
present invention.

[0507] The primary function of the sub-phrase length
generation table provides a framework to determine the
length(s) or duration(s) of a musical piece, section, phrase,
or other structure. The sub-phrase length generation table is
used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B37, B40, and
B41 and, through a guided stochastic process illustrated in
FIG. 27N, the subsystem B15 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the param-
eter table and use during the automated music composition
and generation process of the present invention.

Specification of the Parameter Tables within the Chord
Length Generation Subsystem (B11)

[0508] FIG. 28H shows the probability-based parameter
tables maintained in the Chord Length Generation Subsys-
tem (B11) of the Automated Music Composition and Gen-
eration Engine of the present invention. As shown in FIG.
28H, for each emotion-type musical experience descriptor
supported by the system and selected by the system user, a
probability measure is provided for each initial chord length
and second chord lengths supported by the system, and these
probability-based parameter tables are used during the auto-
mated music composition and generation process of the
present invention. The primary function of the initial chord
length table is to provide a framework to determine the
duration of an initial chord(s) or prevailing harmony(s) in a
musical piece, section, phrase, or other structure. The initial
chord length table is used by loading a proper set of
parameters as determined by B1, B37, B40, and B41 and,
through a guided stochastic process, the subsystem makes a
determination(s) as to what value (s) and/or parameter(s) in
the table to use.

[0509] The primary function of the second chord length
table is to provide a framework to determine the duration of
a non-initial chord(s) or prevailing harmony(s) in a musical
piece, section, phrase, or other structure. The second chord
length table is used by loading a proper set of parameters
into the various subsystems determined by subsystems B1,
B37, B40, and B41 and, through a guided stochastic process
illustrated in FIGS. 2801, 2802 and 2803, the subsystem
B11 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use
during the automated music composition and generation
process of the present invention.

Specification of the Parameter Tables within the General
Rhythm Generation Subsystem (B17)

[0510] FIG. 281 shows the probability-based parameter
tables maintained in the General Rhythm Generation Sub-
system (B17) of the Automated Music Composition and
Generation Engine of the present invention. As shown in
FIG. 28I, for each emotion-type musical experience descrip-
tor supported by the system and selected by the system user,
a probability measure is provided for each root note (i.e.
indicated by musical letter) supported by the system, and
these probability-based parameter tables are used during the
automated music composition and generation process of the
present invention.
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[0511] The primary function of the initial chord root table
is to provide a framework to determine the root note of the
initial chord(s) of a piece, section, phrase, or other similar
structure. The initial chord root table is used by loading a
proper set of parameters into the various subsystems deter-
mined by subsystems B1, B5, B7, and B37, and, through a
guided stochastic process, the subsystem B17 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0512] The primary function of the chord function table is
to provide a framework to determine to musical function of
a chord or chords. The chord function table is used by
loading a proper set of parameters as determined by B1, B5,
B7, and B37, and, through a guided stochastic process
illustrated in FIG. 27U, the subsystem B17 makes a deter-
mination(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Parameter Tables within the Sub-Phrase
Chord Progression Generation Subsystem (B19)

[0513] FIGS. 28J1 and 28J2 shows the probability-based
parameter tables maintained in the Sub-Phrase Chord Pro-
gression Generation Subsystem (B19) of the Automated
Music Composition and Generation Engine of the present
invention. As shown in FIGS. 28J1 and 281]2, for each
emotion-type musical experience descriptor supported by
the system and selected by the system user, a probability
measure is provided for each original chord root (i.e. indi-
cated by musical letter) and upcoming beat in the measure
supported by the system, and these probability-based param-
eter tables are used during the automated music composition
and generation process of the present invention.

[0514] The primary function of the chord function root
modifier table is to provide a framework to connect, in a
causal manner, future chord root note determination(s)s to
the chord function(s) being presently determined. The chord
function root modifier table is used by loading a proper set
of parameters into the various subsystems determined by
subsystems B1, B5, B7, and B37 and, through a guided
stochastic process, the subsystem B19 makes a determina-
tion(s) as to what value(s) and/or parameter(s) to select from
the parameter table and use during the automated music
composition and generation process of the present invention.

[0515] The primary function of the current chord function
is the same as the chord function table. The current chord
function table is the same as the chord function table.

[0516] The primary function of the beat root modifier table
is to provide a framework to connect, in a causal manner,
future chord root note determination(s)s to the arrangement
in time of the chord root(s) and function(s) being presently
determined. The beat root modifier table is used by loading
a proper set of parameters into the various subsystems
determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIGS.
27V1, 27V2 and 27V3, the subsystem B19 makes a deter-
mination(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.
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Specification of the Parameter Tables within the Chord
Inversion Generation Subsystem (B20)

[0517] FIG. 28K shows the probability-based parameter
tables maintained in the Chord Inversion Generation Sub-
system (B20) of the Automated Music Composition and
Generation Engine of the present invention. As shown in
FIG. 28K, for each emotion-type musical experience
descriptor supported by the system and selected by the
system user, a probability measure is provided for each
inversion and original chord root (i.e. indicated by musical
letter) supported by the system, and these probability-based
parameter tables are used during the automated music com-
position and generation process of the present invention.

[0518] The primary function of the initial chord inversion
table is to provide a framework to determine the inversion of
the initial chord(s) of a piece, section, phrase, or other
similar structure. The initial chord inversion table is used by
loading a proper set of parameters as determined by B1,
B37, B40, and B41 and, through a guided stochastic process,
the subsystem B20 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter
table and use during the automated music composition and
generation process of the present invention.

[0519] The primary function of the chord inversion table
is to provide a framework to determine the inversion of the
non-initial chord(s) of a piece, section, phrase, or other
similar structure. The chord inversion table is used by
loading a proper set of parameters into the various subsys-
tems determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIGS.
27X1, 27X2 and 27X3, the subsystem B20 makes a deter-
mination(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Parameter Tables within the Melody
Sub-Phrase Length Progression Generation Subsystem
(B25)

[0520] FIG. 2811 shows the probability-based parameter
table maintained in the melody sub-phrase length progres-
sion generation subsystem (B25) of the Automated Music
Composition and Generation Engine and System of the
present invention. As shown in FIG. 2811, for each emotion-
type musical experience descriptor supported by the system,
configured for the exemplary emotion-type musical experi-
ence descriptor—HAPPY—specified in the emotion
descriptor table in FIGS. 32A through 32F, a probability
measure is provided for each number of V4 notes the melody
starts into the sub-phrase that are supported by the system,
and this probability-based parameter table is used during the
automated music composition and generation process of the
present invention.

[0521] The primary function of the melody length table is
to provide a framework to determine the length(s) and/or
rhythmic value(s) of a musical piece, section, phrase, or
other structure. The melody length table is used by loading
a proper set of parameters into the various subsystems
determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIG. 27Y,
the subsystem B25 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter
table and use during the automated music composition and
generation process of the present invention.
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Specification of the Parameter Tables within the Melody
Sub-Phrase Generation Subsystem (B24)

[0522] FIG. 2812 shows a schematic representation of
probability-based parameter tables maintained in the
Melody Sub-Phrase Length Generation Subsystem (B24) of
the Automated Music Composition and Generation Engine
of the present invention. As shown in FIG. 281.2, for each
emotion-type musical experience descriptor supported by
the system and selected by the system user, a probability
measure is provided for each Y4 into the sub-phrase sup-
ported by the system, and this probability-based parameter
table is used during the automated music composition and
generation process of the present invention.

[0523] The primary function of the sub-phrase melody
placement table is to provide a framework to determine the
position(s) in time of a melody or other musical event. The
sub-phrase melody placement table is used by loading a
proper set of parameters into the various subsystems deter-
mined by subsystems B1, B37, B40, and B41 and, through
a guided stochastic process illustrated in FIGS. 2771 and
2772, the subsystem B24 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the param-
eter table and use during the automated music composition
and generation process of the present invention.
Specification of the Parameter Tables within the Melody
Note Rhythm Generation Subsystem (B26)

[0524] FIG. 28M shows the probability-based parameter
tables maintained in the Melody Note Rhythm Generation
Subsystem (B26) of the Automated Music Composition and
Generation Engine of the present invention. As shown in
FIG. 28M, for each emotion-type musical experience
descriptor supported by the system and selected by the
system user, a probability measure is provided for each
initial note length and second chord lengths supported by the
system, and these probability-based parameter tables are
used during the automated music composition and genera-
tion process of the present invention.

[0525] The primary function of the initial note length table
is to provide a framework to determine the duration of an
initial note(s) in a musical piece, section, phrase, or other
structure. The initial note length table is used by loading a
proper set of parameters into the various subsystems deter-
mined by subsystems B1, B37, B40, and B41 and, through
a guided stochastic process illustrated in FIGS. 28DD1,
28DD2 and 28DD3, the subsystem B26 makes a determi-
nation(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Parameter Tables within the Initial Pitch
Generation Subsystem (B27)

[0526] FIG. 28N shows the probability-based parameter
table maintained in the Initial Pitch Generation Subsystem
(B27) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28N, for
each emotion-type musical experience descriptor supported
by the system and selected by the system user, a probability
measure is provided for each note (i.e. indicated by musical
letter) supported by the system, and this probability-based
parameter table is used during the automated music com-
position and generation process of the present invention.
[0527] The primary function of the initial melody table is
to provide a framework to determine the pitch(es) of the
initial melody(s) and/or melodic material(s) of a musical
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piece, section, phrase, or other structure. The melody length
table is used by loading a proper set of parameters into the
various subsystems determined by subsystems B1, B5, B7,
and B37 and, through a guided stochastic process illustrated
in FIG. 27EE, the subsystem B27 makes a determination(s)
as to what value(s) and/or parameter(s) to select from the
parameter table and use during the automated music com-
position and generation process of the present invention.
Specification of the Parameter Tables within the Sub-Phrase
Pitch Generation Subsystem (B29)

[0528] FIGS. 2801, 2802 and 2803 shows the four
probability-based system operating parameter (SOP) tables
maintained in the Sub-Phrase Pitch Generation Subsystem
(B29) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIGS. 2801,
2802 and 2803, for each emotion-type musical experience
descriptor supported by the system and selected by the
system user, a probability measure is provided for each
original note (i.e. indicated by musical letter) supported by
the system, and leap reversal, and these probability-based
parameter tables are used during the automated music com-
position and generation process of the present invention.
[0529] The primary function of the melody note table is to
provide a framework to determine the pitch(es) of a melody
(s) and/or melodic material(s) of a musical piece, section,
phrase, or other structure. The melody note table is used by
loading a proper set of parameters into the various subsys-
tems determined by subsystems B1, B5, B7, and B37 and,
through a guided stochastic process illustrated in FIGS.
27FF1, 27FF2 and 27FF3, the subsystem B29 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0530] The primary function of the chord modifier table is
to provide a framework to influence the pitch(es) of a
melody(s) and/or melodic material(s) of a musical piece,
section, phrase, or other structure. The melody note table is
used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B5, B7, and B37
and, through a guided stochastic process illustrated in FIGS.
27FF1, 27FF2 and 27FF3, the subsystem B29 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0531] The primary function of the leap reversal modifier
table is to provide a framework to influence the pitch(es) of
a melody(s) and/or melodic material(s) of a musical piece,
section, phrase, or other structure. The leap reversal modifier
table is used by loading a proper set of parameters into the
various subsystems determined by subsystems B1 and B37
and, through a guided stochastic process illustrated in FIGS.
27FF1, 27FF2 and 27FF3, the subsystem B29 makes a
determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0532] The primary function of the leap incentive modifier
table to provide a framework to influence the pitch(es) of a
melody(s) and/or melodic material(s) of a musical piece,
section, phrase, or other structure. The leap incentive modi-
fier table is used by loading a proper set of parameters into
the various subsystems determined by subsystems B1 and
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B37 and, through a guided stochastic process illustrated in
FIGS. 27FF1, 27FF2 and 27FF3, the subsystem B29 makes
a determination(s) as to what value(s) and/or parameter(s) to
select from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0533] Specification of the Parameter Tables within the
Pitch Octave Generation Subsystem (B30)

[0534] FIG. 28P shows the probability-based parameter
tables maintained in the Pitch Octave Generation Subsystem
(B30) of the Automated Music Composition and Generation
Engine of the present invention. As shown in FIG. 28P, for
each emotion-type musical experience descriptor supported
by the system and selected by the system user, a set of
probability measures are provided for used during the auto-
mated music composition and generation process of the
present invention.

[0535] The primary function of the melody note octave
table is to provide a framework to determine the specific
frequency(s) of a note(s) in a musical piece, section, phrase,
or other structure. The melody note octave table is used by
loading a proper set of parameters into the various subsys-
tems determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIGS.
27HH1 and 27HH2, the subsystem B30 makes a determi-
nation(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Parameter Tables within the Instrument
Subsystem (B38)

[0536] FIGS. 28Q1A and 28Q1B show the probability-
based instrument table maintained in the Instrument Sub-
system (B38) of the Automated Music Composition and
Generation Engine of the present invention. As shown in
FIGS. 28Q1A and 28Q1B, for each emotion-type musical
experience descriptor supported by the system and selected
by the system user, a probability measure is provided for
each instrument supported by the system, and these prob-
ability-based parameter tables are used during the automated
music composition and generation process of the present
invention.

[0537] The primary function of the instrument table is to
provide a framework for storing a local library of instru-
ments, from which the Instrument Selector Subsystem B39
can make selections during the subsequent stage of the
musical composition process. There are no guided stochastic
processes within subsystem B38, nor any determination(s)
as to what value(s) and/or parameter(s) should be select
from the parameter table and use during the automated
music composition and generation process of the present
invention. Such decisions take place within the Instrument
Selector Subsystem B39.

Specification of the Parameter Tables within the Instrument
Selector Subsystem (B39)

[0538] FIGS. 28Q2A and 28Q2B show the probability-
based instrument section table maintained in the Instrument
Selector Subsystem (B39) of the Automated Music Com-
position and Generation Engine of the present invention. As
shown in FIGS. 28Q1A and 28Q1B, for each emotion-type
musical experience descriptor supported by the system and
selected by the system user, a probability measure is pro-
vided for each instrument supported by the system, and these
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probability-based parameter tables are used during the auto-
mated music composition and generation process of the
present invention.

[0539] The primary function of the instrument selection
table is to provide a framework to determine the instrument
or instruments to be used in the musical piece, section,
phrase or other structure. The instrument selection table is
used by loading a proper set of parameters into the various
subsystems determined by subsystems B1, B37, B40, and
B41 and, through a guided stochastic process illustrated in
FIGS. 27]J1 and 271J2, the subsystem B39 makes a deter-
mination(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

Specification of the Parameter Tables within the Orchestra-
tion Generation Subsystem (B31)

[0540] FIGS. 28R1, 28R2 and 28R3 show the probability-
based parameter tables maintained in the Orchestration
Generation Subsystem (B31) of the Automated Music Com-
position and Generation Engine of the present invention,
illustrated in FIGS. 27KK1 through 27KK9. As shown in
FIGS. 28R1, 28R2 and 28R3, for each emotion-type musical
experience descriptor supported by the system and selected
by the system user, probability measures are provided for
each instrument supported by the system, and these param-
eter tables are used during the automated music composition
and generation process of the present invention.

[0541] The primary function of the instrument orchestra-
tion prioritization table is to provide a framework to deter-
mine the order and/or process of orchestration in a musical
piece, section, phrase, or other structure. The instrument
orchestration prioritization table is used by loading a proper
set of parameters into the various subsystems determined by
subsystems B1 and B37 and, through a guided stochastic
process illustrated in FIG. 27KK1, the subsystem B31
makes a determination(s) as to what value(s) and/or param-
eter(s) to select from the parameter table and use during the
automated music composition and generation process of the
present invention.

[0542] The primary function of the instrument function
table is to provide a framework to determine the musical
function of each instrument in a musical piece, section,
phrase, or other structure. The instrument function table is
used by loading a proper set of parameters as determined by
B1 and B37 and, through a guided stochastic process illus-
trated in FIG. 27KK1, the subsystem B31 makes a deter-
mination(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.

[0543] The primary function of the piano hand function
table is to provide a framework to determine the musical
function of each hand of the piano in a musical piece,
section, phrase, or other structure. The piano hand function
table is used by loading a proper set of parameters into the
various subsystems determined by subsystems B1 and B37
and, through a guided stochastic process illustrated in FIGS.
27KK2 and 27KK3, the subsystem B31 makes a determi-
nation(s) as to what value(s) and/or parameter(s) to select
from the parameter table and use during the automated
music composition and generation process of the present
invention.
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[0544] The primary function of the piano voicing table is
to provide a framework to determine the voicing of each
note of each hand of the piano in a musical piece, section,
phrase, or other structure. The piano voicing table is used by
loading a proper set of parameters into the various subsys-
tems determined by subsystems B1 and B37 and, through a
guided stochastic process illustrated in FIG. 27KK3, the
subsystem B31 makes a determination(s) as to what value(s)
and/or parameter(s) to select from the parameter table and
use during the automated music composition and generation
process of the present invention.

[0545] The primary function of the piano rhythm table is
to provide a framework to determine the arrangement in
time of each event of the piano in a musical piece, section,
phrase, or other structure. The piano rhythm table is used by
loading a proper set of parameters into the various subsys-
tems determined by subsystems B1, B37, B40, and B41 and,
through a guided stochastic process illustrated in FIG.
27KK3, the subsystem B31 makes a determination(s) as to
what value(s) and/or parameter(s) to select from the param-
eter table and use during the automated music composition
and generation process of the present invention.

[0546] The primary function of the second note right hand
table is to provide a framework to determine the arrange-
ment in time of each non-initial event of the right hand of the
piano in a musical piece, section, phrase, or other structure.
The second note right hand table is used by loading a proper
set of parameters into the various subsystems determined by
subsystems B1, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIGS. 27KK3 and 27KK4,
the subsystem B31 makes a determination(s) as to what
value(s) and/or parameter(s) to select from the parameter
table and use during the automated music composition and
generation process of the present invention.

[0547] The primary function of the second note left hand
table is to provide a framework to determine the arrange-
ment in time of each non-initial event of the left hand of the
piano in a musical piece, section, phrase, or other structure.
The second note left hand table is used by loading a proper
set of parameters into the various subsystems determined by
subsystems B1, B37, B40, and B41 and, through a guided
stochastic process illustrated in FIG. 27KK4, the subsystem
B31 makes a determination(s) as to what value(s) and/or
parameter(s) to select from the parameter table and use
during the automated music composition and generation
process of the present invention.

[0548] The primary function of the third note right hand
length table provides a framework to determine the rhythmic
length of the third note in the right hand of the piano within
a musical piece, section, phrase, or other structure(s). The
third note right hand length table is used by loading a proper
set of parameters into the various subsystems determined by
subsystems B1 and B37 and, through a guided stochastic
process illustrated in FIGS. 27KK4 and 27KKS5, the sub-
system B31 makes a determination(s) as to what value(s)
and/or parameter(s) to select from the parameter table and
use during the automated music composition and generation
process of the present invention.

[0549] The primary function of the piano dynamics table
is to provide a framework to determine the musical expres-
sion of the piano in a musical piece, section, phrase, or other
structure. The piano voicing table is used by loading a proper
set of parameters into the various subsystems determined by
subsystems B1 and B37 and, through a guided stochastic
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process illustrated in FIGS. 27KK6 and 27KK?7, the sub-
system B31 makes a determination(s) as to what value(s)
and/or parameter(s) to select from the parameter table and
use during the automated music composition and generation
process of the present invention.

Specification of the Parameter Tables within the Controller
Code Generation Subsystem (B32)

[0550] FIG. 28S shows the probability-based parameter
tables maintained in the Controller Code Generation Sub-
system (B32) of the Automated Music Composition and
Generation Engine of the present invention, as illustrated in
FIG. 27LL. As shown in FIG. 28S, for each emotion-type
musical experience descriptor supported by the system and
selected by the system user, probability measures are pro-
vided for each instrument supported by the system, and these
parameter tables are used during the automated music com-
position and generation process of the present invention.
[0551] The primary function of the instrument controller
code table is to provide a framework to determine the
musical expression of an instrument in a musical piece,
section, phrase, or other structure. The instrument controller
code table is used by loading a proper set of parameters into
the various subsystems determined by subsystems B1 and
B37 and, through a process of guided stochastic process,
making a determination(s) for the value(s) and/or parameter
(s) to use.

[0552] The primary function of the instrument group con-
troller code table is to provide a framework to determine the
musical expression of an instrument group in a musical
piece, section, phrase, or other structure. The instrument
group controller code table is used by loading a proper set
of parameters into the various subsystems determined by
subsystems by B1 and B37 and, through a process of guided
stochastic process, making a determination(s) for the value
(s) and/or parameter(s) to use.

[0553] The primary function of the piece-wide controller
code table is to provide a framework to determine the overall
musical expression in a musical piece, section, phrase, or
other structure. The piece-wide controller code table is used
by loading a proper set of parameters into the various
subsystems determined by subsystems B1 and B37 and,
through a process of guided stochastic process illustrated in
FIG. 27LL, making a determination(s) for the value(s)
and/or parameter(s) to use.

Methods of Distributing Probability-Based System Operat-
ing Parameters (SOP) to the Subsystems within the Auto-
mated Music Composition and Generation System of the
Present Invention

[0554] There are different methods by which the probabil-
ity-based music-theoretic parameters, generated by the
Parameter Transformation Engine Subsystem B51, can be
transported to and accessed within the respective subsystems
of the automated music composition and generation system
of the present invention during the automated music com-
position process supported thereby. Several different meth-
ods will be described in detail below.

[0555] According to a first preferred method, described
throughout the illustrative embodiments of the present
invention, the following operations occur in an organized
manner:

[0556] (i) the system user provides a set of emotion and
style type musical experience descriptors (e.g. HAPPY and
POP) and timing/spatial parameters (t=32 seconds) to the
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system input subsystem B0, which are then transported to
the Parameter Transformation Engine Subsystem B51;

[0557] (ii) the Parameter Transformation Engine Subsys-
tem B51 automatically generates only those sets of prob-
ability-based parameter tables corresponding to HAPPY
emotion descriptors, and POP style descriptors, and orga-
nizes these music-theoretic parameters in their respective
emotion/style-specific parameter tables (or other data suit-
able structures, such as lists, arrays, etc.); and

[0558] (iii) any one or more of the subsystems B1, B37
and B51 are used to transport the probability-based emotion/
style-specific parameter tables from Subsystem B51, to their
destination subsystems, where these emotion/style-specific
parameter tables are loaded into the subsystem, for access
and use at particular times/stages in the execution cycle of
the automated music composition process of the present
invention, according to the timing control process described
in FIGS. 29A and 29B.

[0559] Using this first method, there is no need for the
emotion and style type musical experience parameters to be
transported to each of numerous subsystems employing
probabilistic-based parameter tables. The reason is because
the subsystems are loaded with emotion/style-specific
parameter tables containing music-theoretic parameter val-
ues seeking to implement the musical experience desired by
the system user and characterized by the emotion-type and
style-type musical experience descriptors selected by the
system user and supplied to the system interface. So in this
method, the system user’s musical experience descriptors
need not be transmitted past the Parameter Transformation
Engine Subsystem B51, because the music-theoretic param-
eter tables generated from this subsystem B51 inherently
contain the emotion and style type musical experience
descriptors selected by the system user. There will be a need
to transmit timing/spatial parameters from the system user to
particular subsystems by way of the Timing Parameter
Capture Subsystem B40, as illustrated throughout the draw-
ings.

[0560] According to a second preferred method, the fol-
lowing operations will occur in an organized manner:

[0561] (iii) during system configuration and set-up, the
Parameter Transformation Engine Subsystem B51 is used to
automatically generate all possible (i.e. allowable) sets of
probability-based parameter tables corresponding to all of
the emotion descriptors and style descriptors available for
selection by the system user at the GUI-based Input Output
Subsystem B0, and then organizes these music-theoretic
parameters in their respective emotion/style parameter
tables (or other data suitable structures, such as lists, arrays,
etc.);

[0562] (ii) during system configuration and set-up, sub-
systems B1, B37 and B51) are used to transport all sets of
generalized probability-based parameter tables across the
system data buses to their respective destination subsystems
where they are loaded in memory;

[0563] (iii) during system operation and use, the system
user provides a particular set of emotion and style type
musical experience descriptors (e.g. HAPPY and POP) and
timing/spatial parameters (t=32 seconds) to the system input
subsystem B0, which are then are received by the Parameter
Capture Subsystems B1, B37 and B40;

[0564] (iv) during system operation and use, the Parameter
Capture subsystems B1, B37 and B40 transport these emo-
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tion descriptors and style descriptors (selected by the system
user) to the various subsystems in the system; and

[0565] (v) during system operation and use, the emotion
descriptors and style descriptors transmitted to the subsys-
tems are then used by each subsystem to access specific parts
of'the generalized probabilistic-based parameter tables relat-
ing only to the selected emotion and style descriptors (e.g.
HAPPY and POP) for access and use at particular times/
stages in the execution cycle of the automated music com-
position process of the present invention, according to the
timing control process described in FIGS. 29A and 29B.
[0566] Using this second method, there is a need for the
emotion and style type musical experience parameters to be
transported to each of numerous subsystems employing
probabilistic-based parameter tables. The reason is because
the subsystems need to have information on which emotion/
style-specific parameter tables containing music-theoretic
parameter values, should be accessed and used during the
automated music composition process within the subsystem.
So in this second method, the system user’s emotion and
style musical experience descriptors must be transmitted
through Parameter Capture Subsystems B1 and B37 to the
various subsystems in the system, because the generalized
music-theoretic parameter tables do not contain the emotion
and style type musical experience descriptors selected by the
system user. Also when using this second method, there will
be a need to transmit timing/spatial parameters from the
system user to particular subsystems by way of the Timing
Parameter Capture Subsystem B40, as illustrated throughout
the drawings.

[0567] While the above-described methods are preferred,
it is understood that other methods can be used to practice
the automated system and method for automatically com-
posing and generating music in accordance with the spirit of
the present invention.

Specification of the B-Level Subsystems Employed in the
Automated Music Composition System of the Present
Invention, and the Specific Information Processing Opera-
tions Supported by and Performed within Each Subsystem
during the Execution of the Automated Music Composition
and Generation Process of the Present Invention

[0568] A more detail technical specification of each
B-level subsystem employed in the system (S) and its
Engine (E1) of the present invention, and the specific
information processing operations and functions supported
by each subsystem during each full cycle of the automated
music composition and generation process hereof, will now
be described with reference to the schematic illustrations set
forth in FIGS. 27A through 27XX.

[0569] Notably, the description of the each subsystem and
the operations performed during the automated music com-
position process will be given by considering an example of
where the system generates a complete piece of music, on a
note-by-note, chord-by-chord basis, using the automated
virtual-instrument music synthesis method, in response to
the system user providing the following system inputs: (i)
emotion-type music descriptor=HAPPY; (ii) style-type
descriptor=POP; and (iii) the timing parameter t=32 sec-
onds.

[0570] As shown in the Drawings, the exemplary auto-
mated music composition and generation process begins at
the Length Generation Subsystem B2 shown in FIG. 27F,
and proceeds through FIG. 27KK9 where the composition of
the exemplary piece of music is completed, and resumes in
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FIGS. 27LL where the Controller Code Generation Subsys-
tem generates controller code information for the music
composition, and Subsystem B33 shown in FIG. 27MM
through Subsystem B36 in FIG. 27PP completes the gen-
eration of the composed piece of digital music for delivery
to the system user. This entire process is controlled under the
Subsystem Control Subsystem B60 (i.e. Subsystem Control
Subsystem A9), where timing control data signals are gen-
erated and distributed as illustrated in FIGS. 29A and 29B in
a clockwork manner.

[0571] Also, while Subsystems B1, B37, B40 and B41 do
not contribute to generation of musical events during the
automated musical composition process, these subsystems
perform essential functions involving the collection, man-
agement and distribution of emotion, style and timing/
spatial parameters captured from system users, and then
supplied to the Parameter Transformation Engine Subsystem
B51 in a user-transparent manner, where these supplied sets
of musical experience and timing/spatial parameters are
automatically transformed and mapped into corresponding
sets of music-theoretic system operating parameters orga-
nized in tables, or other suitable data/information structures
that are distributed and loaded into their respective subsys-
tems, under the control of the Subsystem Control Subsystem
B60, illustrated in FIG. 25A. The function of the Subsystem
Control Subsystem B60 is to generate the timing control
data signals as illustrated in FIGS. 29A and 29B which, in
response to system user input to the Input Output Subsystem
B0, is to enable each subsystem into operation at a particular
moment in time, precisely coordinated with other subsys-
tems, so that all of the data flow paths between the input and
output data ports of the subsystems are enabled in the proper
time order, so that each subsystem has the necessary data
required to perform its operations and contribute to the
automated music composition and generation process of the
present invention. While control data flow lines are not
shown at the B-level subsystem architecture illustrated in
FIGS. 26A through 26P, such control data flow paths are
illustrated in the corresponding model shown in FIG. 25A,
where the output ports of the Input Subsystem A0 are
connected to the input ports of the Subsystem Control
Subsystem A9, and the output data ports of Subsystem A9
are provided to the input data ports of Subsystems Al
through A8. Corresponding data flow paths exist at the
B-level schematic representation, but have not been shown
for clarity of illustration.

Specification of the User GUI-Based Input Output
Subsystem (B0)

[0572] FIG. 27A shows a schematic representation of the
User GUI-Based Input Output Subsystem (B0) used in the
Automated Music Composition and Generation Engine and
Systems the present invention (E1). During operation, the
system user interacts with the system’s GUIL, or other
supported interface mechanism, to communicate his, her or
its desired musical experience descriptor(s) (e.g. emotional
descriptors and style descriptor(s)), and/or timing informa-
tion. In the illustrative embodiment, and exemplary illustra-
tions, (i) the emotion-type musical experience
descriptor=HAPPY is provided to the input output system
B0 of the Engine for distribution to the (Emotion) Descriptor
Parameter Capture Subsystem B1, (ii) the style-type musical
experience descriptor=POP is provided to the input output
system B0 of the Engine for distribution to the Style
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Parameter Capture Subsystem B37, and (iii) the timing
parameter t=32 seconds is provided to the Input Output
System B0 of the Engine for distribution to the Timing
Parameter Capture Subsystem B40. These subsystems, in
turn, transport the supplied set of musical experience param-
eters and timing/spatial data to the input data ports of the
Parameter Transformation Engine Subsystem B51 shown in
FIGS. 27B3A, 27B3B and 27B3C, where the Parameter
Transformation Engine Subsystem BS51 then generates an
appropriate set of probability-based parameter programming
tables for subsequent distribution and loading into the vari-
ous subsystems across the system, for use in the automated
music composition and generation process being prepared
for execution.
Specification of the Parameter
Subsystem (B1)

[0573] FIGS. 27B1 and 27B2 show a schematic represen-
tation of the (Emotion-Type) Descriptor Parameter Capture
Subsystem (B1) used in the Automated Music Composition
and Generation Engine of the present invention. The
Descriptor Parameter Capture Subsystem B1 serves as an
input mechanism that allows the user to designate his or her
preferred emotion, sentiment, and/or other descriptor for the
music. It is an interactive subsystem of which the user has
creative control, set within the boundaries of the subsystem.
[0574] In the illustrative example, the system user pro-
vides the exemplary “emotion-type” musical experience
descriptor—HAPPY—to the descriptor parameter capture
subsystem B1. These parameters are used by the parameter
transformation engine B51 to generate probability-based
parameter programming tables for subsequent distribution to
the various subsystems therein, and also subsequent subsys-
tem set up and use during the automated music composition
and generation process of the present invention.

[0575] Once the parameters are inputted, the Parameter
Transformation Engine Subsystem B51 generates the system
operating parameter tables and then the subsystem 51 loads
the relevant data tables, data sets, and other information into
each of the other subsystems across the system. The emo-
tion-type descriptor parameters can be inputted to subsystem
B51 either manually or semi-automatically by a system user,
or automatically by the subsystem itself. In processing the
input parameters, the subsystem 51 may distill (i.e. parse and
transform) the emotion descriptor parameters to any com-
bination of descriptors as described in FIGS. 30 through 30J.
Also, where text-based emotion descriptors are provided,
say in a short narrative form, the Descriptor Parameter
Capture Subsystem B1 can parse and analyze and translate
the words in the supplied text narrative into emotion-type
descriptor words that have entries in emotion descriptor
library as illustrated in FIGS. 30 through 30J, so through
translation processes, virtually any set of words can be used
to express one or more emotion-type music descriptors
registered in the emotion descriptor library of FIGS. 30
through 30J, and be used to describe the kind of music the
system user wishes to be automatically composed by the
system of the present invention.

[0576] Preferably, the number of distilled descriptors is
between one and ten, but the number can and will vary from
embodiment to embodiment, from application to applica-
tion. If there are multiple distilled descriptors, and as nec-
essary, the Parameter Transformation Engine Subsystem
B51 can create new parameter data tables, data sets, and

Descriptor Capture
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other information by combining previously existing data
tables, data sets, and other information to accurately repre-
sent the inputted descriptor parameters. For example, the
descriptor parameter “happy” might load parameter data sets
related to a major key and an upbeat tempo. This transfor-
mation and mapping process will be described in greater
detail with reference to the Parameter Transformation
Engine Subsystem B51 described in greater detail herein-
below.

[0577] In addition to performing the music-theoretic and
information processing functions specified above, when
necessary or helpful, System B1 can also assist the Param-
eter Transformation Engine System B51 in transporting
probability-based music-theoretic system operating param-
eter (SOP) tables (or like data structures) to the various
subsystems deployed throughout the automated music com-
position and generation system of the present invention.

Specification of the Style Parameter Capture Subsystem
(B37)

[0578] FIGS. 27C1 and 27C2 show a schematic represen-
tation of the Style Parameter Capture Subsystem (B37) used
in the Automated Music Composition and Generation
Engine and System of the present invention. The Style
Parameter Capture Subsystem B37 serves as an input
mechanism that allows the user to designate his or her
preferred style parameter(s) of the musical piece. It is an
interactive subsystem of which the user has creative control,
set within the boundaries of the subsystem. This information
is based on either user inputs (if given), computationally-
determined value(s), or a combination of both. Style, or the
characteristic manner of presentation of musical elements
(melody, rhythm, harmony, dynamics, form, etc.), is a fun-
damental building block of any musical piece. In the illus-
trative example of FIGS. 27C1 and 27C2, the probability-
based parameter programming table employed in the
subsystem is set up for the exemplary “style-type” musical
experience descriptor=POP and used during the automated
music composition and generation process of the present
invention.

[0579] The style descriptor parameters can be inputted
manually or semi-automatically or by a system user, or
automatically by the subsystem itself. Once the parameters
are inputted, the Parameter Transformation Engine Subsys-
tem B51 receives the user’s musical style inputs from B37
and generates the relevant probability tables across the rest
of the system, typically by analyzing the sets of tables that
do exist and referring to the currently provided style descrip-
tors. If multiple descriptors are requested, the Parameter
Transformation Engine Subsystem BS51 generates system
operating parameter (SOP) tables that reflect the combina-
tion of style descriptors provided, and then subsystem B37
loads these parameter tables into their respective subsys-
tems.

[0580] In processing the input parameters, the Parameter
Transformation Engine Subsystem B51 may distill the input
parameters to any combination of styles as described in FIG.
33A through 33E. The number of distilled styles may be
between one and ten. If there are multiple distilled styles,
and if necessary, the Parameter Transformation Subsystem
B51 can create new data tables, data sets, and other infor-
mation by combining previously existing data tables, data
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sets, and other information to generate system operating
parameter tables that accurately represent the inputted
descriptor parameters.

[0581] In addition to performing the music-theoretic and
information processing functions specified above, when
necessary or helpful, Subsystem B37 can also assist the
Parameter Transformation Engine System B51 in transport-
ing probability-based music-theoretic system operating
parameter (SOP) tables (or like data structures) to the
various subsystems deployed throughout the automated
music composition and generation system of the present
invention.

Specification of the Timing Parameter Capture Subsystem
(B40)

[0582] FIG. 27D shows the Timing Parameter Capture
Subsystem (B40) used in the Automated Music Composition
and Generation Engine (E1) of the present invention. The
Timing Parameter Capture Subsystem B40 locally decides
whether the Timing Generation Subsystem B41 is loaded
and used, or if the piece of music being created will be a
specific pre-set length determined by processes within the
system itself. The Timing Parameter Capture Subsystem
B40 determines the manner in which timing parameters will
be created for the musical piece. If the user elects to
manually enter the timing parameters, then a certain user
interface will be available to the user. If the user does not
elect to manually enter the timing parameters, then a certain
user interface might not be available to the user. As shown
in FIGS. 27E1 and 27E2, the subsystem B41 allows for the
specification of timing of for the length of the musical piece
being composed, when music starts, when music stops,
when music volume increases and decreases, and where
music accents are to occur along the timeline represented for
the music composition. During operation, the Timing
Parameter Capture Subsystem (B40) provides timing param-
eters to the Timing Generation Subsystem (B41) for distri-
bution to the various subsystems in the system, and subse-
quent subsystem set up and use during the automated music
composition and generation process of the present invention.
[0583] In addition to performing the music-theoretic and
information processing functions specified above, when
necessary or helpful, Subsystem B40 can also assist the
Parameter Transformation Engine System B51 in transport-
ing probability-based music-theoretic system operating
parameter (SOP) tables (or like data structures) to the
various subsystems deployed throughout the automated
music composition and generation system of the present
invention.

Specification of the Parameter Transformation Engine (PTE)
of the Present Invention (B51)

[0584] Asillustrated in FIGS. 27B3A, 27B3B and 27B3C,
the Parameter Transformation Engine Subsystem B51 is
shown integrated with subsystems B1, B37 and B40 for
handling emotion-type, style-type and timing-type param-
eters, respectively, supplied by the system user though
subsystem B0. The Parameter Transformation Engine Sub-
system B51 performs an essential function by accepting the
system user input(s) descriptors and parameters from sub-
systems B1, B37 and B40, and transforming these param-
eters (e.g. input(s)) into the probability-based system oper-
ating parameter tables that the system will use during its
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operations to automatically compose and generate music
using the virtual-instrument music synthesis technique dis-
closed herein. The programmed methods used by the param-
eter transformation engine subsystem (B51) to process any
set of musical experience (e.g. emotion and style) descrip-
tors and timing and/or spatial parameters, for use in creating
a piece of unique music, will be described in great detail
hereinafter with reference to FIGS. 27B3 A through 27B3C,
wherein the musical experience descriptors (e.g. emotion
and style descriptors) and timing and spatial parameters that
are selected from the available menus at the system user
interface of input subsystem B0 are automatically trans-
formed into corresponding sets of probabilistic-based sys-
tem operating parameter (SOP) tables which are loaded into
and used within respective subsystems in the system during
the music composition and generation process.

[0585] As will be explained in greater detail below, this
parameter transformation process supported within Subsys-
tem BS51 employs music theoretic concepts that are
expressed and embodied within the probabilistic-based sys-
tem operation parameter (SOP) tables maintained within the
subsystems of the system, and controls the operation thereof
during the execution of the time-sequential process con-
trolled by the timing signals illustrated in timing control
diagram set forth in FIGS. 29A and 29B. Various parameter
transformation principles and practices for use in designing,
constructing and operating the Parameter Transformation
Engine Subsystem (B51) will be described in detail herein-
after.

[0586] In addition to performing the music-theoretic and
information processing functions specified above, the
Parameter Transformation Engine System B51 is fully
capable of transporting probability-based music-theoretic
system operating parameter (SOP) tables (or like data struc-
tures) to the various subsystems deployed throughout the
automated music composition and generation system of the
present invention. Specification of the Parameter Table
Handling and Processing Subsystem (B70)

[0587] In general, there is a need with the system to
manage multiple emotion-type and style-type musical expe-
rience descriptors selected by the system user, to produce
corresponding sets of probability-based music-theoretic
parameters for use within the subsystems of the system of
the present invention. The primary function of the Parameter
Table Handling and Processing Subsystem B70 is to address
this need at either a global or local level, as described in
detail below.

[0588] FIG. 27B5 shows the Parameter Table Handling
and Processing Subsystem (B70) used in connection with
the Automated Music Composition and Generation Engine
of the present invention. The primary function of the Param-
eter Table Handling and Processing Subsystem (B70) is to
determine if any system parameter table transformation(s)
are required in order to produce system parameter tables in
a form that is more convenient and easier to process and use
within the subsystems of the system of the present invention.
The Parameter Table Handling and Processing Subsystem
(B70) performs its functions by (i) receiving multiple (i.e.
one or more) emotion/style-specific music-theoretic system
operating parameter (SOP) tables from the data output port
of'the Parameter Transformation Engine Subsystem B51, (ii)
processing these parameter tables using one or parameter
table processing methods M1, M2 or M3, described below,
and (iii) generating system operating parameter tables in a
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form that is more convenient and easier to process and use
within the subsystems of the system of the present invention.
[0589] In general, there are two different ways in which to
practice this aspect of the present invention: (i) performing
parameter table handing and transformation processing
operations in a global manner, as shown with the Parameter
Table Handling and Processing Subsystem B70 configured
with the Parameter Transformation Engine Subsystem B51,
as shown in FIGS. 26A through 26J; or (ii) performing
parameter table handing and transformation processing
operations in a local manner, within each subsystem, as
shown with the Parameter Table Handling and Processing
Subsystem B70 configured with the input data port of each
subsystem supporting probability-based system operating
parameter tables, as shown in FIGS. 28A through 28S. Both
approaches are shown herein for purposes of illustration.
However, the details of the Parameter Table Handling and
Processing Subsystem B70 will be described below with
reference to the global implementation shown and illustrated
in FIGS. 26A through 26J.

[0590] As shown in FIGS. 26 A through 26J, the data input
ports of the Parameter Table Handling and Processing Sub-
system (B70) are connected to the output data ports of the
Parameter Table Handling and Processing Subsystem B70,
whereas the data output ports of Subsystem B70 are con-
nected to (i) the input data port of the Parameter Table
Archive Database Subsystem B80, and also (ii) the input
data ports of parameter table employing Subsystems B2, B3,
B4, B5, B7, B9, B15, B11, B17, B19, B20, B25, B26, B24,
B27, B29, B30, B38, B39, B31, B32 and B41, illustrated in
FIGS. 28A through 28S and other figure drawings disclosed
herein.

[0591] As shown in FIG. 27B5, the Parameter Table
Handling and Processing Subsystem B70 receives one or
more emotion/style-indexed system operating parameter
tables and determines whether or not system input (i.e.
parameter table) transformation is required, or not required,
as the case may be. In the event only a single emotion/style-
indexed system parameter table is received, it is unlikely
transformation will be required and therefore the system
parameter table is typically transmitted to the data output
port of the subsystem B70 in a pass-through manner. In the
event that two or more emotion/style-indexed system param-
eter tables are received, then it is likely that these parameter
tables will require or benefit from transformation process-
ing, so the subsystem B70 supports three different methods
M1, M2 and M3 for operating on the system parameter
tables received at its data input ports, to transform these
parameter tables into parameter table that are in a form that
is more suitable for optimal use within the subsystems.
[0592] There are three case scenarios to consider and
accompanying rules to use in situations where multiple
emotion/style musical experience descriptors are provided
to the input subsystem B0, and multiple emotion/style-
indexed system parameter tables are automatically gener-
ated by the Parameter Transformation Engine Subsystem
B51.

[0593] Considering the first case scenario, where Method
M1 is employed, the subsystem B70 makes a determination
among the multiple emotion/style-indexed system parameter
tables, and decides to use only one of the emotion/style-
indexed system parameter tables. In scenario Method 1, the
subsystem B70 recognizes that, either in a specific instance
or as an overall trend, that among the multiple parameter
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tables generated in response to multiple musical experience
descriptors inputted into the subsystem B0, a single one of
these descriptors-indexed parameter tables might be best
utilized.

[0594] As an example, if HAPPY, EXHUBERANT, and
POSITIVE were all inputted as emotion-type musical expe-
rience descriptors, then the system parameter table(s) gen-
erated for EXHUBERANT might likely provide the neces-
sary musical framework to respond to all three inputs
because EXUBERANT encompassed HAPPY and POSI-
TIVE. Additionally, if CHRISTMAS, HOLIDAY, AND
WINTER were all inputted as style-type musical experience
descriptors, then the table(s) for CHRISTMAS might likely
provide the necessary musical framework to respond to all
three inputs.

[0595] Further, if EXCITING and NERVOUSNESS were
both inputted as emotion-type musical experience descrip-
tors and if the system user specified EXCITING: 9 out of 10,
where 10 is maximum excitement and 0 is minimum excite-
ment and NERVOUSNESS: 2 out of 10, where 10 is
maximum NERVOUSNESS and 0 is minimum NERVOUS-
NESS (whereby the amount of each descriptor might be
conveyed graphically by, but not limited to, moving a slider
on a line or by entering in a percentage into a text field), then
the system parameter table(s) for EXCITING might likely
provide the necessary musical framework to respond to both
inputs. In all three of these examples, the musical experience
descriptor that is a subset and, thus, a more specific version
of the additional descriptors, is selected as the musical
experience descriptor whose table(s) might be used.

[0596] Considering the second case scenario, where
Method M2 is employed, the subsystem B70 makes a
determination among the multiple emotion/style-indexed
system parameter tables, and decides to use a combination
of the multiple emotion/style descriptor-indexed system
parameter tables.

[0597] In scenario Method 2, the subsystem B70 recog-
nizes that, either in a specific instance or as an overall trend,
that among the multiple emotion/style descriptor indexed
system parameter tables generated by subsystem B51 in
response to multiple emotion/style descriptor inputted into
the subsystem B0, a combination of some or all of these
descriptor-indexed system parameter tables might best be
utilized. According to Method M2, this combination of
system parameter tables might be created by employing
functions including, but not limited to, (weighted) average
(s) and dominance of a specific descriptor’s table(s) in a
specific table only.

[0598] As an example, if HAPPY, EXUBERANT, AND
POSITIVE were all inputted as emotional descriptors, the
system parameter table(s) for all three descriptors might
likely work well together to provide the necessary musical
framework to respond to all three inputs by averaging the
data in each subsystem table (with equal weighting). Addi-
tionally, IF CHRISTMAS, HOLIDAY, and WINTER were
all inputted as style descriptors, the table(s) for all three
might likely provide the necessary musical framework to
respond to all three inputs by using the CHRISTMAS tables
for the General Rhythm Generation Subsystem Al, the
HOLIDAY tables for the General Pitch Generation Subsys-
tem A2, and the a combination of the HOLIDAY and
WINTER system parameter tables for the Controller Code
and all other subsystems. Further, if EXCITING and NER-
VOUSNESS were both inputted as emotion-type musical
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experience descriptors and if the system user specified
Exciting: 9 out of 10, where 10 is maximum excitement and
0 is minimum excitement and NERVOUSNESS: 2 out 0of 10,
where 10 is maximum nervousness and 0 is minimum
nervousness (Whereby the amount of each descriptor might
be conveyed graphically by, but not limited to, moving a
slider on a line or by entering in a percentage into a text
field), the weight in table(s) employing a weighted average
might be influenced by the level of the user’s specification.
In all three of these examples, the descriptors are not
categorized as solely a set(s) and subset(s), but also by their
relationship within the overall emotional and/or style spec-
trum to each other.

[0599] Considering the third case scenario, where Method
M3 is employed, the subsystem B70 makes a determination
among the multiple emotion/style-indexed system parameter
tables, and decides to use neither of multiple emotion/style
descriptor-indexed system parameter tables. In scenario
Method 3, the subsystem B70 recognizes that, either in a
specific instance or as an overall trend, that among the
multiple emotion/style-descriptor indexed system parameter
tables generated by subsystem B51 in response to multiple
emotion/style descriptor inputted into the subsystem BO,
none of the emotion/style-indexed system parameter tables
might best be utilized.

[0600] As an example, if HAPPY and SAD were both
inputted as emotional descriptors, the system might deter-
mine that table(s) for a separate descriptor(s), such as
BIPOLAR, might likely work well together to provide the
necessary musical framework to respond to both inputs.
Additionally, if ACOUSTIC, INDIE, and FOLK were all
inputted as style descriptors, the system might determine
that table(s) for separate descriptor(s), such as PIANO,
GUITAR, VIOLIN, and BANJO, might likely work well
together to provide the necessary musical framework, pos-
sibly following the avenues(s) described in Method 2 above,
to respond to the inputs. Further, if EXCITING and NER-
VOUSNESS were both inputted as emotional descriptors
and if the system user specified Exciting: 9 out of 10, where
10 is maximum excitement and O is minimum excitement
and Nervousness: 8 out of 10, where 10 is maximum
nervousness and 0O is minimum nervousness (whereby the
amount of each descriptor might be conveyed graphically
by, but not limited to, moving a slider on a line or by entering
in a percentage into a text field), the system might determine
that an appropriate description of these inputs is Panicked
and, lacking a pre-existing set of system parameter tables for
the descriptor PANICKED, might utilize (possibility simi-
lar) existing descriptors’ system parameter tables to autono-
mously create a set of tables for the new descriptor, then
using these new system parameter tables in the subsystem(s)
process(es).

[0601] In all of these examples, the subsystem B70 rec-
ognizes that there are, or could be created, additional or
alternative descriptor(s) whose corresponding system
parameter tables might be used (together) to provide a
framework that ultimately creates a musical piece that
satisfies the intent(s) of the system user.

Specification of the Parameter Table Archive Database
Subsystem (B80)

[0602] FIG. 27B6 shows the Parameter Table Archive
Database Subsystem (B80) used in the Automated Music
Composition and Generation System of the present inven-
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tion. The primary function of this subsystem B80 is persis-
tent storing and archiving user account profiles, tastes and
preferences, as well as all emotion/style-indexed system
operating parameter (SOP) tables generated for individual
system users, and populations of system users, who have
made music composition requests on the system, and have
provided feedback on pieces of music composed by the
system in response to emotion/style/timing parameters pro-
vided to the system.

[0603] As shown in FIG. 27B6, the Parameter Table
Archive Database Subsystem B80, realized as a relational
database management system (RBMS), non-relational data-
base system or other database technology, stores data in
table structures in the illustrative embodiment, according to
database schemas, as illustrated in FIG. 27B6.

[0604] As shown, the output data port of the GUI-based
Input Output Subsystem B0 is connected to the output data
port of the Parameter Table Archive Database Subsystem
B80 for receiving database requests from system users who
use the system GUI interface. As shown, the output data
ports of Subsystems B42 through B48 involved in feedback
and learning operations, are operably connected to the data
input port of the Parameter Table Archive Database Subsys-
tem B80 for sending requests for archived parameter tables,
accessing the database to modify database and parameter
tables, and performing operations involved system feedback
and learning operations. As shown, the data output port of
the Parameter Table Archive Database Subsystem B80 is
operably connected to the data input ports of the Systems
B42 through B48 involved in feedback and learning opera-
tions. Also, as shown in FIGS. 26A through 26P, the output
data port of the Parameter Table Handling and Processing
Subsystem B7 is connected to data input port of the Param-
eter Table Archive Database Subsystem B80, for archiving
copies of all parameter tables handled, processed and pro-
duced by this Subsystem B80, for future analysis, use and
processing.

[0605] In general, while all parameter data sets, tables and
like structures will be stored globally in the Parameter Table
Archive Database Subsystem B80, it is understood that the
system will also support local persistent data storage within
subsystems, as required to support the specialized informa-
tion processing operations performed therein in a high-speed
and reliable manner during automated music composition
and generation processes on the system of the present
invention.

Specification of the Timing Generation Subsystem (B41)

[0606] FIGS. 27E1 and 27E2 shows the Timing Genera-
tion Subsystem (B41) used in the Automated Music Com-
position and Generation Engine of the present invention. In
general, the Timing Generation Subsystem B41 determines
the timing parameters for the musical piece. This informa-
tion is based on either user inputs (if given), compute-
determined value(s), or a combination of both. Timing
parameters, including, but not limited to, or designations for
the musical piece to start, stop, modulate, accent, change
volume, change form, change melody, change chords,
change instrumentation, change orchestration, change meter,
change tempo, and/or change descriptor parameters, are a
fundamental building block of any musical piece.

[0607] The Timing Parameter Capture Subsystem B40 can
be viewed as creating a timing map for the piece of music
being created, including, but not limited to, the piece’s
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descriptor(s), style(s), descriptor changes, style changes,
instrument changes, general timing information (start,
pause, hit point, stop), meter (changes), tempo (changes),
key (changes), tonality (changes) controller code informa-
tion, and audio mix. This map can be created entirely by a
user, entirely by the Subsystem, or in collaboration between
the user and the subsystem.

[0608] More particularly, the Timing Parameter Capture
Subsystem (B40) provides timing parameters (e.g. piece
length) to the Timing Generation Subsystem (B41) for
generating timing information relating to (i) the length of the
piece to be composed, (ii) start of the music piece, (iii) the
stop of the music piece, (iv) increases in volume of the music
piece, and (v) any accents in the music piece that are to be
created during the automated music composition and gen-
eration process of the present invention.

[0609] For example, a system user might request that a
musical piece begin at a certain point, modulate a few
seconds later, change tempo even later, pause, resume, and
then end with a large accent. This information is transmitted
to the rest of the system’s subsystems to allow for accurate
and successful implementation of the user requests. There
might also be a combination of user and system inputs that
allow the piece to be created as successfully as possible,
including the scenario when a user might elect a start point
for the music, but fail to input to stop point. Without any user
input, the system would create a logical and musical stop
point. Thirdly, without any user input, the system might
create an entire set of timing parameters in an attempt to
accurately deliver what it believes the user desires.

Specification of the Length Generation Subsystem (B2)

[0610] FIG. 27F shows the Length Generation Subsystem
(B2) used in the Automated Music Composition and Gen-
eration Engine and System of the present invention. In
general, the Length Generation Subsystem B2 determines
the length of the musical piece that is being generated.
Length is a fundamental building block of any musical
piece. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both. The time length of the piece specified by the
system user is provided to the Length Generation Subsystem
(B2) and this subsystem generates the start and stop loca-
tions of the piece of music that is to be composed during the
during the automated music composition and generation
process of the present invention.

[0611] In the illustrative embodiment, the Length Genera-
tion Subsystem B2 obtains the timing map information from
subsystem B41 and determines the length of the musical
piece. By default, if the musical piece is being created to
accompany any previously existing content, then the length
of the musical piece will equal the length of the previously
existing content. If a user wants to manually input the
desired length, then the user can either insert the desired
lengths in any time format, such as [hours: minutes: sec-
onds| format, or can visually input the desired length by
placing digital milestones, including, but not limited to,
“music start” and “music stop” on a graphically displayed
timeline. This process may be replicated or autonomously
completed by the subsystem itself. For example, a user using
the system interface of the system, may select a point along
the graphically displayed timeline to request (i) the “music
start,” and (ii) that the music last for thirty seconds, and then
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request (through the system interface) the subsystem to
automatically create the “music stop” milestone at the
appropriate time.

[0612] As shown in FIG. 27F, the Length Generation
Subsystem B2 receives, as input, the length selected by the
system user (or otherwise specified by the system automati-
cally), and using this information, determines the start point
of musical piece along a musical score representation main-
tained in the memory structures of the system. As shown in
FIG. 27F, the output from the Length Generation Subsystem
B2 is shown as single point along the timeline of the musical
piece under composition.

Specification of the Tempo Generation Subsystem (B3)

[0613] FIG. 27G shows the Tempo Generation Subsystem
B3 used in the Automated Music Composition and Genera-
tion Engine of the present invention. In general, the Tempo
Generation Subsystem B3 determines the tempo(s) that the
musical piece will have when completed. This information
is based on either user inputs (if given), compute-determined
value(s), or a combination of both. Tempo, or the speed at
which a piece of music is performed or played, is a funda-
mental building block of any musical piece. In principle, the
tempo of the piece (i.e. measured in beats per minute or
BPM) is computed based on the piece time length and
musical experience parameters that are provided to this
subsystem by the system user(s), and used during the
automated music composition and generation process of the
present invention.

[0614] As shown in FIG. 27G, the Tempo Generation
Subsystem B3 is supported by the tempo parameter table
shown in FIG. 28A and parameter selection mechanisms
(e.g. random number generator, or lyrical-input based
parameter selector). As shown in FIG. 28A, a different
probability table (i.e. sub-table) is generated by subsystem
B51 for each potential emotion-type musical experience
descriptor which the system user may select during the
musical experience specification stage of the process, using
the GUI-based Input Output Subsystem B0, in the illustra-
tive embodiments. For purposes of illustration only, while
exemplary probabilistic (music-theoretic) system operating
parameter (SOP) tables are shown in FIGS. 28A, 28B and
28C for a wide array of possible emotions, which the system
user may have selected, it is understood that only the system
operating parameter tables corresponding to the emotion-
type and style-type descriptors actually selected by the
system user will be actually generated by the Parameter
Transformation Engine Subsystem B51, and then distributed
to and loaded within their respective subsystems during the
execution of the automated music composition process of
the present invention.

[0615] The Parameter Transformation Engine Subsystem
B51 generates probability-weighted tempo parameter tables
for the various musical experience descriptors selected by
the system user and provided to the Input Subsystem B0. In
FIG. 27G, probability-based parameter tables employed in
the subsystem B3 are set up for the exemplary “emotion-
type” musical experience descriptor—HAPPY—and used
during the automated music composition and generation
process so as to generate a part of the piece of music being
composed, as illustrated in the musical score representation
illustrated at the bottom of FIG. 27G.

[0616] As illustrated in FIG. 27G, the tempo of the musi-
cal piece under composition is selected from the probability-
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based tonality parameter table loaded within the subsystem
B3 using a random number generator which, in the illustra-
tive embodiment, decides which parameter from the param-
eter table will be selected. In alternative embodiments,
however, such as shown in FIGS. 37 through 49, where
lyrical or language/speech/song/music input is supported by
the system, the parameter selection mechanism within the
subsystem can use more advanced methods. For example, in
such cases, the parameter selection mechanism within each
subsystem can make a selection of parameter values based
on a criteria established within the subsystem that relates to
the actual pitch, rhythm and/or harmonic features of the
lyrical or other language/speech/song input received by the
system from the system user. Such variations and modifi-
cations will effectively constrain the decision paths available
within each subsystem during the automated music compo-
sition process, but at the same time, allow for music being
composed to transition from commodity-type music to more
artistic-type music, as may be required or desired in many
applications.

[0617] Taking into consideration the output of the Length
Generation Subsystem B2, the Tempo Generation Subsys-
tem creates the tempo(s) of the piece. For example, a piece
with an input emotion-type descriptor “Happy”, and a length
of'thirty seconds, might have a one third probability of using
a tempo of sixty beats per minute, a one third probability of
using a tempo of eighty beats per minute, and a one third
probability of using a tempo of one hundred beats per
minute. If there are multiple sections and or starts and stops
in the music, then music timing parameters, and/or multiple
tempos might be selected, as well as the tempo curve that
adjusts the tempo between sections. This curve can last a
significant amount of time (for example, many measures) or
can last no time at all (for example, an instant change of
tempo).

[0618] As shown in FIG. 27G, the Tempo Generation
Subsystem B3 is supported by the tempo tables shown in
FIG. 28G and a parameter selection mechanism (e.g. a
random number generator, or lyrical-input based parameter
selector described above).

[0619] The Parameter Transformation Engine Subsystem
B51 generates probability-weighted tempo parameter tables
for the various musical experience descriptors selected by
the system user using the input subsystem B0. In FIG. 27G,
probability-based parameter tables employed in the subsys-
tem B3 are set up for the exemplary “emotion-type” musical
experience descriptor—HAPPY—and used during the auto-
mated music composition and generation process so as to
generate a part of the piece of music being composed. The
tempo of the piece is selected using the probability-based
tempo parameter table setup within the subsystem B3. The
output from the Tempos Generation Subsystem B3 is a full
rest symbol, with an indication that there will be 60 beats per
minute, in the exemplary piece of music, as shown in FIG.
27G. There is no meter assignment determined at this stage
of the automated music composition process.

Specification of the Meter Generation Subsystem (B4)

[0620] FIG. 27H shows the Meter Generation Subsystem
(B4) used in the Automated Music Composition and Gen-
eration Engine and System of the present invention. Meter,
or the recurring pattern of stresses or accents that provide the
pulse or beat of music, is a fundamental building block of
any musical piece. In general, the Meter Generation Sub-
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system determines the meter(s) of the musical piece that is
being generated. This information is based on either user
inputs (if given), computationally-determined value(s), or a
combination of both. In general, the meter of the musical
piece being composed is computed based on the piece time
length and musical experience parameters that are provided
to this subsystem, wherein the resultant tempo is measured
in beats per minute (BPM) and is used during the automated
music composition and generation process of the present
invention.

[0621] As shown in FIG. 27H, the Meter Generation
Subsystem B4 is supported by meter parameter tables shown
in FIG. 28C and also a parameter selection mechanism (e.g.
arandom number generator, or lyrical-input based parameter
selector described above).

[0622] The Parameter Transformation Engine Subsystem
B51 generates probability-weighted parameter tables for the
various musical experience descriptors selected by the sys-
tem user using the input subsystem B0. In FIG. 27H,
probability-based parameter tables employed in the subsys-
tem B11 are set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process so
as to generate a part of the piece of music being composed,
as illustrated in the musical score representation illustrated
at the bottom of FIG. 27H. The meter of the piece is selected
using the probability-based meter parameter table setup
within the subsystem B4. The output from the Meter Gen-
eration Subsystem B4 is a full rest symbol, with an indica-
tion that there will be 60 quarter notes in the exemplary
piece of music, and 4/4 timing, as indicated in FIG. 27H.
Notably, 4/4 timing means that the piece of music being
composed will call for four (4) quarter notes to be played
during each measure of the piece.

[0623] Specification of the Key Generation Subsystem
(BS)
[0624] FIG. 271 shows the Key Generation Subsystem

(B5) used in the Automated Music Composition and Gen-
eration Engine of the present invention. Key, or a specific
scale or series of notes that define a particular tonality, is a
fundamental building block of any musical piece. In general,
the Key Generation Subsystem B5 determines the keys of
the musical piece that is being generated. The Key Genera-
tion Subsystem B5 determines what key(s) the musical piece
will have. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both. Also, the key of the piece is computed based on
musical experience parameters that are provided to the
system by the system user(s). The resultant key is selected
and used during the automated music composition and
generation process of the present invention.

[0625] As shown in FIG. 271, this subsystem is supported
by the key parameter table shown in FIG. 28D, and also
parameter selection mechanisms (e.g. a random number
generator, or lyrical-input based parameter selector as
described hereinabove).

[0626] The Parameter Transformation Engine Subsystem
B51 generates probability-weighted key parameter tables for
the various musical experience descriptors selected, from
the input subsystem BO0. In FIG. 271, probability-based key
parameter tables employed in the subsystem B5 are set up
for the exemplary “emotion-type” musical experience
descriptor—HAPPY—and used during the automated music
composition and generation process so as to generate a part
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of the piece of music being composed. The key of the piece
is selected using the probability-based key parameter table
setup within the subsystem BS5. The output from the Key
Generation Subsystem B5 is indicated as a key signature
applied to the musical score representation being managed
by the system, as shown in FIG. 271.

Specification of the Beat Calculator Subsystem (B6)

[0627] FIG. 27] shows the Beat Calculator Subsystem
(B6) used in the Automated Music Composition and Gen-
eration Engine of the present invention. The Beat Calculator
Subsystem determines the number of beats in the musical
piece. This information is based on either user inputs (if
given), compute-determined value(s), or a combination of
both. Beat, or the regular pulse of music which may be
dictated by the rise or fall of the hand or baton of a
conductor, by a metronome, or by the accents in music, is a
fundamental building block of any musical piece. The
number of beats in the piece is computed based on the piece
length provided to the system and tempo computed by the
system, wherein the resultant number of beats is used during
the automated music composition and generation process of
the present invention.

[0628] As shown in FIG. 27], the Beat Calculator Sub-
system B6 is supported by a beat calculation mechanism that
is schematically illustrated in FIG. 27]J. This subsystem B6
calculates number of beats in the musical piece by multi-
plying the length of a piece by the inverse of the tempo of
the piece, or by multiplying the length of each section of a
piece by the inverse of the tempo of the corresponding
section and adding the results. For example, a thirty second
piece of music with a tempo of sixty beats per minute and
a meter of 4/4 would have [30 seconds*1/60 beats per
minute] thirty beats, where each beat represents a single
quarter note in each measure. The output of the Beat
Calculator Subsystem B6 is the calculated number of beats
in the piece of music being composed. The case example, 32
beat have been calculated, as shown represented on the
musical score representation being managed by the system,
as shown in FIG. 27].

Specification of the Measure Calculator Subsystem (B8)

[0629] FIG. 27K shows the Measure Calculator Subsys-
tem (B8) used in the Automated Music Composition and
Generation Engine and System of the present invention. The
Measure Calculator Subsystem B8 determines the number of
complete and incomplete measures in a musical piece. This
information is based on either user inputs (if given), com-
pute-determined value(s), or a combination of both. Mea-
sure, or a signifier of the smallest metrical divisions of a
musical piece, containing a fixed number of beats, is a
fundamental building block of any musical piece. The
number of measures in the piece is computed based on the
number of beats in the piece, and the computed meter of the
piece, wherein the meters in the piece is used during the
automated music composition and generation process of the
present invention.

[0630] As shown in FIG. 27K, the Measure Calculator
Subsystem B8 is supported by a beat calculation mechanism
that is schematically illustrated in FIG. 27K. This subsys-
tem, in a piece with only one meter, divides the number of
beats in each piece of music by the numerator of the meter(s)
of the piece to determine how many measures are in the
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piece of music. For example, a thirty second piece of music
with a tempo of sixty beats per minute, a meter of 4/4, and
thus thirty beats, where each beat represents a single quarter
note in each measure, would have [30/4] seven and a half
measures. The output of the Measure Calculator Subsystem
B8 is the calculated number of meters in the piece of music
being composed. In the example, 8 meters are shown
represented on the musical score representation being man-
aged by the system, as shown in FIG. 27K.

Specification of the Tonality Generation Subsystem (B7)

[0631] FIG. 27L shows the Tonality Generation Subsys-
tem (B7) used in the Automated Music Composition and
Generation Engine and System of the present invention.
Tonality, or the principal organization of a musical piece
around a tonic based upon a major, minor, or other scale, is
a fundamental building block of any musical piece. The
Tonality Generation Subsystem determines the tonality or
tonalities of a musical piece. This information is based on
either user inputs (if given), computationally-determined
value(s), or a combination of both.

[0632] As shown in FIG. 27L, this subsystem B7 is
supported by tonality parameter tables shown in FIG. 28E,
and also a parameter selection mechanism (e.g. random
number generator, or lyrical-input based parameter selector).
[0633] Each parameter table contains probabilities that
sum to 1. Each specific probability contains a specific
section of the 0-1 domain. If the random number is within
the specific section of a probability, then it is selected. For
example, if two parameters, A and B, each have a 50%
chance of being selected, then if the random number falls
between 0-0.5, it will select A, and if it falls between 0.5-1,
it will select B.

[0634] The number of tonality of the piece is selected
using the probability-based tonality parameter table setup
within the subsystem B7. The Parameter Transformation
Engine Subsystem BS51 generates probability-weighted
tonality parameter tables for the various musical experience
descriptors selected by the system user and provided to the
input subsystem B0. In FIG. 271, probability-based param-
eter tables employed in the subsystem B7 are set up for the
exemplary “emotion-type” musical experience descriptor—
HAPPY—and used during the automated music composi-
tion and generation process so as to generate a part of the
piece of music being composed, as illustrated in the musical
score representation illustrated at the bottom of FIG. 27L.

[0635] Taking into consideration all system user inputs
provided to subsystem B0, this system B7 creates the
tonality(s) of the piece. For example, a piece with an input
descriptor of “Happy,” a length of thirty seconds, a tempo of
sixty beats per minute, a meter of 4/4, and a key of C might
have a two thirds probability of using a major tonality or a
one third probability of using a minor tonality. If there are
multiple sections, music timing parameters, and/or starts and
stops in the music, then multiple tonalities might be selected.
The output of the Tonality Generation Subsystem B7 is the
selected tonality of the piece of music being composed. In
the example, a “Major scale” tonality is selected in FIG.
27L.

Specification of the Song Form Generation Subsystem (B9)

[0636] FIGS. 27M1 and 27M2 show the Song Form
Generation Subsystem (B9) used in the Automated Music
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Composition and Generation Engine of the present inven-
tion. Form, or the structure of a musical piece, is a funda-
mental building block of any musical piece. The Song Form
Generation Subsystem determines the song form of a musi-
cal piece. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both.

[0637] As shown in FIGS. 27M1 and 27M2, this subsys-
tem is supported by the song form parameter tables and song
form sub-phrase tables illustrated in FIG. 28F, and a param-
eter selection mechanisms (e.g. random number generator,
or lyrical-input based parameter selector).

[0638] In general, the song form is selected using the
probability-based song form sub-phrase parameter table set
up within the subsystem B9. The Parameter Transformation
Engine Subsystem B51 generates a probability-weighted
song form parameters for the various musical experience
descriptors selected by the system user and provided to the
Input Subsystem B0. In FIGS. 27M1 and 27M2, probability-
based parameter tables employed in the subsystem B9 are
set up for the exemplary “emotion-type” musical experience
descriptor—HAPPY—and used during the automated music
composition and generation process so as to generate a part
of the piece of music being composed, as illustrated in the
musical score representation illustrated at the bottom of the
figure drawing.

[0639] Taking into consideration all system user inputs
provided to subsystem B0, the subsystem B9 creates the
song form of the piece. For example, a piece with an input
descriptor of “Happy,” a length of thirty seconds, a tempo of
sixty beats per minute, and a meter of 4/4 might have a one
third probability of a form of ABA (or alternatively
described as Verse Chorus Verse), a one third probability of
a form of AAB (or alternatively described as Verse Verse
Chorus), or a one third probability of a form of AAA (or
alternatively described as Verse Verse Verse). Further each
section of the song form may have multiple sub-sections, so
that the initial section, A, may be comprised of subsections
“aba” (following the same possible probabilities and
descriptions described previously). Even further, each sub-
section may be have multiple motifs, so that the subsection
“a” may be comprised of motifs “i, ii, iii” (following the
same possible probabilities and descriptions described pre-
viously).

[0640] All music has a form, even if the form is empty,
unorganized, or absent. Pop music traditionally has form
elements including Intro, Verse, Chorus, Bridge, Solo,
Outro, etc. Each form element can be represented with a
letter to help communicate the overall piece’s form in a
concise manner, so that a song with form Verse Chorus Verse
can also be represented as A B A. Song form phrases can also
have sub-phrases that provide structure to a song within the
phrase itself If a verse, or A section, consists of two repeated
stanzas, then the sub-phrases might be “aa.”

[0641] As shown in FIGS. 27M1 and 27M2, the Song
Form Generation Subsystem B9 receives and loads as input,
song form tables from subsystem B51. While the song form
is selected from the song form table using the random
number generator, although it is understood that other lyri-
cal-input based mechanisms might be used in other system
embodiments as shown in FIGS. 37 through 49. Thereafter,
the song form sub-phrase parameter tables are loaded and
the random number generator selects, in a parallel manner,
a sub-phrase is selected for the first and second sub-phrase
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sections of the phrase using a random number generator,
although it is understood other selection mechanisms may be
employed. The output from the Song Form Generation
Subsystem B9 is the selected song form, and the selected
sub-phrases.

Specification of the Sub-Phrase Length Generation
Subsystem (B15)

[0642] FIG. 27N shows the Sub-Phrase Length (Rhythmic
Length) Generation Subsystem (B15) used in the Automated
Music Composition and Generation Engine and System of
the present invention. Rhythm, or the subdivision of a space
of time into a defined, repeatable pattern or the controlled
movement of music in time, is a fundamental building block
of any musical piece. The Sub-Phrase Length Generation
Subsystem B15 determines the length or rhythmic length of
each sub-phrase (alternatively described as a sub-section or
motif) in the musical piece being composed. This informa-
tion is based on either user inputs (if given), compute-
determined value(s), or a combination of both.

[0643] As shown in FIG. 27N, the Sub-Phrase Length
(Rhythmic Length) Generation Subsystem B15 is supported
by the sub-phrase length (i.e. rhythmic length) parameter
tables shown in FIG. 28G, and parameter selection mecha-
nisms (e.g. random number generator, or lyrical-input based
parameter selector).

[0644] The Parameter Transformation Engine Subsystem
B51 generates a probability-weighted set of sub-phrase
length parameter tables for the various musical experience
descriptors selected by the system user and provided to the
input subsystem B0. In FIG. 27N, probability-based param-
eter tables employed in the subsystem B11 are set up for the
exemplary “emotion-type” musical experience descriptor—
HAPPY—and used during the automated music composi-
tion and generation process so as to generate a part of the
piece of music being composed, as illustrated in the musical
score representation illustrated at the bottom of FIG. 27N.
[0645] The Sub-Phrase Length Generation Subsystem
(B15) determines the length of the sub-phrases (i.e. rhythmic
length) within each phrase of a piece of music being
composed. These lengths are determined by (i) the overall
length of the phrase (i.e. a phrase of 2 seconds will have
many fewer sub-phrase options that a phrase of 200 sec-
onds), (ii) the timing necessities of the piece, and (iii) the
emotion-type and style-type musical experience descriptors.
[0646] Taking into consideration all system user inputs
provided to the subsystem B0, this system B15 creates the
sub-phrase lengths of the piece. For example, a 30 second
piece of music might have four sub-subsections of 7.5
seconds each, three sub-sections of 10 seconds, or five
subsections of 4, 5, 6, 7, and 8 seconds.

[0647] For example, as shown in the Sub-Phrase Length
Generation Subsystem (B15), the sub-phrase length tables
are loaded, and for each sub-phrase in the selected song
form, the subsystem B15, in parallel manner, selects length
measures for each sub-phrase and then creates a sub-phrase
length (i.e. rhythmic length) table as output from the sub-
system, as illustrated in the musical score representation set
forth at the bottom of FIG. 27N.

[0648] Specification of the Chord Length Generation Sub-
system (B11)
[0649] FIGS. 2701, 2702, 2703 and 2704 show the

Chord Length Generation Subsystem (B11) used in the
Automated Music Composition and Generation Engine and
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System of the present invention. Rhythm, or the subdivision
of a space of time into a defined, repeatable pattern or the
controlled movement of music in time, is a fundamental
building block of any musical piece. The Chord Length
Generation Subsystem B11 determines rhythm (i.e. default
chord length(s)) of each chord in the musical piece. This
information is based on either user inputs (if given), com-
putationally-determined value(s), or a combination of both.
[0650] As shown in FIGS. 2701 through 2704, the Chord
Length Generation Subsystem B11 is supported by the chord
length parameter tables illustrated in FIG. 28H, and param-
eter selection mechanisms (e.g. random number generator,
or lyrical-input based parameter selector) as described
above.

[0651] In general, the chord length is selected using the
probability-based chord length parameter table set up within
the subsystem based on the musical experience descriptors
provided to the system by the system user. The selected
chord length is used during the automated music composi-
tion and generation process of the present invention so as to
generate a part of the piece of music being composed, as
illustrated in the musical score representation illustrated at
the bottom of FIG. 2704.

[0652] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of chord length
parameter tables for the various musical experience descrip-
tors selected by the system user and provided to the input
subsystem B0. In FIGS. 2701 through 2704, probability-
based parameter tables employed in the subsystem B11 are
set up for the exemplary “emotion-type” musical experience
descriptor—HAPPY—and used during the automated music
composition and generation process so as to generate a part
of the piece of music being composed, as illustrated in the
musical score representation illustrated at the bottom of the
figure drawing.

[0653] The subsystem BI11 uses system-user-supplied
musical experience descriptors and timing parameters, and
the parameter tables loaded to subsystem B11, to create the
chord lengths throughout the piece (usually, though not
necessarily, in terms of beats and measures). For example, a
chord in a 4/4 measure might last for two beats, and based
on this information the next chord might last for 1 beat, and
based on this information the final chord in the measure
might last for 1 beat. The first chord might also last for one
beat, and based on this information the next chord might last
for 3 beats.

[0654] As shown in FIGS. 2701 through 2704, the chord
length tables shown in FIGS. 28H are loaded from subsys-
tem B51, and in a parallel manner, the initial chord length for
the first sub-phrase a is determined using the initial chord
length table, and the second chord length for the first
sub-phrase a is determined using both the initial chord
length table and the second chord length table, as shown.
Likewise, the initial chord length for the second sub-phrase
b is determined using the initial chord length table, and the
second chord length for the second sub-phrase b is deter-
mined using both the initial chord length table and the
second chord length table. This process is repeated for each
phrase in the selected song form A B A in the case example.
As shown, the output from the Chord Length Generation
Subsystem B11 is the set of sub-phrase chord lengths, for the
phrase A B A in the selected song form. These sub-phrase
chord lengths are graphically represented on the musical
score representation shown in FIG. 2704.
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Specification of the
Subsystem (B14)

[0655] FIG. 27P shows the Unique Sub-Phrase Generation
Subsystem (B14) used in the Automated Music Composition
and Generation Engine and System of the present invention.
The Unique Sub-Phrase Generation Subsystem B14 deter-
mines how many unique sub-phrases are in each phrase in
the musical piece being composed. This information is based
on either user inputs (if given), computationally-determined
value(s), or a combination of both, and is a fundamental
building block of any musical piece.

[0656] As shown in FIG. 27P, this subsystem B14 is
supported by a Sub-Phrase Analyzer and a Chord Length
Analyzer. The primary function of the Sub-Phrase Analyzer
in the Unique Sub-Phrase Generation Subsystem B20 is to
determine the functionality and possible derivations of a
sub-phrase or sub-phrases. During operation, the Sub-Phrase
Analyzer uses the tempo, meter, form, chord(s), harmony(s),
and structure of a piece, section, phrase, or other length of
a music piece to determine its output. The primary function
of Chord Length Analyzer in the Unique Sub-Phrase Gen-
eration Subsystem B20 is to determine the length of a chord
and/or sub-phrase. During operation, the Chord Length
Analyzer uses the tempo, meter, form, chord(s), harmony(s),
and structure of a piece, section, phrase, or other length of
a music piece to determine its output.

[0657] As shown in FIG. 27P, the Unique Sub-Phrase
Generation Subsystem B14 uses the Sub-Phrase Analyzer
and the Chord Length Analyzer to automatically analyze the
data output (i.e. set of sub-phrase length measures) produced
from the Sub-Phrase Length (Rhythmic Length) Generation
Subsystem B15 to generate a listing of the number of unique
sub-phrases in the piece. For example, if a 30 second piece
of music has four 7.5 second sub-phrases, then there might
be four unique sub-phrases that each occur once, three
unique sub-phrases (two of which occur once each and one
of which occurs twice), two unique sub-phrases that occur
twice each, or one unique sub-phrase that occurs four times,
and the Unique Sub-Phrase Generation Subsystem B14 will
automatically make such determinations during the auto-
mated music composition and generation process of the
present invention.

Unique Sub-Phrase Generation

Specification of the Number of Chords in Sub-Phrase
Calculation Subsystem (B16)

[0658] FIG. 27Q shows the Number Of Chords In Sub-
Phrase Calculation Subsystem (B16) used in the Automated
Music Composition and Generation Engine and System of
the present invention. The Number of Chords in Sub-Phrase
Calculator determines how many chords are in each sub-
phrase. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both and is a fundamental building block of any
musical piece. The number of chords in a sub-phrase is
calculated using the computed unique sub-phrases, and
wherein the number of chords in the sub-phrase is used
during the automated music composition and generation
process of the present invention.

[0659] As shown in FIG. 27Q), this subsystem B16 is
supported by a Chord Counter. During operation, subsystem
B16 combines the outputs from subsystem B11, B14, and
B15 to calculate how many chords are in each sub-phrase.
For example, if every chord length in a two-measure sub-
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phrase is one measure long, then there are two chords in the
sub-phrase, and this data will be produced as output from the
Number Of Chords In Sub-Phrase Calculation Subsystem
B16.

Specification of the Phrase Length Generation Subsystem
(B12)

[0660] FIG. 27R shows a schematic representation of the
Phrase Length Generation Subsystem (B12) used in the
Automated Music Composition and Generation Engine and
System of the present invention. Rhythm, or the subdivision
of a space of time into a defined, repeatable pattern or the
controlled movement of music in time, is a fundamental
building block of any musical piece. The Phrase Length
Generation Subsystem B12 determines the length or rhythm
of each phrase in the musical piece. This information is
based on either user inputs (if given), computationally-
determined value(s), or a combination of both. The lengths
of the phrases are measured using a phrase length analyzer,
and the length of the phrases (in number of measures) are
then used during the automated music composition and
generation process of the present invention.

[0661] As shown in FIG. 27R, this subsystem B12 is
supported by a Phrase Length Analyzer. The primary func-
tionality of the Phrase length Analyzer is to determine the
length and/or rhythmic value of a phrase. The Phrase Length
Analyzer considers the length(s) and/or rhythmic value(s) of
all sub-phrases and other structural elements of a musical
piece, section, phrase, or additional segment(s) to determine
its output.

[0662] Taking into consideration inputs received from
subsystem B1, B31 and/or B40, the subsystem B12 creates
the phrase lengths of the piece of music being automatically
composed. For example, a one-minute second piece of
music might have two phrases of thirty seconds or three
phrases of twenty seconds. The lengths of the sub-sections
previously created are used to inform the lengths of each
phrase, as a combination of one or more sub-sections creates
the length of the phrase. The output phrase lengths are
graphically illustrated in the music score representation
shown in FIG. 27R

Specification of the Unique Phrase Generation Subsystem
(B10)

[0663] FIG. 27S shows the Unique Phrase Generation
Subsystem (B10) used in the Automated Music Composition
and Generation Engine of the present invention. Phrase, or
a musical unit often regarded as a dependent division of
music, is a fundamental building block of any musical piece.
The Unique Phrase Generation Subsystem B10 determines
how many unique phrases will be included in the musical
piece. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both. The number of unique phrases is determined
using a phrase analyzer within subsystem B10, and number
of unique phrases is then used during the automated music
composition and generation process of the present invention.

[0664] As shown in FIG. 278S, the subsystem B10 is
supported by a Phrase (Length) Analyzer. The primary
functionality of the Phrase Length Analyzer is to determine
the length and/or rhythmic value of a phrase. The Phrase
Length Analyzer considers the length(s) and/or rhythmic
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value(s) of all sub-phrases and other structural elements of
a musical piece, section, phrase, or additional segment(s) to
determine its output.

[0665] Within the Unique Phrase Generation Subsystem
(B10), the Phrase Analyzer analyzes the data supplied from
subsystem B12 so as to generate a listing of the number of
unique phrases or sections in the piece to be composed. If a
one-minute piece of music has four 15 second phrases, then
there might be four unique phrases that each occur once,
three unique phrases (two of which occur once each and one
of which occurs twice), two unique phrases that occur twice
each, or one unique phrase that occurs four times, and this
data will be produced as output from Subsystem B10.

Specification of the Number of Chords in Phrase Calculation
Subsystem (B13)

[0666] FIG. 27T shows the Number Of Chords In Phrase
Calculation Subsystem (B13) used in the Automated Music
Composition and Generation Engine of the present inven-
tion. The Number of Chord in Phrase Calculator determines
how many chords are in each phrase. This information is
based on either user inputs (if given), computationally-
determined value(s), or a combination of both and is a
fundamental building block of any musical piece.

[0667] As shown in FIG. 27T, the subsystem B13 is
supported by a Chord Counter. The primary functionality of
the Chord Counter is to determine the number of chords in
a phrase. Chord Counter within subsystem B13 determines
the number of chords in each phrase by dividing the length
of each phrase by the rhythms and/or lengths of the chords
within the phrase. For example, a 30 second phrase having
a tempo of 60 beats per minute in a 4/4 meter that has
consistent chord lengths of one quarter note throughout,
would have thirty chords in the phrase. The computed
number of chords in a phrase is then provided as output from
subsystem B13 and used during the automated music com-
position and generation process of the present invention.

Specification of the Initial General Rhythm Generation
Subsystem (B17)

[0668] FIG. 27U shows the Initial General Rhythm Gen-
eration Subsystem (B17) used in the Automated Music
Composition and Generation Engine and System of the
present invention. A chord, or the sounding of two or more
notes (usually at least three) simultaneously, is a fundamen-
tal building block of any musical piece. The Initial General
Rhythm Generation Subsystem B17 determines the initial
chord or note(s) of the musical piece being composed. This
information is based on either user inputs (if given), com-
putationally-determined value(s), or a combination of both.

[0669] As shown in FIG. 27U, the Initial General Rhythm
Generation Subsystem B17 is supported by initial chord root
note tables shown in FIG. 28I and chord function table
shown in FIG. 281, a Chord Tonality Analyzer and parameter
selection mechanisms (e.g. random number generator, or
lyrical-input based parameter selector) described above. The
primary function of the Chord Function Tonality Analyzer is
to determine the tonality of a chord or other harmonic
material and thus determines the pitches included in the
tonality. During operation, the Chord Function Tonality
Analyzer considers the key(s), musical function(s), and root
note(s) of a chord or harmony to determine its tonality.
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[0670] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted data set of root notes
and chord function (i.e. parameter tables) for the various
musical experience descriptors selected by the system user
and supplied to the input subsystem BO. In FIG. 27U,
probability-based parameter tables (i.e. the probability-
based initial chord root tables and probability-based chord
function table) employed in the subsystem 27U are set up for
the exemplary “emotion-type” musical experience descrip-
tor—HAPPY—and used during the automated music com-
position and generation process.

[0671] Subsystem B17 uses parameter tables generated
and loaded by subsystem B51 so as to select the initial chord
of'the piece. For example, in a “Happy” piece of music in C
major, there might be a one third probability that the initial
chord is a C major triad, a one third probability that the
initial chord is a G major triad, and a one third probability
that the initial chord is an F major triad.

[0672] As shown in FIG. 27U, the subsystem B17
accesses the initial chord root note table and using a random
number generator or other parameter selection mechanism,
selects an initial root note (e.g. initial root note=7 in the case
example). Thereafter, the subsystem B17 accesses the chord
function table shown in FIG. 28I, and using a random
number generator or other parameter selection mechanism,
selects an initial chord function (e.g. initial chord function=1
in the case example). Then the subsystem B17 uses the
Chord Function Analyzer to consider the key(s), musical
function(s), and root note(s) of a chord or harmony to
determine the tonality of the initial chord function. As
shown, the Major Triad is identified as the initial chord
function tonality, and the initial chord is identified as a G
Major Triad, which are shown on the musical score repre-
sentation shown in FIG. 27U.

[0673] Specification of the Sub-Phrase Chord Progression
Generation Subsystem (B19) FIGS. 27V1, 27V2 and 27V3
show the Sub-Phrase Chord Progression Generation Sub-
system (B19) used in the Automated Music Composition
and Generation Engine of the present invention. Chord, or
the sounding of two or more notes (usually at least three)
simultaneously, is a fundamental building block of any
musical piece. The Sub-Phrase Chord Progression Genera-
tion Subsystem B19 determines what the chord progression
will be for each sub-phrase of the musical piece. This
information is based on either user inputs (if given), com-
putationally-determined value(s), or a combination of both.
[0674] As shown in 27V1, 27V2 and 27V3, the Sub-
Phrase Chord Progression Generation Subsystem B19 is
supported by the chord root tables, chord function root
modifier tables, the chord root modifier tables, the current
function tables, and the beat root modifier table tables shown
in FIGS. 28]1 and 28J2, a Beat Analyzer, and a parameter
selection mechanism (e.g. random number generator, or
lyrical-input based parameter selector). The primary func-
tion of the Beat Analyzer is to determine the position in time
of'a current or future musical event(s). The beat analyze uses
the tempo, meter, and form of a piece, section, phrase, or
other structure to determine its output.

[0675] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of sub-phrase
chord progression parameter tables for the various musical
experience descriptors selected by the system user and
supplied to the input subsystem B0. The probability-based
parameter tables (i.e. chord root table, chord function root
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modifier table, and beat root modifier table) employed in the
subsystem is set up for the exemplary “emotion-type” musi-
cal experience descriptor—HAPPY—and used during the
automated music composition and generation process of the
present invention.

[0676] As shown in FIGS. 27V1 and 27V2, the Subsystem
B19 accessed the chord root tables generated and loaded by
subsystem B51, and uses a random number generator or
suitable parameter selection mechanism to select the initial
chord of the piece. For example, in a “Happy” piece of
music in C major, with an initial sub-phrase chord of C
major, there might be a one third probability that the next
chord is a C major triad, a one third probability that the next
chord is a G major triad, and a one third probability that the
next chord is an F major triad. This model takes into account
every possible preceding outcome, and all possible future
outcomes, to determine the probabilities of each chord being
selected. This process repeats from the beginning of each
sub-phrase to the end of each sub-phrase.

[0677] As indicated in FIGS. 27V2 and 27V3, the sub-
system B19 accesses the chord function modifier table
loaded into the subsystem, and adds or subtracts values to
the original root note column values in the chord root table.
[0678] Then as indicated in FIGS. 27V2 and 27V3, the
subsystem B19 accesses the beat root modifier table loaded
into the subsystem B19, as shown, and uses the Beat
Analyzer to determine the position in time of a current or
future musical event(s), by considering the tempo, meter,
and form of a piece, section, phrase, or other structure, and
then selects a beat root modifier. In the case example, the
upcoming beat in the measure equals 2.

[0679] The subsystem B19 then adds the beat root modi-
fier table values to or subtracted from the original root note
column values in the chord root table.

[0680] As shown in FIG. 27V3, using a random number
generator, or other parameter selection mechanism, the
subsystem B19 selects the next chord root.

[0681] Beginning with the chord function root modifier
table, the process described above is repeated until all chords
have been selected.

[0682] As shown in FIG. 27V3, the chords which have
been automatically selected by the Sub-Phrase Chord Pro-
gression Generation Subsystem B19 are graphically shown
on the musical score representation for the piece of music
being composed.

Specification of the Phrase Chord Progression Generation
Subsystem (B18)

[0683] FIG. 27W shows the Phrase Chord Progression
Generation Subsystem (B18) used in the Automated Music
Composition and Generation Engine and System of the
present invention. A chord, or the sounding of two or more
notes (usually at least three) simultaneously, is a fundamen-
tal building block of any musical piece. The Phrase Chord
Progression Generation Subsystem B18 determines, except
for the initial chord or note(s), the chords of each phrase in
the musical piece. This information is based on either user
inputs (if given), computationally-determined value(s), or a
combination of both. In general, phrase chord progression is
determined using the sub-phrase analyzer, and wherein
improved phrases are used during the automated music
composition and generation process of the present invention
so as to generate a part of the piece of music being
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composed, as illustrated in the musical score representation
illustrated at the bottom of the figure.

[0684] As shown in FIG. 27W, the Phrase Chord Progres-
sion Generation Subsystem B18 is supported by a Sub-
Phrase (Length) Analyzer. The primary function of the
Sub-Phrase (Length) Analyzer is to determine the position in
time of a current or future musical event(s). The beat analyze
uses the tempo, meter, and form of a piece, section, phrase,
or other structure to determine its output.

[0685] During operation, Phrase Chord Progression Gen-
eration Subsystem B18 receives the output from Initial
Chord Generation Subsystem B17 and modifies, changes,
adds, and deletes chords from each sub-phrase to generate
the chords of each phrase. For example, if a phrase consists
of two sub-phrases that each contain an identical chord
progression, there might be a one half probability that the
first chord in the second sub-phrase is altered to create a
more musical chord progression (following a data set or
parameter table created and loaded by subsystem B51) for
the phrase and a one half probability that the sub-phrase
chord progressions remain unchanged.

Specification of the Chord Inversion Generation Subsystem
(B20)

[0686] FIGS. 27X1, 27X2 and 27X3 show the Chord
Inversion Generation Subsystem (B20) used in the Auto-
mated Music Composition and Generation Engine of the
present invention. The Chord Inversion Generation Subsys-
tem B20 determines the inversion of each chord in the
musical piece. This information is based on either user
inputs (if given), computationally-determined value(s), or a
combination of both. Inversion, or the position of notes a
chord, is a fundamental building block of any musical piece.
Chord inversion is determined using the initial chord inver-
sion table and the chord inversion table.

[0687] As shown in FIGS. 27X1 and 27X2, this Subsys-
tem B20 is supported by the initial chord inversion table and
the chord inversion table shown in FIG. 28K, and parameter
selection mechanisms (e.g. random number generator or
lyrical-input based parameter selector).

[0688] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of chord inver-
sion parameter tables for the various musical experience
descriptors selected by the system user and provided to the
input subsystem B0. In FIGS. 27X1 through 27X3, the
probability-based parameter tables (i.e. initial chord inver-
sion table, and chord inversion table) employed in the
subsystem are set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY.

[0689] As shown in FIGS. 27X1 and 27X2, the Subsystem
B20 receives, as input, the output from the Subsystem B19,
and accesses the initial chord inversion tables and chord
inversion tables shown in FIG. 28K and loaded by subsys-
tem B51. The subsystem B20 determines an initial inversion
for each chord in the piece, using the random number
generator or other parameter selection mechanism.

[0690] For example, if a C Major triad is in root position
(C, E, ) and the next chord is a G Major triad, there might
be a one third probability that the G Major triad is in root
position, a one third probability that the G Major triad is in
the first inversion (E, G, C), or a one third probability that
the G Major triad is in the second inversion (G, C, E).
[0691] As shown in FIG. 27X3, after the inversion of an
initial chord has been determined, the chord inversion selec-
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tion process is repeated until all chord inversions have been
selected. All previous inversion determinations affect all
future ones. An upcoming chord inversion in the piece of
music, phrase, sub-phrase, and measure affects the default
landscape of what chord inversions might be selected in the
future.

[0692] As shown in FIG. 27X3, the final list of inverted
chords are shown graphically displayed in the musical score
representation located at the bottom of FIG. 27X3.

Specification of the Melody Sub-Phrase Length Generation
Subsystem (B25)

[0693] FIG. 27Y shows the Melody Sub-Phrase Length
Generation Subsystem (B25) used in the Automated Music
Composition and Generation Engine of the present inven-
tion. Rhythm, or the subdivision of a space of time into a
defined, repeatable pattern or the controlled movement of
music in time, is a fundamental building block of any
musical piece. The Melody Sub-Phrase Length Generation
Subsystem B25 determines the length or rhythm of each
melodic sub-phrase in the musical piece. This information is
based on either user inputs (if given), computationally-
determined value(s), or a combination of both.

[0694] As shown in FIG. 27Y, this subsystem B25 is
supported by the melody length table shown in FIG. 28L.1,
and a parameter selection mechanism (e.g. random number
generator, or lyrical-input based parameter selector).
[0695] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted data set of sub-
phrase lengths (i.e. parameter tables) for the various musical
experience descriptors selected by the system user and
provided to the input subsystem BO0. In FIG. 27Y, the
probability-based parameter programming tables employed
in the subsystem is set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process of
the present invention.

[0696] During operation, subsystem B25 uses, as inputs,
all previous unique sub-phrase length outputs, in combina-
tion with the melody length parameter tables loaded by
subsystem B51 to determine the length of each sub-phrase
melody.

[0697] As indicated in FIG. 27Y, the subsystem B25 uses
a random number generator or other parameter selection
mechanism to select a melody length for each sub-phrase in
the musical piece being composed. For example, in a
sub-phrase of 5 seconds, there might be a one half prob-
ability that a melody occurs with this sub-phrase throughout
the entire sub-phrase and a one half probability that a
melody does not occur with this sub-phrase at all. As shown,
the melody length selection process is carried out in process
for each sub-phrase a, b and c.

[0698] As shown in the case example, the output of
subsystem B25 is a set of melody length assignments to the
musical being composed, namely: the a sub-phrase is
assigned a “d” length equal to 6/4; the b sub-phrase is
assigned an “e” length equal to 7/4; and the ¢ sub-phrase is
assigned an “f' length equal to 6/4.

Specification of the
Subsystem (B24)

[0699] FIGS. 2771 and 2772 show the Melody Sub-
Phrase Generation Subsystem (B24) used in the Automated

Melody Sub-Phrase Generation
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Music Composition and Generation Engine of the present
invention. Melody, or a succession of tones comprised of
mode, rhythm, and pitches so arranged as to achieve musical
shape, is a fundamental building block of any musical piece.
The Melody Sub-Phrase Generation Subsystem determines
how many melodic sub-phrases are in the melody in the
musical piece. This information is based on either user
inputs (if given), computationally-determined value(s), or a
combination of both.

[0700] As shown in FIGS. 2771 and 2772, the Melody
Sub-Phrase Generation Subsystem B24 is supported by the
sub-phrase melody placement tables shown in FIG. 281.2,
and parameter selection mechanisms (e.g. random number
generator, or lyrical-input based parameter selector)
described hereinabove.

[0701] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of melodic sub-
phrase length parameter tables for the various musical
experience descriptors selected by the system user and
provided to the input subsystem BO. In FIG. 2771, the
probability-based parameter tables employed in the subsys-
tem B24 are set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process of
the present invention.

[0702] As shown in FIGS. 2771 and 2772, for each
sub-phrase melody d, e and f, the Melody Sub-Phrase
Generation Subsystem B24 accesses the sub-phrase melody
placement table, and selects a sub-phrase melody placement
using a random number generator, or other parameter selec-
tion mechanism, discussed hereinabove.

[0703] As shown in the case example, the subsystem B24
might select a table parameter having one half probability
that, in a piece 30 seconds in length with 2 phrases consist-
ing of three 5 second sub-phrases each, each of which could
contain a melody of a certain length as determined in B25.
This is instance, there is a one half probability that all three
sub-phrases’ melodic lengths might be included in the first
phrase’s melodic length and a one half probability that only
one of the three sub-phrases’ total melodic lengths might be
included in the first phrase’s total melodic length.

[0704] As shown in FIGS. 2771 and 2772, the subsystem
B24 make selections from the parameter tables such that the
sub-phrase melody length d shall start 3 quarter notes into
the sub-phrase, that that the sub-phrase melody length e shall
start 2 quarter notes into the sub-phrase, and that the
sub-phrase melody length f shall start 3 quarter notes into the
sub-phrase. These starting positions for the sub-phrases are
the outputs of the Melody Sub-Phrase Generation Subsys-
tem B24, and are illustrated in the first stave in the musical
score representation set forth on the bottom of FI1G. 2772 for
the piece of music being composed by the automated music
composition process of the present invention.

Specification of the Melody Phrase Length Generation
Subsystem (B23)

[0705] FIG. 27AA shows the Melody Phrase Length Gen-
eration Subsystem (B23) used in the Automated Music
Composition and Generation Engine (E1) and System of the
present invention. Melody, or a succession of tones com-
prised of mode, rhythm, and pitches so arranged as to
achieve musical shape, is a fundamental building block of
any musical piece. The Melody Phrase Length Generation
Subsystem B23 determines the length or rhythm of each
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melodic phrase in the musical piece. This information is
based on either user inputs (if given), computationally-
determined value(s), or a combination of both. The resulting
phrase length of the melody is used during the automated
music composition and generation process of the present
invention.

[0706] As illustrated in FIG. 27AA, the Melody Phrase
Length Generation Subsystem B23 is supported a Sub-
Phrase Melody Analyzer. The primary function of the Sub-
Phrase Melody Analyzer is to determine a modified sub-
phrase structure(s) in order to change an important
component of a musical piece to improve the phrase melo-
dies. The Sub-Phrase Melody Analyzer considers the
melodic, harmonic, and time-based structure(s) of a musical
piece, section, phrase, or additional segment(s) to determine
its output. The phase melodies are modified by examining
the rhythmic, harmonic, and overall musical context in
which they exist, and altering or adjusting them to better fit
their context.

[0707] As shown in FIG. 27AA, the Melody Phrase
Length Generation Subsystem B23 transforms the output of
subsystem B24 to the larger phrase-level melodic material.
Using the inputs all previous phrase and sub-phrase outputs,
in combination with data sets and tables loaded by subsys-
tem B51, this subsystem B23 has the capacity to create a
melodic piece having 30 seconds in length with three 10
second phrases, each of which could contain a melody of a
certain length as determined in Subsystem B24. All three
melodic lengths of all three phrases might be included in the
piece’s melodic length, or only one of the total melodic
lengths of the three phrases might be included in the piece’s
total melodic length. There are many possible variations in
melodic phrase structure, only constrained by the grammar
used to generate the phrase and sub-phrase structures of the
musical piece being composed by the system (i.e. automated
music composition and generation machine) of the present
invention.

[0708] As shown in FIG. 27AA, the Melody Phrase
Length Generation Subsystem B23 outputs, for the case
example, (1) the melody phrase length and (ii) the number of
quarter notes into the sub-phrase when the melody starts, for
each of the melody sub-phrases d, e and f, to form a larger
piece of phrase-level melodic material for the musical piece
being composed by the automated system of the present
invention.

[0709] The resulting melody phrase lengths are then used
during the automated music composition and generation
process to generate the piece of music being composed, as
illustrated in the first stave of the musical score representa-
tion illustrated at the bottom of the process diagram in FIG.
27AA.

Specification of the Melody Unique Phrase Generation
Subsystem (B22)

[0710] FIG. 27BB shows the Melody Unique Phrase Gen-
eration Subsystem (B22) used in the Automated Music
Composition and Generation Engine of the present inven-
tion. Melody, or a succession of tones comprised of mode,
rhythm, and pitches so arranged as to achieve musical shape,
is a fundamental building block of any musical piece. The
Melody Unique Phrase Generation Subsystem determines
how many unique melodic phrases will be included in the
musical piece. This information is based on either user
inputs (if given), compute-determined value(s), or a combi-
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nation of both. The unique melody phrase is determined
using the unique melody phrase analyzer. This process takes
the outputs of all previous phrase and sub-phrase subsystems
and, in determining how many unique melodic phrases need
to be created for the piece, creates the musical and non-
musical data that subsystem B21 needs in order to operate.
[0711] As shown in FIG. 27BB, the Melody Unique
Phrase Generation Subsystem B22 is supported by a Unique
Melody Phrase Analyzer which uses the melody(s) and other
musical events in a musical piece to determine and identify
the “unique” instances of a melody or other musical event in
a piece, section, phrase, or other musical structure. A unique
melody phrase is one that is different from the other melody
phrases.

[0712] The unique melody phrase analyzer compares all of
the melodic and other musical events of a piece, section,
phrase, or other structure of a music piece to determine
unique melody phrases for its data output.

[0713] As shown in FIG. 27BB, the subsystem B22 uses
the Unique Melody Phrase Analyzer to determine and iden-
tify the unique instances of a melody or other musical event
in the melody phrases d, e and f supplied to the input ports
of the subsystem B22.

[0714] As shown in FIG. 27BB, the output from the
Melody Unique Phrase Generation Subsystem B22 is two
(2) unique melody phrases.

[0715] The resulting unique melody phrases are then used
during the subsequent stages of the automated music com-
position and generation process of the present invention.

Specification of the Melody Length Generation Subsystem
(B21)

[0716] FIG. 27CC shows the Melody Length Generation
Subsystem (B21) used in the Automated Music Composition
and Generation Engine of the present invention. Melody, or
a succession of tones comprised of mode, rhythm, and
pitches so arranged as to achieve musical shape, is a
fundamental building block of any musical piece. The
Melody Length Generation Subsystem determines the
length of the melody in the musical piece. This information
is based on either user inputs (if given), compute-determined
value(s), or a combination of both. The melody length is
determined using the phrase melody analyzer.

[0717] As shown in FIG. 27CC, the Melody Length Gen-
eration Subsystem B21 is supported by a Phrase Melody
Analyzer to determine a modified phrase structure(s) in
order to change an important component of a musical piece
to improve piece melodies. In general, all phrases can be
modified to create improved piece melodies. The Phrase
Melody Analyzer considers the melodic, harmonic (chord),
and time-based structure(s) (the tempo, meter) of a musical
piece, section, phrase, or additional segment(s) to determine
its output. For example, the Phrase Melody Analyzer might
determine that a 30 second piece of music has six 5-second
sub-phrases and three 10-second phrases consisting of two
sub-phrases each. Alternatively, the Phrase Melody Ana-
lyzer might determine that the melody is 30 seconds and
does occur more than once.

[0718] As shown in FIG. 27CC, the subsystem B21 uses
the Phrase Melody Analyzer to determine and identify
phrase melodies having a modified phrase structure in
melody phrase d and e, to form new phrase melodies d, d+e,
and e, as shown in the musical score representation shown
in FIG. 27CC.
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[0719] The resulting phrase melody is then used during the
automated music composition and generation process to
generate a larger part of the piece of music being composed,
as illustrated in the first stave of the musical score repre-
sentation illustrated at the bottom of the process diagram in
FIG. 27CC.

[0720] Specification of the Melody Note Rhythm Genera-
tion Subsystem (B26) FIGS. 27DD1, 27DD2 and 27DD3
show the Melody Note Rhythm Generation Subsystem
(B26) used in the Automated Music Composition and Gen-
eration Engine of the present invention. Rhythm, or the
subdivision of a space of time into a defined, repeatable
pattern or the controlled movement of music in time, is a
fundamental building block of any musical piece. The
Melody Note Rhythm Generation Subsystem determines
what the default melody note rhythm(s) will be for the
musical piece. This information is based on either user
inputs (if given), computationally-determined value(s), or a
combination of both.

[0721] As shown in FIGS. 27DD1, 27DD2 and 27DD3.
Melody Note Rhythm Generation Subsystem B26 is sup-
ported by the initial note length parameter tables, and the
initial and second chord length parameter tables shown in
FIG. 28M, and parameter selection mechanisms (e.g. ran-
dom number generator, or lyrical-input based parameter
selector) discussed hereinabove.

[0722] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of parameter
tables for the various musical experience descriptors
selected by the system user and provided to the input
subsystem B0. As shown in FIGS. 27DD1, 27DD2 and
27DD3, the probability-based parameter programming
tables employed in the subsystem are set up for the exem-
plary “emotion-type” musical experience descriptor—
HAPPY—and used during the automated music composi-
tion and generation process of the present invention.
[0723] As shown in FIGS. 27DD1 through 27DD3, Sub-
system B26 uses parameter tables loaded by subsystem B51,
B40 and B41 to select the initial rhythm for the melody and
to create the entire rhythmic material for the melody (or
melodies) in the piece. For example, in a melody that is one
measure long in a 4/4 meter, there might be a one third
probability that the initial rhythm might last for two beats,
and based on this information the next chord might last for
1 beat, and based on this information the final chord in the
measure might last for 1 beat. The first chord might also last
for one beat, and based on this information the next chord
might last for 3 beats. This process continues until the entire
melodic material for the piece has been rhythmically created
and is awaiting the pitch material to be assigned to each
rhythm.

[0724] Notably, the rhythm of each melody note is depen-
dent upon the rhythms of all previous melody notes; the
rhythms of the other melody notes in the same measure,
phrase, and sub-phrase; and the melody rhythms of the
melody notes that might occur in the future. Each preceding
melody notes rhythm determination factors into the decision
for a certain melody note’s rhythm, so that the second
melody note’s rhythm is influenced by the first melody
note’s rhythm, the third melody note’s rhythm is influenced
by the first and second melody notes’ rhythms, and so on.
[0725] As shown in FIGS. 27DD1 through 27DD3, the
subsystem B26 manages a multi-stage process that (i) selects
the initial rhythm for the melody, and (ii) creates the entire
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rhythmic material for the melody (or melodies) in the piece
being composed by the automated music composition
machine.

[0726] As shown in FIGS. 27DD1 and 27DD2, this pro-
cess involves selecting the initial note length (i.e. note
rhythm) by employing a random number generator and
mapping its result to the related probability table. During the
first stage, the subsystem B26 uses the random number
generator (as described hereinabove), or other parameter
selection mechanism discussed hereinabove, to select an
initial note length of melody phrase d from the initial note
length table that has been loaded into the subsystem. Then,
as shown in FIGS. 27DD2 and 27DD3, using the subsystem
B26 selects a second note length and then the third chord
note length for melody phrase d, using the same methods
and the initial and second chord length parameter tables. The
process continues until the melody phrase length d is filled
with quarter notes. This process is described in greater detail
below.

[0727] As shown in FIG. 27DD2, the second note length
is selected by first selecting the column of the table that
matches with the result of the initial note length process and
then employing a random number generator and mapping its
result to the related probability table. During the second
stage, the subsystem B26 starts putting notes into the melody
sub-phrase d-e until the melody starts, and the process
continues until the melody phrase d-e is filled with notes.
[0728] As shown in FIG. 27DD3, the third note length is
selected by first selecting the column of the table that
matches with the results of the initial and second note length
processes and then employing a random number generator
and mapping its result to the related probability table. Once
the melody phrase d-e is filled with notes, the subsystem
B26 starts filling notes into the melody phrase e, during the
final stage, and the process continues until the melody
phrase e is filled with notes.

[0729] As shown in FIGS. 27DD1 through 27DD3, the
subsystem B26 then selects piece melody rhythms from the
filled phrase lengths, d, d-e and e. The resulting piece
melody rhythms are then ready for use during the automated
music composition and generation process of the present
invention, and are illustrated in the first stave of the musical
score representation illustrated at the bottom of FIG.
27DD3.

Specification of the Initial Pitch Generation Subsystem
B27)

[0730] FIG. 27EE shows the Initial Pitch Generation Sub-
system (B27) used in the Automated Music Composition
and Generation Engine of the present invention. Pitch, or
specific quality of a sound that makes it a recognizable tone,
is a fundamental building block of any musical piece. The
Initial Pitch Generation Subsystem determines what the
initial pitch of the melody will be for the musical piece. This
information is based on either user inputs (if given), com-
putationally-determined value(s), or a combination of both.
[0731] As shown in FIG. 27EE, the Initial Pitch Genera-
tion Subsystem B27 is supported by the initial melody
parameter tables shown in FIG. 28N, and parameter selec-
tion mechanisms (e.g. random number generator, or lyrical-
input based parameter selector) as discussed hereinabove.

[0732] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted data set of initial
pitches (i.e. parameter tables) for the various musical expe-
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rience descriptors selected by the system user and provided
to the input subsystem BO0. In FIG. 27EE, the probability-
based parameter programming tables (e.g. initial pitch table)
employed in the subsystem are set up for the exemplary
“emotion-type” musical experience descriptor—HAPPY—
and used during the automated music composition and
generation process of the present invention.

[0733] In general, the Initial Pitch Generation Subsystem
B27 uses the data outputs from other subsystems B26 as well
as parameter tables loaded by subsystem B51 to select the
initial pitch for the melody (or melodies) in the piece. For
example, in a “Happy” piece of music in C major, there
might be a one third probability that the initial pitch is a “C”,
a one third probability that the initial pitch is a “G”, and a
one third probability that the initial pitch is an “F”.

[0734] As indicated in FIG. 27EE, the subsystem B27 uses
a random number generator or other parameter selection
mechanism, as discussed above, to select the initial melody
note from the initial melody table loaded within the subsys-
tem. In the case example, the initial melody note=7 has been
selected from the table by the subsystem B27.

[0735] As shown in FIG. 27EE, the selected initial pitch
(i.e. initial melody note) for the melody is the used during
the automated music composition and generation process to
generate a part of the piece of music being composed, as
illustrated in the first stave of the musical score representa-
tion illustrated at the bottom of the process diagram shown
in FIG. 27EE.

Specification of the Sub-Phrase Pitch Generation Subsystem
(B29)

[0736] FIGS. 27FF1, 27FF2 and 27FF3 show a schematic
representation of the Sub-Phrase Pitch Generation Subsys-
tem (B29) used in the Automated Music Composition and
Generation Engine of the present invention. The Sub-Phrase
Pitch Generation Subsystem B29 determines the sub-phrase
pitches of the musical piece. This information is based on
either user inputs (if given), computationally-determined
value(s), or a combination of both. Pitch, or specific quality
of a sound that makes it a recognizable tone, is a funda-
mental building block of any musical piece.

[0737] As shown in FIGS. 27FF1, 27FF2 and 27FF3, the
Sub-Phrase Pitch Generation Subsystem (B29) is supported
by the melody note table, chord modifier table, the leap
reversal modifier table, and the leap incentive modifier
tables shown in FIGS. 2801, 2802 and 2803, and parameter
selection mechanisms (e.g. random number generator, or
lyrical-input based parameter selector) as discussed in detail
hereinabove.

[0738] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted data set of param-
eter tables for the various musical experience descriptors
selected by the system user and provided to the input
subsystem B0. As shown in FIG. 27FF1, the probability-
based parameter programming tables employed in the sub-
system B29 are set up for the exemplary “emotion-type”
musical experience descriptor—HAPPY—and used during
the automated music composition and generation process of
the present invention.

[0739] This subsystem B29 uses previous subsystems as
well as parameter tables loaded by subsystem B51 to create
the pitch material for the melody (or melodies) in the
sub-phrases of the piece.
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[0740] For example, in a melody that is one measure long
in a 4/4 meter with an initial pitch of “C” (for 1 beat), there
might be a one third probability that the next pitch might be
a “C” (for 1 beat), and based on this information the next
pitch be a “D” (for 1 beat), and based on this information the
final pitch in the measure might be an “E” (for 1 beat). Each
pitch of a sub-phrase is dependent upon the pitches of all
previous notes; the pitches of the other notes in the same
measure, phrase, and sub-phrase; and the pitches of the notes
that might occur in the future. Each preceding pitch deter-
mination factors into the decision for a certain note’s pitch,
so that the second note’s pitch is influenced by the first
note’s pitch, the third note’s pitch is influenced by the first
and second notes’ pitches, and so on. Additionally, the chord
underlying the pitch being selected affects the landscape of
possible pitch options. For example, during the time that a
C Major chord occurs, consisting of notes C E G, the note
pitch would be more likely to select a note from this chord
than during the time that a different chord occurs. Also, the
notes’ pitches are encourage to change direction, from either
ascending or descending paths, and leap from one note to
another, rather than continuing in a step-wise manner. Sub-
system B29 operates to perform such advanced pitch mate-
rial generation functions.

[0741] As shown in FIGS. 27FF1, 27FF2 and 27FF3, the
subsystem 29 uses a random number generator or other
suitable parameter selection mechanisms, as discussed here-
inabove, to select a note (i.e. pitch event) from the melody
note parameter table, in each sub-phrase to generate sub-
phrase melodies for the musical piece being composed.
[0742] As shown in FIGS. 27FF land 27FF2, the subsys-
tem B29 uses the chord modifier table to change the prob-
abilities in the melody note table, based on what chord is
occurring at the same time as the melody note to be chosen.
The top row of the melody note table represents the root note
of the underlying chord, the three letter abbreviation on the
left column represents the chord tonality, the intersecting
cell of these two designations represents the pitch classes
that will be modified, and the probability change column
represents the amount by which the pitch classes will be
modified in the melody note table.

[0743] As shown in FIGS. 27FF2 and 27FF3, the subsys-
tem B29 uses the leap reversal modifier table to change the
probabilities in the melody note table based on the distance
(measured in half steps) between the previous note(s).
[0744] As shown in FIGS. 27FF2 and 27FF3, the subsys-
tem B29 uses the leap incentive modifier table to change the
probabilities in the melody note table based on the distance
(measured in half steps) between the previous note(s) and
the timeframe over which these distances occurred.

[0745] The resulting sub-phrase pitches (i.e. notes) for the
musical piece are used during the automated music compo-
sition and generation process to generate a part of the piece
of music being composed, as illustrated in the first stave of
the musical score representation illustrated at the bottom of
the process diagram set forth in FIG. 27FF3.

Specification of the Phrase Pitch Generation Subsystem
(B28)

[0746] FIG. 27GG shows a schematic representation of
the phrase pitch generation subsystem (B28) used in the
Automated Music Composition and Generation Engine of
the present invention. Pitch, or specific quality of a sound
that makes it a recognizable tone, is a fundamental building
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block of any musical piece. The Phrase Pitch Generation
Subsystem B28 determines the pitches of the melody in the
musical piece, except for the initial pitch(es). This informa-
tion is based on either user inputs (if given), compute-
determined value(s), or a combination of both.

[0747] As shown in FIG. 27GG, this subsystem is sup-
ported by the Sub-Phrase Melody analyzer and parameter
selection mechanisms (e.g. random number generator, or
lyrical-input based parameter selector).

[0748] The primary function of the sub-phrase melody
analyzer is to determine a modified sub-phrase structure(s)
in order to change an important component of a musical
piece. The sub-phrase melody analyzer considers the
melodic, harmonic, and time-based structure(s) of a musical
piece, section, phrase, or additional segment(s) to determine
its output.

[0749] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of melodic note
rhythm parameter tables for the various musical experience
descriptors selected by the system user and provided to the
input subsystem B0. As shown in FIG. 27GG, the probabil-
ity-based parameter tables employed in the subsystem B29
are set up for the exemplary “emotion-type” musical expe-
rience descriptor—HAPPY—and used during the automated
music composition and generation process of the present
invention.

[0750] The Phrase Pitch Generation Subsystem B28 trans-
forms the output of B29 to the larger phrase-level pitch
material using the Sub-Phrase Melody Analyzer. The pri-
mary function of the sub-phrase melody analyzer is to
determine the functionality and possible derivations of a
melody(s) or other melodic material. The Melody Sub-
Phrase Analyzer uses the tempo, meter, form, chord(s),
harmony(s), melody(s), and structure of a piece, section,
phrase, or other length of a music piece to determine its
output.

[0751] Using the inputs all previous phrase and sub-phrase
outputs, in combination with data sets and parameter tables
loaded by subsystem B51, this subsystem B28 might create
a one half probability that, in a melody comprised of two
identical sub-phrases, notes in the second occurrence of the
sub-phrase melody might be changed to create a more
musical phrase-level melody. The sub-phase melodies are
modified by examining the rhythmic, harmonic, and overall
musical context in which they exist, and altering or adjusting
them to better fit their context.

[0752] This process continues until the pitch information
(i.e. notes) for the entire melodic material has been created.
The determined phrase pitch is used during the automated
music composition and generation process of the present
invention, so as to generate a part of the piece of music being
composed, as illustrated in musical score representation set
forth in the process diagram of FIG. 27GG.

[0753] The resulting phrase pitches for the musical piece
are used during the automated music composition and
generation process of the present invention so as to generate
a part of the piece of music being composed, as illustrated
in the first stave of the musical score representation illus-
trated at the bottom of the process diagram set forth in FIG.
27GG.
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Specification of the Pitch Octave Generation Subsystem
(B30)

[0754] FIGS. 27HH1 and 27HH2 show a schematic rep-
resentation of the Pitch Octave Generation Subsystem (B30)
used in the Automated Music Composition and Generation
Engine of the present invention. Frequency, or the number of
vibrations per second of a musical pitch, usually measured
in Hertz (Hz), is a fundamental building block of any
musical piece. The Pitch Octave Generation Subsystem B30
determines the octave, and hence the specific frequency of
the pitch, of each note and/or chord in the musical piece.
This information is based on either user inputs (if given),
computationally-determined value(s), or a combination of
both.

[0755] As shown in FIGS. 27HH1 and 27HH2, the Pitch
Octave Generation Subsystem B30 is supported by the
melody note octave table shown in FIG. 28P, and parameter
selection mechanisms (e.g. random number generator, or
lyrical-input based parameter selector) as described herein-
above.

[0756] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted set of melody note
octave parameter tables for the various musical experience
descriptors selected by the system user and provided to the
input subsystem B0. In FIGS. 27HH1 and 27HH2, the
probability-based parameter tables employed in the subsys-
tem is set up for the exemplary “emotion-type” musical
experience descriptor—HAPPY—and used during the auto-
mated music composition and generation process of the
present invention.

[0757] Asshown in FIGS. 27HH1 and 27HH2, the melody
note octave table is used in connection with the loaded set
of notes to determines the frequency of each note based on
its relationship to the other melodic notes and/or harmonic
structures in a musical piece. In general, there can be
anywhere from 0 to just-short-of infinite number of melody
notes in a piece. The system automatically determines this
number each music composition and generation cycle.

[0758] For example, for a note “C,” there might be a one
third probability that the C is equivalent to the fourth C on
a piano keyboard, a one third probability that the C is
equivalent to the fifth C on a piano keyboard, or a one third
probability that the C is equivalent to the fifth C on a piano
keyboard.

[0759] The resulting frequencies of the pitches of notes
and chords in the musical piece are used during the auto-
mated music composition and generation process of the
present invention so as to generate a part of the piece of
music being composed, as illustrated in the first stave of the
musical score representation illustrated at the bottom of the
process diagram set forth in FIG. 27HH2.

Specification of the Instrumentation Subsystem (B38)

[0760] FIGS. 27111 and 27112 show the Instrumentation
Subsystem (B38) used in the Automated Music Composition
and Generation Engine of the present invention. The Instru-
mentation Subsystem B38 determines the instruments and
other musical sounds and/or devices that may be utilized in
the musical piece. This information is based on either user
inputs (if given), compute-determined value(s), or a combi-
nation of both, and is a fundamental building block of any
musical piece.
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[0761] As shown in FIGS. 27111 and 27112, this subsystem
B38 is supported by the instrument tables shown in FIGS.
29Q1A and 29Q1B which are not probabilistic-based, but
rather plain tables indicating all possibilities of instruments
(i.e. an inventory of possible instruments) separate from the
instrument selection tables shown in FIGS. 28Q2A and
28Q2B, supporting probabilities of any of these instrument
options being selected.

[0762] The Parameter Transformation Engine Subsystem
B51 generates the data set of instruments (i.e. parameter
tables) for the various “style-type” musical experience
descriptors selectable from the GUI supported by input
subsystem BO0. In FIGS. 27111 and 27112, the parameter
programming tables employed in the subsystem are set up
for the exemplary “style-type” musical experience descrip-
tor—POP—and used during the automated music composi-
tion and generation process of the present invention. For
example, the style parameter “Pop” might load data sets
including Piano, Acoustic Guitar, Electric Guitar, Drum Kit,
Electric Bass, and/or Female Vocals.

[0763] The instruments and other musical sounds selected
for the musical piece are used during the automated music
composition and generation process of the present invention
so as to generate a part of the piece of music being
composed.

Specification of the Instrument Selector Subsystem (B39)

[0764] FIGS. 27J11 and 27JJ2 show a schematic repre-
sentation of the Instrument Selector Subsystem (B39) used
in the Automated Music Composition and Generation
Engine of the present invention. The Instrument Selector
Subsystem B39 determines the instruments and other musi-
cal sounds and/or devices that will be utilized in the musical
piece. This information is based on either user inputs (if
given), computationally-determined value(s), or a combina-
tion of both, and is a fundamental building block of any
musical piece.

[0765] Asshown in FIGS. 271J1 and 27]1J2, the Instrument
Selector Subsystem B39 is supported by the instrument
selection table shown in FIGS. 28Q2A and 28Q2B, and
parameter selection mechanisms (e.g. random number gen-
erator, or lyrical-input based parameter selector). Using the
Instrument Selector Subsystem B39, instruments are
selected for each piece of music being composed, as follows.
Each Instrument group in the instrument selection table has
a specific probability of being selected to participate in the
piece of music being composed, and these probabilities are
independent from the other instrument groups. Within each
instrument group, each style of instrument and each instru-
ment has a specific probability of being selected to partici-
pate in the piece and these probabilities are independent
from the other probabilities.

[0766] The Parameter Transformation Engine Subsystem
B51 generates the probability-weighted data set of instru-
ment selection (i.e. parameter) tables for the various musical
experience descriptors selectable from the input subsystem
BO0. In FIGS. 271J1 and 27]J2, the probability-based system
parameter tables employed in the subsystem is set up for the
exemplary “emotion-type” musical experience descriptor—
HAPPY—and “style-type” musical experience descriptor—
POP—and used during the automated music composition
and generation process of the present invention.

[0767] For example, the style-type musical experience
parameter “Pop” with a data set including Piano, Acoustic
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Guitar, Electric Guitar, Drum Kit, Electric Bass, and/or
Female Vocals might have a two-thirds probability that each
instrument is individually selected to be utilized in the
musical piece.

[0768] There is a strong relationship between Emotion and
style descriptors and the instruments that play the music. For
example, a Rock piece of music might have guitars, drums,
and keyboards, whereas a Classical piece of music might
have strings, woodwinds, and brass. So when a system user
selects ROCK music as a style, the instrument selection
table will show such instruments as possible selections.
[0769] The instruments and other musical sounds selected
by Instrument Selector Subsystem B39 for the musical piece
are used during the automated music composition and
generation process of the present invention so as to generate
a part of the piece of music being composed.

Specification of the Orchestration Generation Subsystem
(B31)

[0770] FIGS. 27KK1 through 27KK9, taken together,
show the Orchestration Generation Subsystem (B31) used in
the Automated Music Composition and Generation Engine
B31 of the present invention. Orchestration, or the arrange-
ment of a musical piece for performance by an instrumental
ensemble, is a fundamental building block of any musical
piece. From the composed piece of music, typically repre-
sented with a lead sheet (or similar) representation as shown
by the musical score representation at the bottom of FIG.
27111, and also at the top of FIG. 27KK6, the Orchestration
Generation Subsystem B31 determines what music (i.e. set
of notes or pitches) will be played by the selected instru-
ments, derived from the piece of music that has been
composed thus far automatically by the automated music
composition process. This orchestrated or arranged music
for each selected instrument shall determine the orchestra-
tion of the musical piece by the selected group of instru-
ments.

[0771] As shown in FIGS. 27KK1 through 27KK9, the
Orchestration Generation Subsystem (B31) is supported by
the following components: (i) the instrument orchestration
prioritization tables, the instrument function tables, the
piano hand function table, piano voicing table, piano rhythm
table, initial piano rhythm table, second note right hand
table, second note left hand table, third note right hand
length table, and piano dynamics table as shown in FIGS.
28R1, 28R2 and 28R3; (ii) the piano note analyzer illus-
trated in FIG. 27KK3, system analyzer illustrated in FIG.
27KK7, and master orchestration analyzer illustrated in FIG.
27KK9; and (iii) parameter selection mechanisms (e.g.
random number generator, or lyrical-input based parameter
selector) as described in detail above. It will be helpful to
briefly describe the function of the music data analyzers
employed in subsystem B31.

[0772] As will be explained in greater detail hereinafter,
the primary function of the Piano Note Analyzer illustrated
in FIG. 27KK3 is to analyze the pitch members of a chord
and the function of each hand of the piano, and then
determine what pitches on the piano are within the scope of
possible playable notes by each hand, both in relation to any
previous notes played by the piano and any possible future
notes that might be played by the piano.

[0773] The primary function of the System Analyzer illus-
trated in FIG. 27KK7 is to analyze all rhythmic, harmonic,
and timbre-related information of a piece, section, phrase, or
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other length of a composed music piece to determine and
adjust the rhythms and pitches of an instrument’s orches-
tration to avoid, improve, and/or resolve potential orches-
trational conflicts.

[0774] Also, the primary function of the Master Orches-
tration Analyzer illustrated in FIG. 27KK?9 is to analyze all
rhythmic, harmonic, and timbre-related information of a
piece, section, phrase, or other length of a music piece to
determine and adjust the rhythms and pitches of a piece’s
orchestration to avoid, improve, and/or resolve potential
orchestrational conflicts.

[0775] In general, there is a strong relationship between
emotion and style descriptors and the instruments that play
the music, and the music that selected instruments perform
during the piece. For example, a piece of music orchestrated
in a Rock style might have a sound completely different than
the same piece of music orchestrated in a Classical style.
However, the orchestration of the musical piece may be
unrelated to the emotion and style descriptor inputs and
solely in existence to effect timing requests. For example, if
a piece of music needs to accent a certain moment, regard-
less of the orchestration thus far, a loud crashing percussion
instrument such as a cymbal might successfully accomplish
this timing request, lending itself to a more musical orches-
tration in line with the user requests.

[0776] As with all the subsystems, Parameter Transforma-
tion Engine Subsystem BS51 generates the probability-
weighted set of possible instrumentation parameter tables
identified above for the various musical experience descrip-
tors selected by the system user and provided to the Input
Subsystem B0. In FIGS. 27KK1 through 27KK9, the prob-
ability-based parameter programming tables (i.e. instrument
orchestration prioritization table, instrument energy tabled,
piano energy table, instrument function table, piano hand
function table, piano voicing table, piano rhythm table,
second note right hand table, second note left hand table,
piano dynamics table) employed in the Orchestration Gen-
eration Subsystem B51 is set up for the exemplary “emo-
tion-type” descriptor—HAPPY—and “style-type” descrip-
tor—POP—and used during the automated music
composition and generation process of the present invention.
This musical experience descriptor information is based on
either user inputs (if given), computationally-determined
value(s), or a combination of both.

[0777] As illustrated in FIGS. 27KK1 and 27KK2, based
on the inputs from subsystems B37, B38, and B39, the
Orchestration Generation Subsystem B51 might determine
using a random number generation, or other parameter
selection mechanism, that a certain number of instruments in
a certain stylistic musical category are to be utilized in this
piece, and specific order in which they should be orches-
trated. For example, a piece of composed music in a Pop
style might have a one half probability of 4 total instruments
and a one half probability of 5 total instruments. If 4
instruments are selected, the piece might then have a instru-
ment orchestration prioritization table containing a one half
probability that the instruments are a piano, acoustic guitar,
drum kit, and bass, and a one half probability that the
instruments are a piano, acoustic guitar, electric guitar, and
bass. In FIG. 27KK1, a different set of priorities are shown
for six (6) exemplary instrument orchestrations. As shown,
in the case example, the selected instrument orchestration
order is made using a random number generator to provide:
piano, electric bass 1 and violin.
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[0778] The flow chart illustrated in FIGS. 27KK1 through
27KK?7 describes the orchestration process for the piano—
the first instrument to be orchestrated. As shown, the steps
in the piano orchestration process include: piano/instrument
function selection, piano voicing selection, piano rhythm
length selection, and piano dynamics selection, for each note
in the piece of music assigned to the piano. Details of these
steps will be described below.

[0779] As illustrated in FIGS. 27KK1 and 27KK2, the
Orchestration Generation Subsystem B51 accesses the pre-
loaded instrument function table, and uses a random func-
tion generator (or other parameter selection mechanism) to
select an instrument function for each part of the piece of
music being composed (e.g. phrase melody, piece melody
etc.). The results from this step of the orchestration process
include the assignment of a function (e.g. primary melody,
secondary melody, primary harmony, secondary harmony or
accompaniment) to each part of the musical piece. These
function codes or indices will be used in the subsequent
stages of the orchestration process as described in detail
below.

[0780] It is important in orchestration to create a clear
hierarchy of each instrument and instrument groups’ func-
tion in a piece or section of music, as the orchestration of an
instrument functioning as the primary melodic instrument
might be very different than if it is functioning as an
accompaniment. Examples of “instrument function” are
illustrated in the instrument function table shown in FIG.
27KK1, and include, for example: primary melody; second-
ary melody; primary harmony; secondary harmony; and
accompaniment. It is understood, however, that there are
many more instrument functions that might be supported by
the instruments used to orchestrate a particular piece of
composed music. For example, in a measure of a “Happy”
C major piece of music with a piano, acoustic guitar, drum
kit, and bass, the subsystem B31 might assign the melody to
the piano, a supportive strumming pattern of the chord to the
acoustic guitar, an upbeat rhythm to the drum kit, and the
notes of the lowest inversion pattern of the chord progres-
sion to the bass. In general, the probabilities of each instru-
ment’s specific orchestration are directly affected by the
preceding orchestration of the instrument as well as all other
instruments in the piece.

[0781] Therefore, the Orchestration Generation Subsys-
tem B31 orchestrates the musical material created previ-
ously including, but not limited to, the chord progressions
and melodic material (i.e. illustrated in the first two staves of
the “lead sheet” musical score representation shown in
FIGS. 27KK5 and 27KK6) for the specific instruments
selected for the piece. The orchestrated music for the instru-
ments in the case example, i.e. violin (Vln.), piano (Pno.)
and electric bass (E.B.) shall be represented on the third,
fourth/fifth and six staves of the music score representation
in FIGS. 27KK6, 27KK7 and 27KKS, respectively, gener-
ated and maintained for the musical orchestration during the
automated music composition and generation process of the
present invention. Notably, in the case example, illustrated
in FIGS. 27KK1 through 27KK9, the subsystem B31 has
automatically made the following instrument function
assignments: (i) the primary melody function is assigned to
the violin (VIn.), wherein the orchestrated music for this
instrument function will be derived from the lead sheet
music composition set forth on the first and second staves
and then represented along the third stave of the music
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representation shown FIG. 27KK6; the secondary melody
function is assigned to the right hand (RH) of the piano
(Pno.) while the primary harmony function is assigned to the
left hand (LH) of the piano, wherein its orchestrated music
for these instrument functions will be derived from the lead
sheet music composition set forth on the first and second
staves and then represented along the fourth and fifth staves
of the music representation shown in FIG. 27KK6; and the
secondary harmony function is assigned to the electric bass
(E.B.), wherein the orchestrated music for this instrument
function will be derived from the lead sheet music compo-
sition set forth on the first and second staves and then
represented along the sixth stave of the music representation
shown in FIG. 27KKé6.

[0782] For the case example at hand, the order of instru-
ment orchestration has been selected to be: (1) the piano
performing the secondary melody and primary harmony
functions with the RH and LH instruments of the piano,
respectively; (2) the violin performing the primary melody
function; and (3) the electric base (E.B.) performing the
primary harmony function. Therefore, the subsystem B31
will generate orchestrated music for the selected group of
instruments in this named order, despite the fact that violin
has been selected to perform the primary melody function of
the orchestrated music. Also, it is pointed out that multiple
instruments can perform the same instrument functions (i.e.
both the piano and violin can perform the primary melody
function) if and when the subsystem B31 should make this
determination during the instrument function step of the
orchestration sub-process, within the overall automated
music composition process of the present invention. While
subsystem B31 will make instrument function assignments
un-front during the orchestration process, it is noted that the
subsystem B31 will use its System and Master Analyzers
discussed above to automatically analyze the entire orches-
tration of music when completed and determine whether or
not if it makes sense to make new instrument function
assignments and re-generate orchestrated music for certain
instruments, based on the lead sheet music representation of
the piece of music composed by the system of the present
invention. Depending on how particular probabilistic or
stochastic decisions are made by the subsystem B31, it may
require several complete cycles through the process repre-
sented in FIGS. 27KK1 through 27KK9, before an accept-
able music orchestration is produced for the piece of music
composed by the automated music composition system of
the present invention. This and other aspects of the present
invention will become more readily apparent hereinafter.

[0783] As shown in the process diagram of FIGS. 27KK1
through 27KK9, once the function of each instrument is
determined, then the Subsystem B31 proceeds to load instru-
ment-function-specific function tables (e.g. piano hand func-
tion tables) to support (i) determining the manner in which
the instrument plays or performs its function, based on the
nature of each instrument and how it can be conventionally
played, and (ii) generating music (e.g. single notes, diads,
melodies and chords) derived from each note represented in
the lead sheet musical score for the composed piece of
music, so as to create an orchestrated piece of music for the
instrument performing its selected instrument function. In
the example shown in FIG. 27KK2, the probability-based
piano hand function table is loaded for the selected instru-
ment function in the case example, namely: secondary
melody. While only the probability-based piano hand func-
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tion (parameter) table is shown in FIG. 27KK2, for clarity of
exposition, it is understood that the Instrument Orchestration
Subsystem B31 will have access to probability-based piano
hand function table for each of the other instrument func-
tions, namely: primary melody; primary harmony; second-
ary harmony; and accompaniment. Also, it is understood that
the Instrument Orchestration Subsystem B31 will have
access to a set of probability-based instrument function
tables programmed for each possible instrument function
selectable by the Subsystem B31 for each instrument
involved in the orchestration process.

[0784] Consider, for example, a piano instrument typically
played with a left hand and a right hand. In this case, a piano
accompaniment in a Waltz (in a 3/4 time signature) might
have the Left Hand play every downbeat and the Right Hand
play every second and third beat of a piece of music
orchestrated for the piano. Such instrument-specific function
assignment for the piano is carried out by the Instrument
Orchestration Subsystem B31 (i) processing each note in the
lead sheet of the piece of composed music (represented on
the first and staves of the music score representation in FIG.
27KK6), and (ii) generating orchestrated music for both the
right hand (RH) and left hand (LH) instruments of the piano,
and representing this orchestrated music in the piano hand
function table shown in FIGS. 27KK1 and 27KK3. Using
the piano hand function table, and a random number gen-
erator as described hereinabove, the Subsystem B31 pro-
cesses each note in the lead sheet musical score and gener-
ates music for the right hand and left hand instruments of the
piano.

[0785] For the piano instrument, the orchestrated music
generation process that occurs is carried out by subsystem
B31 as follows. For the first note in the lead sheet musical
score, the subsystem B31 (i) refers to the probabilities
indicated in the RH part of the piano hand function table and,
using a random number generator (or other parameter selec-
tion mechanism) selects either a melody, single note or
chord from the RH function table, to be generated and added
to the stave of the RH instrument of the piano, as indicated
as the fourth stave shown in FIG. 27KK6; and immediately
thereafter (ii) refers to the probabilities indicated in the LH
part of the piano hand function table and, using a random
number generator (or other parameter selection mechanism)
selects from the selected column in the RH function table,
either a melody, single note (non-melodic), a diad, or chord,
to be generated and added to the stave of the LH instrument
of the piano, as indicated as the fifth stave shown in FIG.
27KK6. Notably, a dyad (or diad) is a set of two notes or
pitches, whereas a chord has three or more notes, but in
certain contexts a musician might consider a dyad a chord—
or as acting in place of a chord. A very common two-note
“chord” is the interval of a perfect fifth. Since an interval is