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[ABSTRACT] 

Disclosed is an image data encoding/decoding method and apparatus. A 

method for decoding a 360-degree image comprises the steps of: receiving a 

bitstream obtained by encoding a 360-degree image; generating a prediction image 

by making reference to syntax information obtained from the received bitstream; 

combining the generated prediction image with a residual image obtained by 

dequantizing and inverse-transforming the bitstream, so as to obtain a decoded 

image; and reconstructing the decoded image into a 360-degree image according to 

a projection format. Here, the step of generating the prediction image comprises the 

steps of: obtaining, from motion information included in the syntax information, a 

motion vector candidate group including a motion vector of a block adjacent to a 

current block to be decoded; deriving a prediction motion vector from the motion 

vector candidate group, on the basis of selection information extracted from the 

motion information; and determining a prediction block for the current block to be 

decoded, using a fmal motion vector derived by adding the prediction motion vector 

to a differential motion vector extracted from the motion information.
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IMAGE DATA ENCODING/DECODING METHOD AND APPARATUS 

[INCORPORATION BY REFERENCE] 

[0001] This application is a divisional application of Australian Patent Application No.  

2017340007, which is the Australian National Phase Application of 

PCT/KR2017/011149 filed on 10 October 2017, which claims the benefit of Korean 

Patent Application No. 10-2017-0090621 filed on 17 July 2017, of Korean Patent 

Application No. 10-2016-0129391 filed on 6 October 2016 and of Korean Patent 

Application No. 10-2016-0127893 filed on 6 October 2016 , the disclosures of which 

are incorporated herein by reference in their entirety.  

[TECHNICAL FIELD] 

[0001A] The present disclosure relates to image data encoding and decoding 

technology, and more particularly, to a method and apparatus for encoding and 

decoding a 360-degree image for realistic media service.  

[BACKGROUND] 

[0002] With the spread of the Internet and mobile terminals and the development of 

information and communication technology, the use of multimedia data is increasing 

rapidly. Recently, demand for high-resolution images and high-quality images such 

as a high definition (HD) image and an ultra high definition (UHD) image is emerging 

in various fields, and demand for realistic media service such as virtual reality, 

augmented reality, and the like is increasing rapidly. In particular, since multi-view 

images captured with a plurality of cameras are processed for 360-degree images 

for virtual reality and augmented reality, the amount of data generated for the 

processing increases massively, but the performance of an image processing 

system for processing a large amount of data is insufficient.  

[0003] As described above, in an image encoding and decoding method and 

apparatus of the related art, there is a demand for improvement of performance in 

image processing, particularly, image encoding/decoding.  

[0003a] Any discussion of documents, acts, materials, devices, articles or the like 

which has been included in the present specification is not to be taken as an 

admission that any or all of these matters form part of the prior art base or were
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common general knowledge in the field relevant to the present disclosure as it 

existed before the priority date of each of the appended claims.  

[0003b] Throughout this specification the word "comprise", or variations such as 

"comprises" or "comprising", will be understood to imply the inclusion of a stated 

element, integer or step, or group of elements, integers or steps, but not the 

exclusion of any other element, integer or step, or group of elements, integers or 

steps.  

[0003c] One or more embodiments of the present disclosure address or ameliorate 

at least one disadvantage or shortcoming of prior techniques, or at least provide a 

useful alternative thereto.  

[SUMMARY] 

[0004] Some embodiments relate to a method for improving an image setting 

process in initial steps for encoding and decoding. More particularly, the present 

disclosure is directed to providing an encoding and decoding method and apparatus 

for improving an image setting process in consideration of the characteristics of a 

360-degree image.  

[0004a] Some embodiments relate to a method for decoding a 360-degree image, 

the method comprising: receiving a bitstream in which the 360-degree image is 

encoded, the bitstream including data of an extended 2-dimensional image, the 

extended 2-dimensional image including a 2-dimensional image and a 

predetermined extension region, and the 2-dimensional image being projected from 

an image with a 3-dimensional projection structure and including at least one face; 

and reconstructing the extended 2-dimensional image by decoding the data of an 

extended 2-dimensional image, wherein a size of the extension region is determined 

based on width information indicating a width of the extension region, the width 

information being obtained from the bitstream, wherein sample values of the 

extension region are determined differently according to a padding method selected 

from a plurality of padding methods, wherein the width information includes both first 

width information of the extension region on a left side of the face and second width 

information of the extension region on a right side of the face, wherein the 

reconstructing the extended 2-dimensional image comprises generating a prediction 

image, and wherein the prediction image is generated by intra prediction.  

[0004b] Some embodiments relate to a method for encoding a 360-degree image,
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the method comprising: obtaining a 2-dimensional image projected from an image 

with a 3-dimensional projection structure and including at least one face; obtaining 

an extended 2-dimensional image including the 2-dimensional image and a 

predetermined extension region; and encoding data of the extended 2-dimensional 

image into a bitstream in which the 360-degree image is encoded, wherein a size of 

the extension region is encoded based on width information indicating a width of the 

extension region, the width information being encoded into the bitstream, wherein 

sample values of the extension region are determined differently according to a 

padding method selected from a plurality of padding methods, wherein the width 

information includes both first width information of the extension region on a left side 

of the face and second width information of the extension region on a right side of 

the face, wherein the encoding data of the extended 2-dimensional image comprises 

generating a prediction image, and wherein the prediction image is generated by 

intra prediction.  

[0004c] Some embodiments relate to a non-transitory computer-readable recording 

medium storing a bitstream that is generated by a method for encoding a 360-degree 

image, the method comprising: obtaining a 2-dimensional image projected from an 

image with a 3-dimensional projection structure and including at least one face; 

obtaining an extended 2-dimensional image including the 2-dimensional image and a 

predetermined extension region; and encoding data of the extended 2-dimensional 

image into a bitstream in which the 360-degree image is encoded, wherein a size of 

the extension region is encoded based on width information indicating a width of the 

extension region, the width information being encoded into the bitstream, wherein 

sample values of the extension region are determined differently according to a 

padding method selected from a plurality of padding methods, wherein the width 

information includes both first width information of the extension region on a left side 

of the face and second width information of the extension region on a right side of 

the face, wherein the encoding data of the extended 2-dimensional image comprises 

generating a prediction image, and wherein the prediction image is generated by 

intra prediction.  

[0005] According to an aspect of the present disclosure, there is provided a method 

of decoding a 360-degree image.  

[0006] Here, the method of decoding a 360-degree image may include receiving a 

bitstream including an encoded 360-degree image, generating a predicted image
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with reference to syntax information acquired from the received bitstream, acquiring 

a decoded image by combining the generated predicted image with a residual image 

acquired by inversely quantizing and inversely transforming the bitstream, and 

reconstructing the decoded image into the 360-degree image according to a 

projection format.  

[0007] Here, the syntax information may include projection format information for the 

360-degree image.  

[0008] Here, the projection format information may be information indicating at least 

one of an Equi-Rectangular Projection (ERP) format in which the 360-degree image 

is projected into a 2D plane, a CubeMap Projection (CMP) format in which the 

360-degree image is projected to a cube, an OctaHedron Projection (OHP) format in 

which the 360-degree image is projected to an octahedron, and an IcoSahedral 

Projection (ISP) format in which the 360-degree image is projected to a polyhedron.  

[0009] Here, the reconstructing may include acquiring arrangement information 

according to region-wise packing with reference to the syntax information and 

rearranging blocks of the decoded image according to the arrangement information.  

[0010] Here, the generating of the predicted image may include performing image 

expansion on a reference picture acquired by restoring the bitstream, and generating 

a predicted image with reference to the reference picture on which the image 

expansion is performed.  

[0011] Here, the performing of the image expansion may include performing image 

expansion on the basis of partitioning units of the reference picture.  

[0012] Here, the performing of the image expansion on the basis of the partitioning 

units may include generating an expanded region individually for each partitioning 

unit by using the reference pixel of the partitioning unit.  

[0013] Here, the expanded region may be generated using a boundary pixel of a 

partitioning unit spatially adjacent to a partitioning unit to be expanded or using a 

boundary pixel of a partitioning unit having image continuity with a partitioning unit to 

be expanded.  

[0014] Here, the performing of the image expansion on the basis of the partitioning 

units may include generating an expanded image for a region where two or more 

partitioning units that are spatially adjacent to each other among the partitioning units 

are combined, using a boundary pixel of the combined region.  

[0015] Here, the performing of the image expansion on the basis of the partitioning
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units may include generating an expanded region between partitioning units that are 

spatially adjacent to each other among the partitioning units, using all adjacent pixel 

information of the adjacent partitioning units.  

[0016] Here, the performing of the image expansion on the basis of the partitioning 

units may include generating the expanded region using an average value of 

adjacent pixels of the spatially adjacent partitioning units.  

[0017] Here, the generating of the predicted image may include, acquiring, from 

motion information included in the syntax information, a motion vector candidate 

group that includes a motion vector of a block adjacent to a current block to be 

decoded, deriving, on the basis of selection information extracted from the motion 

information, a prediction motion vector from the motion vector candidate group, and 

determining a prediction block of the current block to be decoded by using a final 

motion vector that is derived by adding the prediction motion vector and a difference 

motion vector extracted from the motion information.  

[0018] Here, the motion vector candidate group may be, when blocks adjacent to the 

current block are different from a face to which the current block belongs, composed 

of only a motion vector for a block, among the adjacent blocks, which belongs to a 

face having image continuity with the face to which the current block belongs.  

[0019] Here, the block adjacent to the current block may mean a block adjacent to 

the current block in at least one direction selected from upper left, up, upper right, 

down, and lower left.  

[0020] Here, the final motion vector may indicate, on the basis of the current block, a 

reference region that is included within at least one reference picture and is set in a 

region having image continuity between faces according to the projection format.  

[0021] Here, the reference picture may be expanded in up, down, left, and right 

directions on the basis of image continuity according to the projection format, and 

then the reference region may be set.  

[0022] Here, the reference picture may be expanded in the face unit, and the 

reference region may be set over the face boundary.  

[0023] Here, the motion information may include at least one among a reference 

picture list to which the reference picture belongs, an index of the reference picture, 

and a motion vector indicating the reference region.  

[0024] Here, the generating of the prediction block of the current block may include 

partitioning the current block into a plurality of sub-blocks and generating a prediction
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block for each of the plurality of sub-blocks that result from the partitioning.  

[0025] With the image encoding/decoding method and apparatus according to some 

embodiments of the present disclosure, it is possible to enhance compression 

performance. In particular, for a 360-degree image, it is possible to enhance 

compression performance.  

[DESCRIPTION OF THE DRAWINGS] 

[0026] FIG. 1 is a block diagram of an image encoding apparatus according to some 

embodiments of the present disclosure.  

[0027] FIG. 2 is a block diagram of an image decoding apparatus according to some 

embodiments of the present disclosure.  

[0028] FIG. 3 is an example diagram in which image information is partitioned into 

layers in order to compress an image.  

[0029] FIG. 4 is a conceptual diagram showing examples of image partitioning 

according to some embodiments of the present disclosure.  

[0030] FIG. 5 is another example diagram of an image partitioning method according 

to some embodiments of the present disclosure.  

[0031] FIG. 6 is an example diagram of a general image resizing method.  

[0032] FIG. 7 is an example diagram of image resizing according to some 

embodiments of the present disclosure.  

[0033] FIG. 8 is an example diagram of a method of constructing a region generated 

through expansion in the image resizing method according to some embodiments of 

the present disclosure.  

[0034] FIG. 9 is an example diagram of a method of constructing a region to be 

deleted and a region to be generated in the image resizing method according to 

some embodiments of the present disclosure.  

[0035] FIG. 10 is an example diagram of image reconstruction according to some 

embodiments of the present disclosure.  

[0036] FIG. 11 is an example diagram showing images before and after an image 

setting process according to some embodiments of the present disclosure.  

[0037] FIG. 12 is an example diagram of resizing each partitioning unit of an image 

according to some embodiments of the present disclosure.  

[0038] FIG. 13 is an example diagram of a set of resizing or setting of a partitioning 

unit in an image.
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[0039] FIG. 14 is an example diagram in which both of a process of resizing an 

image and a process of resizing partitioning units in an image are represented.  

[0040] FIG. 15 is an example diagram showing a two-dimensional (2D) planar space 

and a three-dimensional (3D) space showing a 3D image.  

[0041] FIGS. 16A to 16D are conceptual diagrams illustrating a projection format 

according to some embodiments of the present disclosure.  

[0042] FIG. 17 is a conceptual diagram showing that a projection format is included 

in a rectangular image according to some embodiments of the present disclosure.  

[0043] FIG. 18 is a conceptual diagram of a method of converting a projection format 

into a rectangular shape, that is, a method of performing rearrangement on a face to 

exclude a meaningless region according to some embodiments of the present 

disclosure.  

[0044] FIG. 19 is a conceptual diagram showing that a region-wise packing process 

is performed to convert a CMP projection format into a rectangular image according 

to some embodiments of the present disclosure.  

[0045] FIG. 20 is a conceptual diagram of 360-degree image partitioning according to 

some embodiments of the present disclosure.  

[0046] FIG. 21 is an example diagram of 360-degree image partitioning and image 

reconstruction according to some embodiments of the present disclosure.  

[0047] FIG. 22 is an example diagram in which an image packed or projected by 

CMP is partitioned into tiles.  

[0048] FIG. 23 is a conceptual diagram illustrating an example of resizing a 

360-degree image according to some embodiments of the present disclosure.  

[0049] FIG. 24 is a conceptual diagram illustrating continuity between faces in a 

projection format (e.g., CHP, OHP, or ISP) according to some embodiments of the 

present disclosure.  

[0050] FIG. 25 is a conceptual diagram illustrating continuity of a face of Section 21C 

which is an image acquired through an image reconstruction process or a 

region-wise packing process in the CMP projection format.  

[0051] FIG. 26 is an example diagram illustrating image resizing in the CMP 

projection format according to some embodiments of the present disclosure.  

[0052] FIG. 27 is an example diagram illustrating resizing of an image transformed 

and packed in the CMP projection format according to some embodiments of the 

present disclosure.
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[0053] FIG. 28 is an example diagram illustrating a data processing method for 

resizing a 360-degree image according to some embodiments of the present 

disclosure.  

[0054] FIG. 29 is an example diagram showing a tree-based block form.  

[0055] FIG. 30 is an example diagram showing a type-based block form.  

[0056] FIG. 31 is an example diagram showing various types of blocks that may be 

acquired by a block partitioning part of the present disclosure.  

[0057] FIG. 32 is an example diagram illustrating tree-based partitioning according to 

some embodiments of the present disclosure.  

[0058] FIG. 33 is an example diagram illustrating tree-based partitioning according to 

some embodiments of the present disclosure.  

[0059] FIG. 34 is an example diagram illustrating various cases in which a prediction 

block is obtained through inter-prediction.  

[0060] FIG. 35 is an example diagram illustrating composition of a reference picture 

list according to some embodiments of the present disclosure.  

[0061] FIG. 36 is a conceptual diagram illustrating a non-translation motion model 

according to some embodiments of the present disclosure.  

[0062] FIG. 37 is an example diagram illustrating motion estimation in sub-block units 

according to some embodiments of the present disclosure.  

[0063] FIG. 38 is an example diagram illustrating a block referenced in motion 

information prediction of a current block according to some embodiments of the 

present disclosure.  

[0064] FIG. 39 is an example diagram illustrating a block referenced for motion 

information prediction of a current block in a non-translation motion model according 

to some embodiments of the present disclosure.  

[0065] FIG. 40 is an example diagram illustrating that inter-prediction is performed 

using an expanded picture according to some embodiments of the present 

disclosure.  

[0066] FIG. 41 is a conceptual diagram illustrating expansion of a face unit according 

to some embodiments of the present disclosure.  

[0067] FIG. 42 is an example diagram illustrating that inter-prediction is performed 

using an expanded image according to some embodiments of the present 

disclosure.  

[0068] FIG. 43 is an example diagram illustrating that inter-prediction is performed
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using an expanded reference picture according to some embodiments of the present 

disclosure.  

[0069] FIG. 44 is an example diagram illustrating composition of a motion information 

prediction candidate group for inter-prediction in a 360-degree image according to 

some embodiments of the present disclosure.  

[DETAILED DESCRIPTION] 

[0070] Accordingly, while the disclosure is susceptible to various modifications and 

alternative forms, specific embodiments thereof are shown by way of example in the 

drawings and will herein be described in detail. It should be understood, however, 

that there is no intent to limit the disclosure to the particular forms disclosed, but on 

the contrary, the disclosure is to cover all modifications, equivalents, and alternatives 

falling within the spirit and scope of the disclosure. Like numbers refer to like 

elements throughout the description of the figures.  

[0071] It will be understood that, although the terms first, second, etc. may be used 

herein to describe various elements, these elements should not be limited by these 

terms. These terms are only used to distinguish one element from another. For 

example, a first element could be termed a second element, and, similarly, a second 

element could be termed a first element, without departing from the scope of the 

present disclosure. As used herein, the term "and/or" includes any and all 

combinations of one or more of the associated listed items.  

[0072] It will be understood that when an element is referred to as being "connected" 

or "coupled" to another element, it can be directly connected or coupled to the other 

element or intervening elements may be present. In contrast, when an element is 

referred to as being "directly connected" or "directly coupled" to another element, 

there are no intervening elements present. Other words used to describe the 

relationship between elements should be interpreted in a like fashion (i.e., "between" 

versus "directly between", "adjacent" versus "directly adjacent", etc.).  

[0073] The terminology used herein is for the purpose of describing particular 

embodiments only and is not intended to be limiting of the disclosure. As used 

herein, the singular forms "a", "an" and "the" are intended to include the plural forms 

as well, unless the context clearly indicates otherwise. It will be further understood 

that the terms "comprises", "comprising,", "includes" and/or "including", when used 

herein, specify the presence of stated features, integers, steps, operations, elements,
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and/or components, but do not preclude the presence or addition of one or more 

other features, integers, steps, operations, elements, components, and/or groups 

thereof.  

[0074] Unless otherwise defined, all terms (including technical and scientific terms) 

used herein have the same meaning as commonly understood by one of ordinary 

skill in the art to which this disclosure belongs. It will be further understood that 

terms, such as those defined in commonly used dictionaries, should be interpreted 

as having a meaning that is consistent with their meaning in the context of the 

relevant art and will not be interpreted in an idealized or overly formal sense unless 

expressly so defined herein.  

[0075]An image encoding apparatus and an image decoding apparatus may each 

be a user terminal such as a personal computer (PC), a laptop computer, a personal 

digital assistant (PDA), a portable multimedia player (PMP), a PlayStation Portable 

(PSP), a wireless communication terminal, a smart phone, and a TV, a virtual reality 

(VR) device, an augmented reality (AR) device, a mixed reality (MR) device, a head 

mounted display (HMD) device, and smart glasses or a server terminal such as an 

application server and a service server, and may include various devices having a 

communication device, such as a communication modem, for communicating with 

various equipments or wired/wireless communication networks, a memory for storing 

various programs and data used to encode or decode an image or perform inter- or 

intra-prediction for the encoding or decoding, a processor for executing programs to 

perform computation and control operations, and so on. In addition, an image 

encoded into a bitstream by the image encoding apparatus may be transmitted, in 

real time or in non-real time, to the image decoding apparatus through a 

wired/wireless communication network such as the Internet, a short-range wireless 

network, a wireless local area network (LAN), a WiBro network, a mobile 

communication network or through a variety of communication interfaces such as a 

cable, a universal serial bus (USB), or the like. Then, the bitstream may be 

decoded by the image decoding apparatus to be restored and replayed as the 

image.  

[0076] Also, the image encoded into the bitstream by the image encoding apparatus 

may be transferred from the image encoding apparatus to the image decoding 

apparatus through a computer-readable recording medium.  

[0077] The above-described image encoding apparatus and decoding apparatus
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may be separate apparatuses, but may be provided as one image 

encoding/decoding apparatus according to the implementation. In this case, some 

elements of the image encoding apparatus may be substantially the same as those 

of the image decoding apparatus and may be implemented to include at least the 

same structures or perform the same functions.  

[0078] Therefore, in the following detailed description of technical elements and their 

working principles, redundant description of the corresponding technical elements 

will be omitted.  

[0079] Also, the image decoding apparatus corresponds to a computing apparatus 

that applies an image encoding method performed by the image encoding apparatus 

to a decoding process, and thus the following description will focus on the image 

encoding apparatus.  

[0080] The computing apparatus may include a memory configured to store a 

program or a software mode for implementing an image encoding method and/or an 

image decoding method and a processor connected to the memory to execute the 

program. Also, the image encoding apparatus may also be referred to as an 

encoder, and the image decoding apparatus may also be referred to as a decoder.  

[0081] 

[0082] Generally, an image may be composed of a series of still images. The still 

images may be classified in units of groups of pictures (GOPs), and each still image 

may be referred to as a picture. In this case, the picture may indicate one of a 

frame and a field in a progressive signal and an interlace signal. The picture may 

be represented as "frame" when encoding/decoding is performed on a frame basis 

and may be represented as "field" when encoding/decoding is performed on a field 

basis. Some embodiments assume a progressive signal, but may also be applied 

to an interlace signal. As a higher concept, units such as a GOP and a sequence 

may exist, and also each picture may be partitioned into predetermined areas such 

as slices, tiles, blocks, and the like. Also, one GOP may include units such as 

I-picture, P-picture, and B-picture. I-picture may refer to a picture that is 

autonomously encoded/decoded without using a reference picture, and P-picture 

and B-picture may refer to a picture that is encoded/decoded by performing a 

process such as motion estimation and motion compensation using a reference 

picture. Generally, P-picture may use I-picture and B-picture as reference pictures, 

and B-picture may use I-picture and P-picture as reference pictures. However, the



12 

above definitions may also be changed by settings of encoding/decoding.  

[0083] Here, a picture referred to in encoding/decoding is called a reference picture, 

and a block or pixel referred to in encoding/decoding is called a reference block or a 

reference pixel. Also, reference data may include frequency-domain coefficients 

and various types of encoding/decoding information generated and determined 

during an encoding/decoding process, as well as spatial-domain pixel values. For 

example, the reference data may correspond to intra-prediction information or motion 

information in a prediction part, transformation information in a transformation part/an 

inverse transformation part, quantization information in a quantization part/an inverse 

quantization part, encoding/decoding information (context information) in an 

encoding part/a decoding part, filter information in an in-loop filter part, and the like.  

[0084] The minimum unit of the image may be a pixel, and the number of bits used to 

represent one pixel is called a bit depth. Generally, the bit depth may be eight bits, 

and a bit depth of eight or more bits may be supported depending on the encoding 

settings. At least one bit depth may be supported depending on a color space.  

Also, at least one color space may be included according to an image color format.  

One or more pictures having the same size or one or more pictures having different 

sizes may be included according to a color format. For example, YCbCr 4:2:0 may 

be composed of one luminance component (Y in this example) and two chrominance 

components (Cb/Cr in this example). At this time, the composition ratio of the 

chrominance components and the luminance component may be 1:2 in width and 

height. As another example, YCbCr 4:4:4 may have the same composition ratio in 

width and height. Like the above example, when one or more color spaces are 

included, a picture may be partitioned into the color spaces.  

[0085] Some embodiments will be described on the basis of any color space (Y in 

this example) of any color format (YCbCr in this example), and this description will 

be applied to another color space (Cb and Cr in this example) of the color format in 

the same or similar manner (settings dependent on a specific color space).  

However, a partial difference (settings independent of a specific color space) may be 

given to each color space. That is, the settings dependent on each color space 

may refer to settings proportional to or dependent on the composition ratio of each 

component (e.g., 4:2:0, 4:2:2, or 4:4:4), and the setting independent of each color 

space may refer to settings of only a corresponding color space, independently from 

or regardless of the composition ratio of each component. In some embodiments,
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some elements may have independent settings or dependent settings depending on 

the encoder/decoder.  

[0086] Setting information or syntax elements needed during an image encoding 

process may be determined at a level of units such as a video, a sequence, a picture, 

a slice, a tile, a block, and the like. The units include a video parameter set (VPS), 

a sequence parameter set (SPS), a picture parameter set (PPS), a slice header, a 

tile header, and a block header. An encoder may add the units to a bitstream and 

send the bitstream to a decoder. The decoder may parse the bitstream at the same 

level, restore the setting information sent by the encoder, and use the setting 

information in an image decoding process. Also, related information may be 

transmitted through a bitstream in the form of supplement enhancement information 

(SEI) or metadata, and then may be parsed and then used. Each parameter set 

has a unique ID value, and a lower parameter set may have an ID value of an upper 

parameter set to be referred to. For example, a lower parameter set may refer to 

information of an upper parameter set having a corresponding ID value among one 

or more upper parameter sets. Among various examples of the above-described 

units, when any one unit includes one or more different units, the any one unit may 

be referred to as an upper unit, and the included units may be referred to as a lower 

unit.  

[0087] Setting information having occurred in such a unit may include settings 

independent of each unit or settings dependent on a previous, following, or upper 

unit. Here, it will be understood that the dependent settings indicate setting 

information of a corresponding unit using flag information corresponding to settings 

of the previous, following, or upper unit (e.g., 1-bit flag; 1 indicates Follow, and 0 

indicates Do Not Follow). In some embodiments, the setting information will be 

described, focusing on an example of the independent settings. However, an 

example may also be included in which a relation dependent on the setting 

information of the previous, following, or upper unit of the current unit is added to, or 

substituted for, the independent settings.  

[0088] 

[0089] FIG. 1 is a block diagram of an image encoding apparatus according to some 

embodiments. FIG. 2 is a block diagram of an image decoding apparatus according 

to some embodiments.  

[0090] Referring to FIG. 1, the image encoding apparatus may be configured to
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include a prediction part, a subtractor, a transformation part, a quantization part, an 

inverse quantization part, an inverse transformation part, an adder, an in-loop filter 

part, a memory, and/or an encoding part, some of which may not necessarily be 

included. Some or all of the elements may be included selectively depending on 

the implementation, and some additional elements which are not shown herein may 

be included.  

[0091] Referring to FIG. 2, the image decoding apparatus may be configured to 

include a decoding part, a prediction part, an inverse quantization part, an inverse 

transformation part, an adder, an in-loop filter part, and/or a memory, some of which 

may not necessarily be included. Some or all of the elements may be included 

selectively depending on the implementation, and some additional elements which 

are not shown herein may be included.  

[0092] The image encoding apparatus and decoding apparatus may be separate 

apparatuses, but may be provided as one image encoding/decoding apparatus 

depending on the implementation. In this case, some elements of the image 

encoding apparatus may be substantially the same as those of the image decoding 

apparatus and may be implemented to include at least the same structures or 

perform the same functions. Therefore, in the following detailed description of 

technical elements and their working principles, redundant description of the 

corresponding technical elements will be omitted. The image decoding apparatus 

corresponds to a computing apparatus that applies an image encoding method 

performed by the image encoding apparatus to a decoding process, and thus the 

following description will focus on the image encoding apparatus. The image 

encoding apparatus may also be referred to as an encoder, and the image decoding 

apparatus may also be referred to as a decoder.  

[0093] The prediction part may be implemented using a prediction module and may 

generate a prediction block by performing intra-prediction or inter-prediction on a 

block to be encoded. The prediction part generates the prediction block by 

predicting a current block to be encoded in an image. In other words, the prediction 

part may predict pixel values of pixels of a current block to be encoded in an image 

through intra-prediction or inter-prediction to generate a prediction block having 

predicted pixel values of the pixels. Also, the prediction part may deliver 

information needed to generate the prediction block to the encoding part so that 

prediction mode information is encoded. The encoding part adds corresponding



15 

information to a bitstream and transmits the bitstream to the decoder. The 

decoding part of the decoder may parse the corresponding information, restore the 

prediction mode information, and then use the prediction mode information to 

perform intra-prediction or inter-prediction.  

[0094] The subtractor subtracts the prediction block from the current block to 

generate a residual block. In other words, the subtractor may calculate a difference 

between a pixel value of each pixel of the current block to be encoded and a 

predicted pixel value of each pixel of the prediction block generated through the 

prediction part to generate a residual block, which is a block-type residual signal.  

[0095] The transformation part may transform a signal belonging to a space domain 

into a signal belonging to a frequency domain. In this case, a signal acquired 

through the transformation process is called a transformed coefficient. For example, 

the residual block with the residual signal delivered from the subtractor may be 

transformed into a transformation block with a transformed coefficient. In this case, 

an input signal is determined according to encoding settings and is not limited to the 

residual signal.  

[0096] The transformation part may perform transformation on the residual block by 

using a transformation technique such as Hadamard Transform, Discrete Sine 

Transform (DST)-based transformation, and Discrete Cosine Transform 

(DCT)-based transformation. However, the present disclosure is not limited thereto, 

and various enhanced and modified transformation techniques may be used.  

[0097] For example, at least one of the transformation techniques may be supported, 

and at least one detailed transformation technique may be supported in each 

transformation technique. In this case, the at least one detailed transformation 

technique may be a transformation technique in which some base vectors are 

differently constructed in each transformation technique. For example, as the 

transformation techniques, DST-based transformation and DCT-based 

transformation may be supported. Detailed transformation techniques such as 

DST-I, DST-II, DST-III, DST-V, DST-VI, DST-VII, and DST-VIII may be supported for 

DST, and detailed transformation techniques such as DCT-I, DCT-II, DCT-III, DCT-V, 

DCT-VI, DCT-VII, and DCT-VIII may be supported for DCT.  

[0098] One of the transformation techniques may be set as a default transformation 

technique (e.g., one transformation technique && one detailed transformation 

technique), and additional transformation techniques may be supported (e.g., a
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plurality of transformation techniques || a plurality of detailed transformation 

techniques). Whether to support an additional transformation technique may be 

determined in units of sequences, pictures, slices, or tiles, and related information 

may be generated according to the units. When an additional transformation 

technique is supported, transformation technique selection information may be 

determined in block units, and related information may be generated.  

[0099] The transformation may be performed horizontally and/or vertically. For 

example, two-dimensional (2D) transformation is performed by horizontally and 

vertically performing one-dimensional (1D) transformation using a base vector so 

that a pixel value in a spatial domain may be transformed into a frequency domain.  

[00100] Also, the transformation may be performed horizontally and/or vertically 

in an adaptive manner. In detail, whether to perform the transformation in the 

adaptive manner may be determined according to at least one encoding setting.  

For the intra-prediction, for example, DCT-I may be applied horizontally and DST-I 

may be applied vertically when the prediction mode is a horizontal mode, DST-VI 

may be applied horizontally and DCT-VI may be applied vertically when the 

prediction model is a vertical mode, DCT-II may be applied horizontally and DCT-V 

may be applied vertically when the prediction mode is Diagonal down left, and DST-I 

may be applied horizontally and DST-VI may be applied vertically when the 

prediction mode is Diagonal down right.  

[00101] The sizes and forms of transformation blocks may be determined 

according to encoding costs for candidates of the size and shape of the 

transformation blocks. Image data of the transformation blocks and information 

regarding the determined sizes and forms of the transformation blocks may be 

encoded.  

[00102] Among the transformation forms, square transformation may be set as 

a default transformation form, and an additional transformation form (e.g., a 

rectangular form) may be supported. Whether to support an additional 

transformation form may be determined in units of sequences, pictures, slices, or 

tiles, and related information may be generated according to the units.  

Transformation form selection information may be determined in block units, and 

related information may be generated.  

[00103] Also, whether to support a transformation block form may be 

determined according to encoding information. In this case, the encoding
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information may correspond to a slice type, an encoding mode, the size and shape 

of a block, a block partitioning scheme, etc. That is, one transformation form may 

be supported according to at least one piece of encoding information, and a plurality 

of transformation forms may be supported according to at least one piece of 

encoding information. The former case may be an implicit situation, and the latter 

case may be an explicit situation. For the explicit situation, adaptive selection 

information indicating an optimal candidate group selected from among a plurality of 

candidate groups may be generated and added to a bitstream. According to some 

embodiments, in addition to this example, it will be understood that when encoding 

information is explicitly generated, the information is added to a bitstream in various 

units and related information is parsed in various units and restored into decoding 

information by the decoder. Also, it will be understood that when 

encoding/decoding information is implicitly processed, the processing is performed 

through the same process, rule, and the like by the encoder and decoder.  

[00104] As an example, the support of the rectangular transformation may be 

determined according to a slice type. A transformation form supported for I-slice 

may be square transformation, and a transformation form supported for P/B-slice 

may be square or rectangular transformation.  

[00105] As an example, the support of the rectangular transformation may be 

determined according to an encoding mode. A transformation form supported for 

intra-prediction may be square transformation, and a transformation form supported 

for inter-prediction may be square transformation and/or rectangular transformation.  

[00106] As an example, the support of the rectangular transformation may be 

determined according to the size and shape of a block. A transformation form 

supported by a block of a certain size or greater may be square transformation, and 

a transformation form supported by a block of less than a certain size may be square 

transformation and/or rectangular transformation.  

[00107] As an example, the support of the rectangular transformation may be 

determined according to a block partitioning scheme. When a block to be 

transformed is a block acquired through a quad-tree partitioning scheme, the 

supported transformation form may be square transformation. When a block to be 

transformed is a block acquired through a binary tree partitioning scheme, the 

supported transformation form may be square transformation or rectangular 

transformation.
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[00108] The above example may be an example of the support of the 

transformation form according to one piece of encoding information, and a plurality of 

pieces of information may be associated with additional transformation form support 

settings in combination. The above example is merely an example of the additional 

transformation form support according to various encoding settings. However, the 

present disclosure is not limited thereto, and various modifications may be made 

thereto.  

[00109] The transformation process may be omitted according to encoding 

settings or image characteristics. For example, the transformation process 

(including the inverse process) may be omitted according to encoding settings (e.g., 

in this example, a lossless compression environment is assumed). As another 

example, the transformation process may be omitted when compression 

performance through transformation is not shown according to the image 

characteristics. In this case, the transformation may be omitted for all the units or 

one of the horizontal unit and the vertical unit. Whether to support the omission 

may be determined according to the size and shape of a block.  

[00110] For example, it is assumed that horizontal transformation and vertical 

transformation are set to be jointly omitted. The transformation may be performed 

neither horizontally nor vertically when a transformation omission flag is 1, and the 

transformation may be performed both horizontally and vertically when the 

transformation omission flag is 0. On the other hand, it is assumed that horizontal 

transformation and vertical transformation are set to be independently omitted. The 

horizontal transformation is not performed when a first transformation omission flag 

is 1, and the horizontal transformation is performed when the first transformation 

omission flag is 0. Then vertical transformation is not performed when a second 

transformation omission flag is 1, and the vertical transformation is performed when 

the second transformation omission flag is 0.  

[00111] The omission of the transformation may be supported when the size of 

a block corresponds to a range A, and the omission of the transformation cannot be 

supported when the size of a block corresponds to a range B. For example, when 

the width of a block is greater than M or the height of a block is greater than N, the 

transformation omission flag cannot be supported. When the width of a block is 

less than m or the height of a block is less than n, the transformation omission flag 

may be supported. M(m) and N(n) may be the same as or different from each other.
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Settings associated with the transformation may be determined in units of sequences, 

pictures, slices, or the like.  

[00112] When an additional transformation technique is supported, a 

transformation technique setting may be determined according to at least one piece 

of encoding information. In this case, the encoding information may correspond to 

a slice type, an encoding mode, the size and shape of a block, a prediction mode, 

etc.  

[00113] As an example, the support of the transformation technique may be 

determined according to the encoding mode. The transformation technique 

supported for the intra-prediction may include DCT-I, DCT-III, DCT-VI, DST-II, and 

DST-III, and the transformation technique supported for the inter-prediction may 

include DCT-II, DCT-III, and DST-III.  

[00114] As an example, the support of the transformation technique may be 

determined according to the slice type. The transformation technique supported for 

I-slice may include DCT-l, DCT-II, and DCT-III, the transformation technique 

supported for P-slice may include DCT-V, DST-V, and DST-VI, and the 

transformation technique supported for B-slice may include DCT-l, DCT-II, and 

DST-III.  

[00115] As an example, the support of the transformation technique may be 

determined according to the prediction mode. The transformation technique 

supported by a prediction mode A may include DCT-I and DCT-II, the transformation 

technique supported by a prediction mode B may include DCT-I and DST-, and the 

transformation technique supported by a prediction mode C may include DCT-l. In 

this case, the prediction mode A and the prediction mode B may be each a 

directional mode, and the predication mode C may be a non-directional mode.  

[00116] As an example, the support of the transformation technique may be 

determined according to the size and shape of a block. The transformation 

technique supported by a block of a certain size or greater may include DCT-II, the 

transformation technique supported by a block of less than a certain size may 

include DCT-II and DST-V, and the transformation technique supported by a block of 

a certain size or greater and less than a certain size may include DCT-, DCT-II, and 

DST-I. Also, the transformation technique supported in a square shape form may 

include DCT-I and DCT-II, and the transformation technique supported in a 

rectangular shape may include DCT-I and DST-l.
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[00117] The above example may be an example of the support of the 

transformation technique according to one piece of encoding information, and a 

plurality of pieces of information may be associated with additional transformation 

technique support settings in combination. The present disclosure is not limited to 

the above example, and modifications may be made thereto. Also, the 

transformation part may deliver information needed to generate a transformation 

block to the encoding part so that the information is encoded. The encoding part 

adds corresponding information to a bitstream and transmits the bitstream to the 

decoder. The decoding part of the decoder may parse the information and use the 

parsed information in the inverse transformation process.  

[00118] The quantization part may quantize input signals. In this case, a 

signal acquired through the quantization process is called a quantized coefficient.  

For example, the quantization part may quantize a residual block with a residual 

transformation coefficient delivered from the transformation part and thus acquire a 

quantization block with a quantization coefficient. In this case, the input signal is 

determined according to encoding settings and is not limited to the residual 

transformation coefficient.  

[00119] The quantization part may use a quantization technique such as Dead 

Zone Uniform Threshold Quantization, Quantization Weighted Matrix, or the like to 

quantize the transformed residual block. However, the present disclosure is not 

limited thereto, and various quantization techniques that are improved and modified 

may be used. Whether to support an additional quantization technique may be 

determined in units of sequences, pictures, slices, or tiles, and related information 

may be generated according to the units. When an additional quantization 

technique is supported, quantization technique selection information may be 

determined in block units, and related information may be generated.  

[00120] When an additional quantization technique is supported, a quantization 

technique setting may be determined according to at least one piece of encoding 

information. In this case, the encoding information may correspond to a slice type, 

an encoding mode, the size and shape of a block, a prediction mode, etc.  

[00121] For example, the quantization part may differently set a quantization 

weighted matrix corresponding to an encoding mode and a weighted matrix applied 

according to the inter-prediction/intra-prediction. Also, the quantization part may 

differently set a weighted matrix applied according to an intra-prediction mode. In
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this case, when it is assumed that the quantization weighted matrix has a size of M x 

N, which is the same as the size of the quantization block, the quantization weighted 

matrix may be a quantization matrix in which some quantization components are 

differently constructed.  

[00122] The quantization process may be omitted according to encoding 

settings or image characteristics. For example, the quantization process (including 

the inverse process) may be omitted according to encoding settings (e.g., e.g., in this 

example, a lossless compression environment is assumed). As another example, 

the quantization process may be omitted when compression performance through 

quantization is not shown according to the image characteristics. In this case, 

some or all of the regions may be omitted, and whether to support the omission may 

be determined according to the size and shape of a block.  

[00123] Information regarding quantization parameters (QPs) may be 

generated in units of sequences, pictures, slices, tiles, or blocks. For example, a 

default QP may be set in an upper unit in which the QP information is first generated 

<1>, and a QP may be set to a value that is the same as or different from that of the 

QP set in the upper unit. In the quantization process performed in some units 

through the process, the QP may be finally determined. In this case, the unit such 

as a sequence and a picture may be an example corresponding to <1>, the unit such 

as a slice, a tile, and a block may be an example corresponding to <2>, and the unit 

such as a block may be an example corresponding to <3>.  

[00124] The information regarding the QP may be generated on the basis of a 

QP in each unit. Alternatively, a predetermined QP may be set as a predicted value, 

and information regarding differences from the QPs in the units may be generated.  

Alternatively, a QP acquired based on at least one of a QP set in an upper unit, a QP 

set in the same and previous unit, or a QP set in a neighboring unit may be set as a 

predicted value, and information regarding a difference from a QP in the current unit 

may be generated. Alternatively, a QP set in an upper unit and a QP acquired 

based on at least one piece of encoding information may be set as predicted values, 

and difference information from the QP in the current unit may be generated. In this 

case, the same and previous unit may be a unit that may be defined in an order of 

encoding the units, the neighboring unit may be a spatially adjacent unit, and the 

encoding information may be a slice type, an encoding mode, a prediction mode, 

location information, etc. of a corresponding unit.
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[00125] As an example, the QP in the current unit may be used to set the QP in 

the upper unit as a predicted value and generate difference information.  

Information regarding a difference between a QP set in a slice and a QP set in a 

picture may be generated, or information regarding a difference between a QP set in 

a tile and a QP set in a picture may be generated. Also, information regarding a 

difference between a QP set in a block and the QP set in the slice or tile may be 

generated. Also, information regarding a difference between a QP set in a 

sub-block and the QP set in the block may be generated.  

[00126] As an example, the QP in the current unit may be used to set a QP 

acquired based on a QP in at least one neighboring unit or a QP in at least one 

previous unit as a predicted value and generate difference information. Information 

regarding a difference from a QP acquired based on a QP of a neighboring block, 

such as a block on a left side, an upper left side, a lower left side, an upper side, an 

upper right side, and the like of the current block may be generated. Alternatively, 

information regarding a difference from a QP of an encoded picture before the 

current picture may be generated.  

[00127] As an example, the QP in the current unit may be used to set a QP in 

an upper unit and a QP acquired based on at least one piece of encoding 

information as predicted values and generate difference information. Also, 

information regarding a difference between the QP in the current bock and a QP of a 

slice corrected according to a slice type (I/P/B) may be generated. Alternatively, 

information regarding a difference between the QP in the current bock and a QP of a 

tile corrected according to the encoding mode (intra/inter) may be generated.  

Alternatively, information regarding a difference between the QP in the current bock 

and a QP of a picture corrected according to the prediction mode 

(directionality/non-directionality) may be generated. Alternatively, information 

regarding a difference between the QP in the current bock and a QP of a picture 

corrected according to location information (x/y) may be generated. In this case, 

the correction may refer to an operation of adding or subtracting an offset to or from 

a QP in an upper unit used for prediction. In this case, at least one piece of offset 

information may be supported according to encoding settings, and information that is 

implicitly processed or explicitly associated may be generated according to a 

predetermined process. The present disclosure is not limited to the above example, 

and modifications may be made thereto.
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[00128] The above example may be an example that is allowed when a signal 

indicating QP variation is provided or activated. For example, when the signal 

indicating QP variation is neither provided nor activated, the difference information is 

not generated, and the predicted QP may be determined as a QP in each unit. As 

another example, when the signal indicating QP variation is provided or activated, 

the difference information is generated, and the predicted QP may be determined as 

a QP in each unit when the difference information has a value of 0.  

[00129] The quantization part may deliver information needed to generate a 

quantization block to the encoding part so that the information is encoded. The 

encoding part adds corresponding information to a bitstream and transmits the 

bitstream to the decoder. The decoding part of the decoder may parse the 

information and use the parsed information in the inverse quantization process.  

[00130] The above example has been described under the assumption that a 

residual block is transformed and quantized through the transformation part and the 

quantization part. However, a residual signal of the residual block may be 

transformed into a residual block with a transformation efficient while the 

quantization process is not performed. Alternatively, only the quantization process 

may be performed while the residual signal of the residual block is not transformed 

into a transformation coefficient. Alternatively, neither the transformation process 

nor the quantization process may be performed. This may be determined according 

to encoding settings.  

[00131] The encoding part may scan a quantization coefficient, a 

transformation coefficient, or a residual signal of the generated residual block in at 

least one scan order (e.g., zigzag scanning, vertical scanning, horizontal scanning, 

etc.), generate a quantization coefficient string, a transformation coefficient string, or 

a signal string, and encode the quantization coefficient string, transformation 

coefficient string, or signal string using at last one entropy coding technique. In this 

case, information regarding the scan order may be determined according to 

encoding settings (e.g., an encoding mode, a prediction mode, etc.) and may be 

used to generate information that is implicitly determined or explicitly associated.  

For example, one scanning order may be selected from among a plurality of 

scanning orders according to the intra-prediction mode.  

[00132] Also, the encoding part may generate encoding data including 

encoding information delivered from each element and may output the encoding data
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in a bitstream. This may be implemented with a multiplexer (MUX). In this case, 

the encoding may be performed using a method such as Exponential Golomb, 

Context Adaptive Variable Length Coding (CAVLC), and Context Adaptive Binary 

Arithmetic Coding (CABAC) as an encoding technique. However, the present 

disclosure is not limited thereto, and various encoding techniques obtained by 

improving and modifying the above encoding techniques may be used.  

[00133] When entropy encoding (e.g., CABAC in this example) is performed on 

a syntax element such as information generated through an encoding/decoding 

process and the residual block data, an entropy encoding apparatus may include a 

binarizer, a context modeler, and a binary arithmetic coder. In this case, the binary 

arithmetic coder may include a regular coding engine and a bypass coding engine.  

[00134] A syntax element input to the entropy encoding apparatus may not be 

a binary value. Thus, when syntax elements are not binary values, the binarizer 

may binarize the syntax elements and output a bin string composed of Os or 1s. In 

this case, a bin represents a bit composed of 0 or 1 and may be encoded through 

the binary arithmetic coder. In this case, one of the regular coding engine and the 

bypass coding engine may be selected on the basis of the probability of occurrence 

of 0 and 1 and this may be determined according to encoding/decoding settings.  

When a syntax element is data having the frequency of 0 equal to the frequency of 1, 

the bypass coding engine may be used; otherwise, the regular coding engine may be 

used.  

[00135] When the syntax element is binarized, various methods may be used.  

For example, Fixed Length Binarization, Unary Binarization, Truncated Rice 

Binarization, K-th Exp-Golomb binarization, and the like may be used. Also, signed 

binarization or unsigned binarization may be performed depending on the range of 

the value of the syntax element. The binarization process for the syntax elements 

according to some embodiments may include an additional binarization method as 

well as the binarization described in the above example.  

[00136] The inverse quantization part and the inverse transformation part may 

be implemented by inversely perform the processes performed in the transformation 

part and the quantization part. For example, the inverse quantization part may 

inversely quantize a transformation coefficient quantized by the quantization part, 

and the inverse transformation part may inversely transform the inversely quantized 

transformation coefficient to generate a restored residual block.
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[00137] The adder adds the prediction block and the restored residual block to 

restore a current block. The restored block may be stored in the memory and may 

be used as reference data (for the prediction part, the filter part, etc.).  

[00138] The in-loop filter part may additionally perform a post-processing 

filtering process of one or more of a deblocking filter, a sample adaptive offset (SAO), 

an adaptive loop filter (ALF), and the like. The deblocking filter may remove block 

distortion generated at a boundary between blocks from a restored image. The ALF 

may perform filtering on the basis of a value obtained by comparing an input image 

to a restored image. In detail, the ALF may perform filtering on the basis of a value 

obtained by comparing an input image to an image restored after a block is filtered 

through the deblocking filter. Alternatively, the ALF may perform filtering on the 

basis of a value obtained by comparing an input image to an image restored after a 

block is filtered through the SAO. The SAO may restore an offset difference on the 

basis of a value obtained by comparing an input image to a restored image and may 

be applied in the form of band offset (BO), edge offset (EO), and the like. In detail, 

the SAO may add an offset against an original image to the restored image, to which 

the deblocking filter is applied, in units of at least one pixel and may be applied in the 

form of BO, EO, and the like. In detail, the SAO may add an offset against an 

original image to an image restored after a block is filtered through the ALF in pixel 

units and may be applied in the form of BO, EO, and the like.  

[00139] As filtering information, setting information regarding whether to 

support each post-processing filter may be generated in units of sequences, pictures, 

slices, tiles, or the like. Also, the setting information regarding whether to execute 

each post-processing filter may be generated in units of pictures, slices, tiles, blocks, 

or the like. The range in which the filter is performed may be classified into the 

inside of an image and the boundary of an image. The setting information 

considering the classification may be generated. Also, information regarding the 

filtering operation may be generated in units of pictures, slices, tiles, blocks, or the 

like. The information may be implicitly or explicitly processed, and an independent 

filtering process or a dependent filtering process may be applied to the filtering 

depending on a color component, and this may be determined according to encoding 

settings. The in-loop filter part may deliver the filtering information to the encoding 

part so that the information is encoded. The encoding part adds corresponding 

information to a bitstream and transmits the bitstream to the decoder. The
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decoding part of the decoder may parse the information and apply the parsed 

information to the in-loop filter part.  

[00140] The memory may store the restored block or picture. The restored 

block or picture stored in the memory may be provided to the prediction part, which 

performs intra-prediction or inter-prediction. In detail, for the processing, a space in 

which a bitstream compressed by an encoder is stored in the form of queues may be 

set as a coded picture buffer (CPB), and a space in which the decoded image is 

stored in picture units may be set as a decoded picture buffer (DPB). The CPB may 

store the decoding parts in the decoding order, emulate the decoding operation in 

the encoder, and store the compressed bitstream through the emulation process.  

The bitstream output from the CPB is restored through the decoding process, and 

the restored image is stored in the DPB, and pictures stored in the DPB may be 

referred to during an image encoding/decoding process.  

[00141] The decoding part may be implemented by inversely performing the 

process of the encoding part. For example, the decoding part may receive a 

quantization coefficient string, a transformation coefficient string, or a signal string 

from the bitstream, decode the string, parse decoding data including decoding 

information, and deliver the parsed decoding data to each element.  

[00142] 

[00143] Next, an image setting process applied to the image 

encoding/decoding apparatus according to some embodiments will be described.  

This is an example (initial image settings) applied before encoding/decoding, but 

some processes may be examples to be applied to the other steps (e.g., steps after 

the encoding/decoding or sub-steps of the encoding/decoding). The image setting 

process may be performed in consideration of network and user environments such 

as multimedia content characteristics, bandwidths, user terminal performance, and 

accessibility. For example, image partitioning, image resizing, image reconstruction, 

and the like may be performed according to encoding/decoding settings. The 

following description of the image setting process focuses on a rectangular image.  

However, the present disclosure is not limited thereto, and the image setting process 

may be applied to polygonal images. The same image settings may be applied 

irrespective of the image form or different image settings may be applied, which may 

be determined according to encoding/decoding settings. For example, after 

information regarding the image shape (e.g., a rectangular shape or a
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non-rectangular shape) is checked, information regarding corresponding image 

settings may be constructed.  

[00144] The following example will be described under the assumption that 

dependent settings are provided to a color space. However, independent settings 

may be provided to the color space. Also, in the following example, the 

independent settings may include independently providing encoding/decoding 

settings to each color space. Although one color space is described, it is assumed 

that an example in which the description is applied to another color space (e.g., an 

example in which N is generated in the chrominance component when M is 

generated in the luminance component) is included, and this may be derived. Also, 

the dependent settings may include an example in which settings are made in 

proportion to a color format composition ratio (e.g., 4:4:4, 4:2:2, 4:2:0, etc.) (for 

example, for 4:2:0, M/2 in the chrominance component in the case of M in the 

luminance component). It is assumed that an example in which the description is 

applied to each color space is included, and this may be derived. This description 

is not limited to the above example and may be applied in common to the present 

disclosure.  

[00145] Some constructions in the following example may be applied to various 

encoding techniques such as spatial domain encoding, frequency domain encoding, 

block-based encoding, object-based encoding, and the like.  

[00146] Generally, an input image may be encoded or decoded as it is or after 

image partitioning. For example, the partitioning may be performed for error 

robustness or the like in order to prevent damage caused by packet loss during 

transmission. Alternatively, the partitioning may be performed in order to classify 

regions having different properties in the same image according to the 

characteristics, type, and the like of the image.  

[00147] According to some embodiments, the image partitioning process may 

include a partitioning process and an inverse partitioning process. The following 

example description will focus on the partitioning process, but the inverse partitioning 

process may be inversely derived from the partitioning process.  

[00148] FIG. 3 is an example diagram in which image information is partitioned 

into layers in order to compress an image.  

[00149] Section 3A is an example diagram in which an image sequence is 

composed of a plurality of GOP. Also, one GOP may be composed of I-pictures,
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P-pictures, and B-pictures, as shown in Section 3B.One picture may be composed of 

slices, tiles, and the like, as shown in Section 3C. A slice, tile, or the like may be 

composed of a plurality of default encoding parts, as shown in Section 3D, and a 

default encoding part may be composed of at least one encoding sub-unit, as shown 

in section 3E. The image setting process according to some embodiments will be 

described on the basis of an example to be applied to a unit such as a picture, a 

slice, and a tile, as shown in Sections 3B and 3C.  

[00150] FIG. 4 is a conceptual diagram showing examples of image partitioning 

according to some embodiments.  

[00151] Section 4A is a conceptual diagram in which an image (e.g., a picture) 

is laterally and longitudinally partitioned at regular intervals. A partitioned region 

may be referred to as a block. Each block may be a default encoding part (or a 

maximum encoding part) acquired through a picture partitioning part and may be a 

basic unit to be applied to a partitioning unit, which will be described below.  

[00152] Section 4B is a conceptual diagram in which an image is partitioned in 

at least one direction selected from a lateral direction and a longitudinal direction.  

Partitioned regions To to T3 may be referred to as tiles, and each region may be 

encoded or decoded independently or dependently from the other regions.  

[00153] Section 4C is a conceptual diagram in which an image is partitioned 

into groups of consecutive blocks. Partitioned regions So and S1 may be referred to 

as slices, and each region may be encoded or decoded independently or 

dependently from the other regions. A group of consecutive blocks may be defined 

according to a scan order. Generally, a group of consecutive blocks conforms to 

raster scan order. However, the present disclosure is not limited thereto, and a 

group of consecutive blocks may be determined according to encoding/decoding 

settings.  

[00154] Section 4D is a conceptual diagram in which an image is partitioned 

into groups of blocks according to any user-defined settings. Partitioned regions Ao 

to A2 may be referred to as arbitrary partitions, and each region may be encoded or 

decoded independently or dependently from the other regions.  

[00155] The independent encoding/decoding may denote that when some units 

(or regions) are encoded or decoded, data in other units cannot be referenced. In 

detail, pieces of information used or generated during texture encoding and entropy 

encoding for some units may be independently encoded without being referenced to
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one another. Even in the decoder, for texture decoding and entropy decoding for 

some units, parsing information and restoration information in other units may not be 

referenced to each other. In this case, whether to reference data in other units (or 

regions) may be limited in a spatial region (e.g., between regions in one image), but 

may also be limited in a temporal region (e.g., between consecutive images or 

between frames) according to encoding/decoding settings. For example, when 

some units of the current image and some units of another image have continuity or 

have the same encoding environments, a reference may be made; otherwise, the 

reference may be limited.  

[00156] Also, the dependent encoding/decoding may denote that when some 

units are encoded or decoded, data in other units can be referenced. In detail, 

pieces of information used or generated during texture encoding and entropy 

encoding for some units may be dependently encoded along with being referenced 

to one another. Even in the decoder, for texture decoding and entropy decoding for 

some units, parsing information and restoration information in other units may be 

referenced to each other. That is, the above settings may be the same as or similar 

to those of general encoding/decoding. In this case, in order to identify a region 

(here, a face <Face> and the like generated according to a projection format), the 

region may be partitioned according to the characteristics, type, and the like of the 

image (e.g., a 360-degree image).  

[00157] In the above example, independent encoding/decoding settings (e.g., 

independent slice segments) may be provided to some units (a slice, a tile, and the 

like), and dependent encoding/decoding settings (e.g., dependent slice segments) 

may be provided to other units. According to the present disclosure, the following 

description will focus on the independent encoding/decoding settings.  

[00158] As shown in Section 4A, a default encoding part acquired through the 

picture partitioning part may divided into default encoding blocks according to a color 

space, and may have a size and shape determined according to the characteristics 

and resolution of the image. The supported size or shape of the block may be an N 

x N square (2"x2"; 256x256, 128x128, 64x64, 32x32, 16x16, 8x8, etc.; n is an 

integer ranging from 3 to 8) having a width and a height represented as the exponent 

of 2 (2n) or an M x N rectangle (2mx2). For example, an input image may be 

partitioned into 128x128 for an 8k UHD image, 64x64 for a 1080p HD image, or 

16x16 for a WVGA image depending on the resolution and may be partitioned into
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256x256 for a 360-degree image depending on the image type. The default 

encoding part may be partitioned into encoding sub-units and then encoded or 

decoded. Information regarding the default encoding part may be added to a 

bitstream in units of sequences, pictures, slices, tiles, or the like, and may be parsed 

by the decoder to restore related information.  

[00159] The image encoding method and the image decoding method 

according to some embodiments may include the following image partitioning steps.  

In this case, the image partitioning process may include an image partitioning 

indication step, an image partitioning type identification step, and an image 

partitioning performing step. Also, the image encoding apparatus and the image 

decoding apparatus may be configured to include an image partitioning indication 

part, an image partitioning type identification part, and an image partitioning 

performing part, which perform the image partitioning indication step, the image 

partitioning type identification step, and the image partitioning performing step, 

respectively. For the encoding, a related syntax element may be generated. For 

the decoding, a related syntax element may be parsed.  

[00160] In the block partitioning process, as shown in Section 4A, the image 

partitioning indication part may be omitted. The image partitioning type 

identification part may check information regarding the size and shape of a block, 

and the image partitioning part may perform partitioning through identified 

partitioning type information in the default encoding parts.  

[00161] A block may be a unit to be always partitioned, but whether to partition 

the other partitioning units (a tile, a slice, and the like) may be determined according 

to encoding/decoding settings. As default settings, the picture partitioning part may 

perform partitioning in block units and then perform partitioning in other units. In 

this case, the block partitioning may be performed on the basis of a picture size.  

[00162] Also, the partitioning may be performed in block units after being 

performed in other units (tiles, slices, or the like). That is, the block partitioning may 

be performed on the basis of the size of a partitioning unit. This may be determined 

through explicit or implicit processing according to encoding/decoding settings. The 

following example description assumes the former case and also will focus in units 

other than blocks.  

[00163] In the image partitioning indication step, whether to perform image 

partitioning may be determined. For example, when a signal indicating image
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partitioning (e.g., tiles-enabledflag) is confirmed, the partitioning may be performed.  

When the signal indicating image partitioning is not confirmed, the partitioning may 

not be performed, or the partitioning may be performed by confirming other 

encoding/decoding information.  

[00164] In detail, it is assumed that the signal indicating image partitioning (e.g., 

tilesenabled flag) is confirmed. When the signal is activated (e.g., 

tilesenabled flag = 1), the partitioning may be performed in a plurality of units.  

When the signal is deactivated (e.g., tiles_enabled-flag = 0), the partitioning may not 

be performed. Alternatively, the signal indicating image partitioning not being 

confirmed may denote that the partitioning is not performed or is performed in at 

least one unit. Whether to perform partitioning in a plurality of units may be 

confirmed through another signal (e.g., firstslice_segment-inpic-flag).  

[00165] In summary, when the signal indicating image partitioning is provided, 

the corresponding signal is a signal for indicating whether to perform the partitioning 

in a plurality of units. Whether to partition the corresponding image may be 

determined according to the signal. For example, it is assumed that 

tilesenabled flag is a signal indicating whether to partition an image. Here, 

tilesenabled-flag being equal to 1 may denote that an image is partitioned into a 

plurality of tiles, and tilesenabled-flag being equal to 0 may denote that an image is 

not partitioned.  

[00166] In summary, when the signal indicating image partitioning is not 

provided, the partitioning may not be performed, or whether to partition a 

corresponding image may be determined by another signal. For example, 

firstslicesegment-inpic-flag is not a signal indicating whether to perform image 

partitioning but a signal indicating the first slice segment in an image. Thus, 

whether to perform partitioning in two or more units (e.g., the flag being 0 denotes 

that the image is partitioned into a plurality of slices) may be confirmed.  

[00167] The present disclosure is not limited to the above example, and 

modifications may be made thereto. For example, a signal indicating image 

partitioning may not be provided for each tile and may be provided for each slice.  

Alternatively, the signal indicating image partitioning may be provided on the basis of 

the type, characteristics, and the like of an image.  

[00168] In the image partitioning type identification step, an image partitioning 

type may be identified. The image partitioning type may be defined by a partitioning
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method, partitioning information, and the like.  

[00169] In Section 4B, the tile may be defined as a unit acquired by lateral and 

longitudinal partitioning. In detail, the tile may be defined as a group of adjacent 

blocks in a quadrilateral space partitioned by at least one lateral or longitudinal 

partitioning line passing through an image.  

[00170] Tile partitioning information may include boundary location information 

for a column and a row, tile number information for a column and a row, tile size 

information, and the like. The tile number information may include the number of 

columns for the tiles (e.g., numtilecolumns) and the number of rows for the tiles 

(e.g., numtile-rows). Thus, the image may be partitioned into a number (= the 

number of columns x the number of rows) of tiles. The tile size information may 

be acquired on the basis of the tile number information. The width or height of the 

tile may be uniform or non-uniform, and thus under predetermined rules, related 

information (e.g., uniformspacing-flag) may be implicitly determined or explicitly 

generated. Also, the tile size information may include size information of each 

column and each row of a tile (e.g., columnwidth-tile[i] and row height tile[i]) or 

include size information of the width and height of each tile. Also, the size 

information may be information that may be additionally generated according to 

whether a tile size is uniform (e.g., when the partitioning is non-uniform because 

uniform-spacing flag is 0).  

[00171] In Section 4C, a slice may be defined as a unit of grouping consecutive 

blocks. In detail, the slice may be defined as a group of consecutive blocks in 

predetermined scan order (here, in raster scan).  

[00172] Slice partitioning information may include slice number information, 

slice location information (e.g., slicesegmentaddress), and the like. In this case, 

the slice location information may be location information of a predetermined block 

(e.g., the first rank in scan order in the slice). In this case, the location information 

may be block scan order information.  

[00173] In Section 4D, various partitioning settings are allowed for the arbitrary 

partition.  

[00174] In Section 4D, a partitioning unit may be defined as a group of blocks 

that are spatially adjacent to one another, and information regarding the partitioning 

may include information regarding the size, form, and location of the partitioning unit.  

This is merely an example of the arbitrary partition, and various partitioning forms
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may be allowed as shown in FIG. 5.  

[00175] FIG. 5 is another example diagram of an image partitioning method 

according to some embodiments.  

[00176] In Sections 5A and 5B, an image may be laterally or longitudinally 

partitioned into a plurality of regions at at least one block interval, and the partitioning 

may be performed on the basis of block location information. Section 5A illustrates 

examples Ao and Ai in which the partitioning is laterally performed on the basis of 

row information of each block, and Section 5B illustrates examples Bo to B3 in which 

the partitioning is laterally and longitudinally performed on the basis of column 

information and row information of each block. Information regarding the 

partitioning may include the number of partitioning units, block interval information, a 

partitioning direction, etc., and when the partitioning information is implicitly included 

according to a predetermined rule, some of the partitioning information may not be 

generated.  

[00177] In Sections 5C and 5D, an image may be partitioned into groups of 

consecutive blocks in scan order. An additional scan order other than the 

conventional slice raster scan order may be applied to the image partitioning.  

Section 5C illustrates examples Co and C1 in which scanning is performed clockwise 

or counter-clockwise with respect to a start block (Box-Out), and Section 5D 

illustrates examples Do and Di in which scanning is performed vertically with respect 

to a start block (Vertical). Information regarding the partitioning may include 

information regarding the number of partitioning units, information regarding the 

locations of the partitioning units (e.g., the first rank in scan order in the partitioning 

unit), information regarding the scan order, and the like, and when the partitioning 

information is implicitly included according to a predetermined rule, some of the 

partitioning information may not be generated.  

[00178] In Section 5E, an image may be partitioned using lateral and 

longitudinal partitioning lines. An existing tile may be partitioned by a lateral or 

longitudinal partitioning line. Thus, the partitioning may be performed in the form of 

a quadrilateral space, but it may not be possible to partition the image using the 

partitioning line. For example, an example in which an image is partitioned by some 

partitioning lines for the image (e.g., a partitioning line between a left boundary of E5 

and a right boundary of El, E3, and E4) may be possible, and an example in which 

an image is partitioned by some partitioning lines for the image (e.g., a partitioning
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line between a lower boundary of E2 and E3 and an upper boundary of E4) may be 

impossible. Also, the partitioning may be performed on a block unit basis (e.g., 

after block partitioning is performed first) or may be performed by the lateral or 

longitudinal partitioning line (e.g., the partitioning is performed by the partitioning line, 

irrespective of the block partitioning). Thus, each partitioning unit may not be a 

multiple of the block. Thus, partitioning information different from that of an existing 

tile may be generated, and the partitioning information may include information 

regarding the number of partitioning units, information regarding the locations of the 

partitioning units, information regarding the sizes of the partitioning units, etc. For 

example, the information regarding the locations of the partitioning units may be 

generated as location information (e.g., which is measured in pixel units or in block 

units) on the basis of a predetermined location (e.g., at the upper left corner of the 

image), and the information regarding the sizes of the partitioning units may be 

generated as information regarding the width and height of each partitioning unit 

(e.g., which is measured in pixel units or in block units).  

[00179] Like the above example, the partitioning according to any user-defined 

settings may be performed by applying a new partitioning method or by changing 

some elements of the existing partitioning. That is, the partitioning method may be 

supported by replacing or adding to a conventional partitioning method and may be 

supported by changing some settings of the conventional partitioning method (a slice, 

a tile, etc.) (e.g., according to another scan order, by using another partitioning 

method in a quadrilateral shape to generate other partitioning information, or 

according to dependent encoding/decoding characteristics). Also, settings for 

configuring an additional partitioning unit (e.g., settings other than partitioning 

according to a scan order or partitioning according to a certain interval difference) 

may be supported, and an additional partitioning unit form (e.g., a polygonal form 

such as a triangle other than partitioning into a quadrilateral space) may be 

supported. Also, the image partitioning method may be supported on the basis of 

the type, characteristics, and the like of an image. For example, a partial 

partitioning method (e.g., the face of a 360-degree image) may be supported 

according to the type, characteristics, and the like of an image. Information 

regarding the partitioning may be generated on the basis of the support.  

[00180] In the image partitioning performing step, an image may be partitioned 

on the basis of identified partitioning type information. That is, the image may be



35 

partitioned into a plurality of partitioning units on the basis of the identified 

partitioning type and may be encoded or decoded on the basis of the acquired 

partitioning units.  

[00181] In this case, whether to have encoding/decoding settings in each 

partitioning unit may be determined depending on the partitioning type. That is, 

setting information needed during an encoding/decoding process for each 

partitioning unit may be assigned by an upper unit (e.g., a picture) or independent 

encoding/decoding settings may be provided for each partitioning unit.  

[00182] Generally, a slice may have independent encoding/decoding settings 

(e.g., a slice header) for each partitioning unit, and a tile cannot have independent 

encoding/decoding settings for each partitioning unit and may have settings 

dependent on encoding/decoding settings of a picture (e.g., PPS). In this case, 

information generated in association with a tile may be the partitioning information, 

and may be included in the encoding/decoding settings of the picture. The present 

disclosure is not limited to the above example, and modifications may be made 

thereto.  

[00183] Encoding/decoding setting information for a tile may be generated in 

units of videos, sequences, pictures, or the like. At least one piece of 

encoding/decoding setting information is generated in an upper unit, and one piece 

of the generated encoding/decoding setting information may be referenced.  

Alternatively, independent encoding/decoding setting information (e.g., a tile header) 

may be generated in tile units. This is different from the case of following one 

encoding/decoding setting determined in an upper unit in that encoding/decoding is 

performed while at least one encoding/decoding setting is provided in tile units.  

That is, all the tiles may be encoded or decoded according to the same 

encoding/decoding settings, or at least one tile may be encoded or decoded 

according to different encoding/decoding settings from those of the other tiles.  

[00184] The above example focuses on various encoding/decoding settings in 

the tile. However, the present disclosure is not limited thereto, and the same or 

similar settings may be applied even to other partitioning types.  

[00185] As an example, in some partitioning types, partitioning information may 

be generated in an upper unit, and encoding or decoding may be performed 

according to a single encoding/decoding setting of the upper unit.  

[00186] As an example, in some partitioning types, partitioning information may
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be generated in an upper unit, and independent encoding/decoding settings for each 

partitioning unit in the upper unit may be generated, and encoding or decoding may 

be performed according to the generated encoding/decoding settings.  

[00187] As an example, in some partitioning types, partitioning information may 

be generated in an upper unit, and a plurality of pieces of encoding/decoding setting 

information may be supported in the upper unit. Encoding or decoding may be 

performed according to encoding/decoding settings referenced by each partitioning 

unit.  

[00188] As an example, in some partitioning types, partitioning information may 

be generated in an upper unit, and independent encoding/decoding settings may be 

generated in corresponding partitioning units. Encoding or decoding may be 

performed according to the generated encoding/decoding settings.  

[00189] As an example, in some partitioning types, independent 

encoding/decoding settings including partitioning information may be generated in 

corresponding partitioning units, and encoding or decoding may be performed 

according to the generated encoding/decoding settings.  

[00190] Encoding/decoding setting information may include information needed 

to encode or decode a tile, such as a tile type, information regarding a referenced 

picture list, quantization parameter information, inter-prediction setting information, 

in-loop filtering setting information, in-loop filtering control information, a scan order, 

whether to perform encoding or decoding, and the like. The encoding/decoding 

setting information may be used to explicitly generate related information or may 

have encoding/decoding settings that are implicitly determined according to the 

format, characteristics, and the like of the image which are determined in an upper 

unit. Also, the related information may be explicitly generated on the basis of 

information acquired through the settings.  

[00191] Next, an example in which image partitioning is performed in the 

encoding/decoding apparatus according to some embodiments will be described.  

[00192] A partitioning process may be performed on an input image before 

encoding is started. The image may be partitioned using the partitioning 

information (e.g., image partitioning information, partitioning unit setting information, 

etc.) and then may be encoded in partitioning units. The image encoding data may 

be stored in the memory after the encoding is complete, and may be added to a 

bitstream and then transmitted.
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[00193] A partitioning process may be performed before decoding is started.  

The image may be partitioned using the partitioning information (e.g., image 

partitioning information, partitioning unit setting information, etc.), and then image 

decoding data may be parsed and decoded in partitioning units. The image 

decoding data may be stored in the memory after the decoding is complete, and the 

plurality of partitioning units are merged into a single unit, and thus an image may be 

output.  

[00194] Through the above example, the image partitioning process has been 

described. Also, according to the present disclosure, a plurality of partitioning 

processes may be performed.  

[00195] For example, an image may be partitioned, and partitioning units of the 

image may be partitioned. The partitioning may be the same partitioning process 

(e.g., slice/slice, tile/tile, etc.) or a different partitioning process (e.g., slice/tile, 

tile/slice, tile/face, face/title, slice/face, face/slice, etc.). In this case, the following 

partitioning process may be performed on the basis of the preceding partitioning 

result, and partitioning information generated during the following partitioning 

process may be generated on the basis of a preceding partitioning result.  

[00196] Also, a plurality of partitioning processes A may be performed, and the 

partitioning process may be a different partitioning process (e.g., slice/face, tile/face, 

and the like). In this case, the following partitioning process may be performed on 

the basis of or independently of the preceding partitioning result, and partitioning 

information generated during the following partitioning process may be generated on 

the basis of or independently of the preceding partitioning result.  

[00197] The plurality of image partitioning processes may be determined 

according to encoding/decoding settings. However, the present disclosure is not 

limited to the above example, and various modifications may be made thereto.  

[00198] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

That is, the information may be added to one unit and may be duplicated and added 

to a plurality of units. For example, a syntax element indicating whether to support 

some information or a syntax element indicating whether to perform activation may 

be generated in some units (e.g., an upper unit), and the same or similar information 

may be generated in some units (e.g., a lower unit). That is, even when related
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information is supported and set in the upper unit, the lower unit may have individual 

settings. This description is not limited to the above example and may be applied in 

common to the present disclosure. Also, the information may be included in the 

bitstream in the form of SEI or metadata.  

[00199] 

[00200] Generally, an input image may be encoded or decoded as it is, but the 

encoding or decoding may be performed after the image is resized (expanded or 

reduced; resolution adjustment). For example, in a hierarchical coding scheme 

(Scalability Video Coding) for supporting spatial, temporal, and image-quality 

scalability, image resizing such as the entire expansion and reduction of an image 

may be performed. Alternatively, the image resizing may be performed such as 

partial expansion and reduction of an image. The image resizing may be variously 

performed, that is, may be performed for the purpose of adaptability to encoding 

environments, for the purpose of encoding uniformity, for the purpose of encoding 

efficiency, for the purpose of image quality improvement, or according to the type, 

characteristics, and the like of an image.  

[00201] As a first example, the resizing process may be performed during a 

process performed according to the characteristics, type, and the like of an image 

(e.g., hierarchical encoding, 360-degree image encoding, etc.).  

[00202] As a second example, the resizing process may be performed at an 

initial encoding/decoding step. The resizing process may be performed before 

encoding or decoding is performed. The resized image may be encoded or 

decoded.  

[00203] As a third example, the resizing process may be performed during a 

prediction step (intra-prediction or inter-prediction) or before prediction. During the 

resizing process, image information (e.g., information regarding a pixel referenced 

for intra-prediction, information regarding an intra-prediction mode, information 

regarding reference pictures used for inter-prediction, information regarding an 

inter-prediction prediction mode, etc.) may be used at the prediction step.  

[00204] As a fourth example, the resizing process may be performed during a 

filtering step or before filtering. In the resizing process, image information in the 

filtering step may be used (e.g., pixel information to be applied to the deblocking filter, 

pixel information to be applied to SAO, information regarding SAO filtering, pixel 

information applied to ALF, information regarding ALF filtering, and the like).
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[00205] Also, after the resizing process is performed, the image may be 

processed through an inverse resizing process and changed to an image before 

resizing (in terms of an image size) or may be unchanged. This may be determined 

according to encoding/decoding settings (e.g., characteristics in which the resizing is 

performed). In this case, the resizing process may be an expansion process while 

the inverse resizing process is a reduction process and may be a reduction process 

while the inverse resizing process is an expansion process.  

[00206] When the resizing process is performed according to the first to fourth 

examples, the inverse resizing process is performed in the following step so that an 

image before resizing may be acquired.  

[00207] When the resizing process is performed through hierarchical encoding 

or according to the third example (or when a reference picture is resized in 

inter-prediction), the inverse resizing process may not be performed in the following 

step.  

[00208] In some embodiments, the image resizing process may be performed 

solely or along with the inverse process. The following example description will 

focus on the resizing process. In this case, since the inverse resizing process is an 

inverse process for the resizing process, a description of the inverse resizing 

process will be omitted in order to prevent redundant descriptions. However, it is 

obvious that those skilled in the art can recognize the same things as described 

literally.  

[00209] FIG. 6 is an example diagram of a general image resizing method.  

[00210] Referring to FIG. 6A, an expanded image Po+P1 may be acquired by 

adding a specific region Pi to an initial image Po (or an image before resizing; which 

is indicated by a thick solid line).  

[00211] Referring to FIG. 6B, a reduced image So may be acquired by 

removing a specific region S1 from an initial image So+S1.  

[00212] Referring to FIG. 6C, a resized image To+T1 may be acquired by 

adding a specific region Ti to an initial image To+T2 and removing a specific region 

T2 from the entire image.  

[00213] According to the present disclosure, the following description focuses 

on a resizing process for expansion and a resizing process for reduction. However, 

the present disclosure is not limited thereto, and it should be understood to include a 

case in which expansion and reduction are applied in combination, as shown in FIG.
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6C.  

[00214] FIG. 7 is an example diagram of image resizing according to some 

embodiments.  

[00215] During the resizing process, an image expansion method will be 

described with reference to Section 7A, and an image reduction method will be 

described with reference to Section 7B.  

[00216] In Section 7A, an image before resizing is SO, and an image after 

resizing is S1. In Section 7B, an image before resizing is TO, and an image after 

resizing is T1.  

[00217] When an image is expanded as shown in Section 7A, the image may 

be expanded in an "up" direction ET, a "down" direction EL, a "left" direction EB, or a 

"right" direction ER. When an image is reduced as shown in Section 7B, the image 

may be reduced in an "up" direction RT, a "down" direction RL, a "left" direction RB, 

or a "right" direction RR.  

[00218] Comparing the image expansion and the image reduction, the "up" 

direction, the "down" direction, the "left" direction, and the "right" direction of the 

expansion may correspond to the "down" direction, the "up" direction, the "right" 

direction, and the "left" direction of the reduction. Thus, the following description 

focuses on the image expansion, but it should be understood that a description of 

the image reduction is included.  

[00219] In the following description, the image expansion or reduction is 

performed in the "up" direction, the "down" direction, the "left" direction, and the 

"right" direction. However, it should be also understood that the resizing may be 

performed in an "up and left" direction, an "up and right" direction, a "down and left" 

direction, or a "down and right" direction.  

[00220] In this case, when the expansion is performed in the "down and right" 

direction, regions RC and BC are acquired, and a region BR may or may not be 

acquired according to encoding/decoding settings. That is, regions TL, TR, BL, and 

BR may or may not be acquired, but for convenience of description, corner regions 

(i.e., the regions TL, TR, BL, and BR) will be described as capable of being acquired.  

[00221] The image resizing process according to some embodiments may be 

performed in at least one direction. For example, the image resizing process may 

be performed in all directions such as up, down, left, and right, may be performed in 

two or more directions selected from up, down, left, and right (left+right, up+down,
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up+left, up+right, down+left, down+right, up+left+right, down+left+right, 

up+down+eft, up+down+right, etc.), or may be performed in only one direction 

selected from up, down, left, and right.  

[00222] For example, the resizing may be performed in a "left+right" direction, 

an "up+down" direction, a "left and up + right and down" direction, and a "left and 

down + right and up" direction, which are symmetrically expandable to both ends 

with respect to the center of an image, may be performed in a "left+right" direction, a 

"left and up + right up" direction, and a "left and down + right and down" direction, 

which are vertically symmetrically expandable with respect to the image, and may be 

performed in an "up + down" direction, a "left and up + left and down" direction, and 

a "right and up + right and down" direction, which are horizontally symmetrically 

expandable with respect to the image. Other resizing may be performed.  

[00223] In Sections 7A and 7B, the size of the image before resizing SO or TO 

is defined as PWidth x PHeight, and the size of the image after resizing S1 or T1 

is defined as P'_Width x P'_Height. Here, when resizing values in the "left" 

direction, the "right" direction, the "up" direction, and the "down" direction are defined 

as Var_L, Var_R, VarT, and VarB (or collectively defined as Varx), the size of the 

image after resizing may be expressed as (PWidth + Var_L + VarR) x (PHeight + 

Var_T + VarB). In this case, Var_L, Var_R, Var_T, and VarB, which are the 

resizing values in the "left" direction, the "right" direction, the "up" direction, and the 

"down" direction, may be ExpL, ExpR, ExpT, and Exp_B (here, Exp_x is positive) 

for the image expansion (in Section 7A) and may be -Rec_L, -Rec_R, -Rec_T, and 

-Rec_B for the image reduction (which is represented as negative values for the 

image reduction when Rec_L, Rec_R, Rec_T, and Rec_B are defined as positive 

values). Also, upper left-hand coordinates, upper right-hand coordinates, lower 

left-hand coordinates, and lower right-hand coordinates of the image before resizing 

may be (0,0), (PWidth-1,O), (0,PHeight-1), and (PWidth-1,P_Height-1), and the 

upper left-hand coordinates, upper right-hand coordinates, lower left-hand 

coordinates, and lower right-hand coordinates of the image after resizing may be 

represented as (0,0), (P'Width-1,O), (0,P'_Height-1), and (P'_Width-1,P'_Height-1).  

The size of the region (here, TL to BR; i is an index for identifying TL to BR) that is 

changed (or acquired or removed) through the resizing may be M[i] x N[i] and may 

be represented as Var_X x VarY (this example assumes that X is L or R and Y is T 

or B). M and N may have various values and may have the same settings
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irrespective of i or may have individual settings according to i. The various 

examples will be described below.  

[00224] Referring to Section 7A, S1 may be configured to include some or all of 

the regions TL to BR (upper left to lower right), which are to be generated through 

expansion on SO in several directions. Referring to Section 7B, T1 may be 

configured to exclude, from TO, all or some of the regions TL to BR, which are to be 

removed through reduction in several directions.  

[00225] In Section 7A, when an existing image SO is expanded in an "up" 

direction, a "down" direction, a "left" direction, and a "right" direction, the image may 

include the regions TC, BC, LC, and RC acquired through the resizing processes 

and may further include the regions TL, TR, BL, and BR.  

[00226] As an example, when the expansion is performed in the "up" direction 

ET, the image may be constructed by adding the region TC to the existing image SO 

and may include the region TL or TR along with expansion in at least one different 

direction EL or ER.  

[00227] As an example, when the expansion is performed in the "down" 

direction EB, the image may be constructed by adding the region BC to the existing 

image SO and may include the region BL or BR along with expansion in at least one 

different direction EL or ER.  

[00228] As an example, when the expansion is performed in the "left" direction 

EL, the image may be constructed by adding the region LC to the existing image SO 

and may include the region TL or BL along with expansion in at least one different 

direction ET or EB.  

[00229] As an example, when the expansion is performed in the "right" direction 

ER, the image may be constructed by adding the region RC to the existing image SO 

and may include the region TR or BR along with expansion in at least one different 

direction ET or EB.  

[00230] According to some embodiments, it is possible to provide settings (e.g., 

sparefenabled-flag or tem_refenabled flag) for spatially or temporally limiting 

referenceability of the resized region (this example assumes expansion).  

[00231] That is, reference to data of the region that is spatially or temporally 

resized according to encoding/decoding settings may be allowed (e.g., 

sparefenabled-flag = 1 or temrefenabled-flag = 1) or limited (e.g., 

sparefenabled-flag = 0 or temrefenabledflag = 0).



43 

[00232] The encoding/decoding of the images SO and T1 before resizing and 

the regions TC, BC, LC, RC, TL, TR, BL, and BR added or deleted during resizing 

may be performed as follows.  

[00233] For example, when the image before resizing and the added or deleted 

region are encoded or decoded, the data regarding the image before resizing and 

the data regarding the added or deleted region (data after the encoding or decoding 

is complete; a pixel value or prediction-related information) may be spatially or 

temporally referenced to each other.  

[00234] Alternatively, the image before resizing and the data regarding the 

added or deleted region may be spatially referenced while the data regarding the 

image before resizing may be temporally referenced and the data regarding the 

added or deleted region cannot be temporally referenced.  

[00235] That is, it is possible to provide settings for limiting referenceability of 

the added or deleted region. The setting information regarding the referenceability 

of the added or deleted region may be explicitly generated or implicitly determined.  

[00236] The image resizing process according to some embodiments may 

include an image resizing indication step, an image resizing type identification step, 

and/or an image resizing performing step. Also, the image encoding apparatus and 

the image decoding apparatus may include an image resizing indication part, an 

image resizing type identification part, and an image resizing performing part, which 

are configured to perform the image resizing indication step, the image resizing type 

identification step, and the image resizing performing step, respectively. For the 

encoding, a related syntax element may be generated. For the decoding, a related 

syntax element may be parsed.  

[00237] In the image resizing indication step, whether to perform image resizing 

may be determined. For example, when a signal indicating image resizing (e.g., 

imgresizingenabledflag) is confirmed, the resizing may be performed. When the 

signal indicating image resizing is not confirmed, the resizing may not be performed, 

or the resizing may be performed by confirming other encoding/decoding information.  

Also, although the signal indicating image resizing is not provided, the signal 

indicating image resizing may be implicitly activated or deactivated according to 

encoding/decoding settings (e.g., the characteristics, type, and the like of an image).  

When the resizing is performed, corresponding resizing-related information may be 

generated or may be implicitly determined.
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[00238] When the signal indicating image resizing is provided, the 

corresponding signal is a signal for indicating whether to perform the image resizing.  

Whether to resize the corresponding image may be determined according to the 

signal.  

[00239] For example, it is assumed that a signal indicating image resizing (e.g., 

imgresizingenabledflag) is confirmed. When the corresponding signal is 

activated (e.g., imgresizingenabledflag = 1), the image resizing may be 

performed. When the corresponding signal is deactivated (e.g., 

imgresizingenabledflag = 0), the image resizing may not be performed.  

[00240] Also, when the signal indicating image resizing is not provided, the 

resizing may not be performed, or whether to resize a corresponding image may be 

determined by another signal.  

[00241] For example, when an input image is partitioned in block units, the 

resizing may be performed according to whether the size (e.g., the width or height) of 

the image is a multiple of the size (e.g., the width or height) of the block (for 

expansion in this example, it is assumed that the resizing process is performed when 

the image size is not a multiple of the block size). That is, when the width of the 

image is not a multiple of the width of the block or when the height of the image is 

not a multiple of the height of the block, the resizing may be performed. In this case, 

the resizing information (e.g., a resizing direction, a resizing value, etc.) may be 

determined according to the encoding/decoding information (e.g., the size of the 

image, the size of the block, etc.). Alternatively, the resizing may be performed 

according to the characteristics, type (e.g., a 360-degree image), and the like of the 

image, and the resizing information may be explicitly generated or may be assigned 

as a predetermined value. The present disclosure is not limited to the above 

example, and modifications may be made thereto.  

[00242] In the image resizing type identification step, an image resizing type 

may be identified. The image resizing type may be defined by a resizing method, 

resizing information, and the like. For example, scale factor-based resizing, offset 

factor-based resizing, and the like may be performed. The present disclosure is not 

limited to the above example, and the methods may be applied in combination. For 

convenience of description, the following description will focus on the scale 

factor-based resizing and the offset factor-based resizing.  

[00243] For the scale factor, the resizing may be performed by multiplication or
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division based on the size of the image. Information regarding the resizing 

operations (e.g., expansion or reduction) may be explicitly generated, and the 

expansion or reduction process may be performed according to the corresponding 

information. Also, the resizing process may be performed as a predetermined 

operation (e.g., one of the expansion operation and the reduction operation) 

according to encoding/decoding settings. In this case, the information regarding the 

resizing operations will be omitted. For example, when the image resizing is 

activated in the image resizing indication step, the image resizing may be performed 

as a predetermined operation.  

[00244] The resizing direction may be at least one direction selected from up, 

down, left, and right. At least one scale factor may be required depending on the 

resizing direction. That is, one scale factor (here, unidirectional) may be required 

for each direction, one scale factor (here, bidirectional) may be required for a lateral 

or longitudinal direction, and one scale factor (here, omnidirectional) may be required 

for all directions of the image. Also, the resizing direction is not limited to the above 

example, and modifications may be made thereto.  

[00245] The scale factor may have a positive value and may have range 

information differing depending on encoding/decoding settings. For example, when 

information is generated by combining the resizing operation and the scale factor, 

the scale factor may be used as a multiplicand. The scale factor being greater than 

0 or less than 1 may mean a reduction operation, the scale factor being greater than 

1 may mean an expansion operation, and the scale factor being 1 may mean that the 

resizing is not performed. As another example, when scale factor information is 

generated irrespective of the resizing operation, the scale factor for the expansion 

operation may be used as a multiplicand, and the scale factor for the reduction 

operation may be used as a dividend.  

[00246] A process of changing images before resizing SO and TO to images 

after resizing (here, S1 and T1) will be described with reference to Sections 7A and 

7B of FIG. 7 again.  

[00247] As an example, when one scale factor (referred to as sc) is used in all 

the directions of the image and the resizing direction is a "down+right" direction, the 

resizing directions are ER and EB (or RR and RB), the resizing values VarL(Exp_L 

or RecL) and VarT(Exp_T or RecT) are 0, and VarR(Exp_R or RecR) and 

VarB(Exp_B or RecB) may be expressed as PWidth x (sc - 1) and P_Height x
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(sc - 1). Accordingly, the image after resizing may be (PWidth x sc) x (PHeight x 

sc).  

[00248] As an example, when respective scale factors (here, sc_w and sc-h) 

are used in a lateral direction or a longitudinal direction of the image and the resizing 

directions are a "left+right" direction and an "up+down" direction (up+down+eft+right 

when two are operated), the resizing direction may be ET, EB, EL, and ER, the 

resizing values Var_T and VarB may be P_Height x (sc-h - 1)/2, and Var_L and 

Var_R may be P_Width x (sc-w - 1)/2. Accordingly, the image after resizing may 

be (P_Width x sc-w) x (PHeight x sch).  

[00249] For the offset factor, the resizing may be performed by addition or 

subtraction based on the size of the image. Alternatively, the resizing may be 

performed by addition or subtraction based on encoding/decoding information of the 

image. Alternatively, the resizing may be performed by independent addition or 

subtraction. That is, the resizing process may have dependent or independent 

settings.  

[00250] Information regarding the resizing operations (e.g., expansion or 

reduction) may be explicitly generated, and the expansion or reduction process may 

be performed according to the corresponding information. Also, the resizing 

operations may be performed as a predetermined operation (e.g., one of the 

expansion operation and the reduction operation) according to encoding/decoding 

settings. In this case, the information regarding the resizing operations may be 

omitted. For example, when the image resizing is activated in the image resizing 

indication step, the image resizing may be performed as a predetermined operation.  

[00251] The resizing direction may be at least one direction selected from up, 

down, left, and right. At least one offset factor may be required depending on the 

resizing direction. That is, one offset factor (here, unidirectional) may be required 

for each direction, one offset factor (here, symmetrically bidirectional) may be 

required for a lateral direction or longitudinal direction, one offset factor (here, 

asymmetrically bidirectional) may be required according to a partial combination of 

the directions, and one offset factor (here, omnidirectional) may be required for all 

directions of the image. Also, the resizing direction is not limited to the above 

example, and modifications may be made thereto.  

[00252] The offset factor may have a positive value or have both a positive 

value and a negative value, and may have range information differing depending on
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encoding/decoding settings. For example, when information is generated in 

combination of the resizing operation and the offset factor (here, it is assumed that 

the offset factor has both a positive value and a negative value), the offset factor 

may be used as a value to be added or subtracted depending on sign information of 

the offset factor. The offset factor being greater than 0 may mean an expansion 

operation, the offset factor being less than 0 may mean a reduction operation, and 

the offset factor being 0 may mean that the resizing is not performed. As another 

example, when offset factor information is generated separately from the resizing 

operation (here, it is assumed that the offset factor has a positive value), the offset 

factor may be used as a value to be added or subtracted depending on the resizing 

operation. The offset factor being greater than 0 may mean that the expansion or 

reduction operation may be performed depending on the resizing operation, and the 

offset factor being 0 may mean that the resizing is not performed.  

[00253] A method of changing images before resizing SO and TO to images 

after resizing S1 and T1 using an offset factor will be described with reference to 

Sections 7A and 7B of FIG. 7 again.  

[00254] As an example, when one offset factor (referred to as os) is used in all 

the directions of the image and the resizing direction is an "up+down+eft+right" 

direction, the resizing directions may be ET, EB, EL, and ER (or RT, RB, RL, and 

RR), and the resizing values Var_T, Var_B, VarL, and VarR may be os. The size 

of the image after resizing may be (PWidth+os) x (P_Height+os).  

[00255] As an example, when an offset factor os_w or os-h is used in a lateral 

or longitudinal direction of the image and the resizing directions are a "left+right" 

direction and an "up+down" direction (an "up+down+eft+right" direction when two 

are operated), the resizing directions may be ET, EB, EL, and ER (or RT, RB, RL, 

and RR), the resizing values Var_T and Var_B may be osh, and the resizing values 

Var_L and Var_R may be osw. The size of the image after resizing may be 

{PWidth+(os-w x 2)} x {PHeight+(os_h x 2)}.  

[00256] As an example, when the resizing directions are a "down" direction and 

a "right" direction (a "down+right" direction when being operated together) and an 

offset factor os_b or os_r is used depending on the resizing direction, the resizing 

directions may be EB and ER (or RB and RR), the resizing value Var_B may be 

osb, and the resizing value Var_R may be osr. The size of the image after 

resizing may be (PWidth + osr) x (PHeight + osb).
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[00257] As an example, when the offset factor os_t, os_b, os_I, or os_r is used 

depending on the direction of the image and the resizing directions are an "up" 

direction, a "down" direction, a "left" direction, and a "right" direction (an 

"up+down+left+right" direction when all are operated), the resizing directions may be 

ET, EB, EL, and ER (or RT, RB, RL, and RR), the resizing value VarT may be os_t, 

the resizing value VarB may be os_b, the resizing value Var_L may be os_I, and 

the resizing value Var_R may be osr. The size of the image after resizing may be 

(PWidth + os_I + os_r) x (PHeight + os_t + osb).  

[00258] The above example indicates a case in which the offset factor is used 

as a resizing value Var_T, Var_B, Var_L, or Var_R during the resizing process.  

That is, this means that the offset factor is used as the resizing value without any 

change, which may be an example of the resizing that is independently performed.  

Alternatively, the offset factor may be used as an input variable of the resizing value.  

In detail, the offset factor may be assigned as an input variable, and the resizing 

value may be acquired through a series of processes according to 

encoding/decoding settings, which may be an example of the resizing that is 

performed on the basis of predetermined information (e.g., an image size, 

encoding/decoding information, etc.) or an example of the resizing that is 

dependently performed.  

[00259] For example, the offset factor may be a multiple (e.g., 1, 2, 4, 6, 8, and 

16) or an exponent (e.g., exponents of 2, such as 1, 2, 4, 8, 16, 32, 64, 128, and 

256) of a predetermined value (here, an integer). Alternatively, the offset factor 

may be a multiple or an exponent of a value acquired based on encoding/decoding 

settings (e.g., a value that is set based on a motion search range of inter-prediction).  

Alternatively, the offset factor may be a multiple or an integer of a unit (here, 

assuming A x B) that is acquired from the picture partitioning part. Alternatively, the 

offset factor may be a multiple of a unit (here, assuming E x F such as a tile) that is 

acquired from the picture partitioning part.  

[00260] Alternatively, the offset factor may be a value that is less than or equal 

to the width and height of the unit acquired from the picture partitioning part. In the 

above example, the multiple or the exponent may have a value of 1. However, the 

present disclosure is not limited to the above example, and modifications may be 

made thereto. For example, when the offset factor is n, Var x may be 2 x n or 2".  

[00261] Also, individual offset factors may be supported according to color
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components. Offset factors for some color components may be supported, and 

thus offset factor information for other color components may be derived. For 

example, when an offset factor A for the luminance component (here, assuming that 

a composition ratio of the luminance component with respect to the chrominance 

component is 2:1) is explicitly generated, an offset factor A/2 for the chrominance 

component may be implicitly acquired. Alternatively, when the offset factor A for the 

chrominance component is explicitly generated, the offset factor 2A for the 

luminance component may be implicitly acquired.  

[00262] Information regarding the resizing direction and the resizing value may 

be explicitly generated, and the resizing process may be performed according to the 

corresponding information. Also, the information may be implicitly determined 

according to encoding/decoding settings, and the resizing process may be 

performed according to the determined information. At least one predetermined 

direction or resizing value may be assigned, and in this case, the related information 

may be omitted. In this case, the encoding/decoding settings may be determined 

on the basis of the characteristics, type, encoding information, and the like of an 

image. For example, at least one resizing direction may be predetermined 

according to at least one resizing operation, at least one resizing value may be 

predetermined according to at least one resizing operation, and at least one resizing 

value may be predetermined according to at least one resizing direction. Also, the 

resizing direction, the resizing value, and the like during the inverse resizing process 

may be derived from the resizing direction, the resizing value, and the like which are 

applied during the resizing process. In this case, the resizing value that is implicitly 

determined may be one of the above examples (examples in which the resizing 

value is variously acquired).  

[00263] Also, the multiplication or division has been described in the above 

example, but a shift operation may be used depending on the implementation of the 

encoder/decoder. The multiplication may be implemented through a left shift 

operation, and the division may be implemented through a right shift operation.  

This description is not limited to the above example and may be applied in common 

to the present disclosure.  

[00264] In the image resizing performing step, image resizing may be 

performed on the basis of identified resizing information. That is, the image resizing 

may be performed on the basis of information regarding a resizing type, a resizing
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operation, a resizing direction, a resizing value, and the like, and encoding/decoding 

may be performed on the basis of an acquired image after resizing.  

[00265] Also, in the image resizing performing step, the resizing may be 

performed using at least one data processing method. In detail, the resizing may 

be performed on a region to be resized according to the resizing type and the 

resizing operation by using at least one data processing method. For example, 

depending on the resizing type, how to fill data may be determined when the resizing 

is for expansion, and how to remove data may be determined when the resizing is 

for reduction.  

[00266] In summary, in the image resizing performing step, the image resizing 

may be performed on the basis of identified resizing information. Alternatively, in 

the image resizing performing step, the image resizing may be performed on the 

basis of the resizing information and a data processing method. The above two 

cases may differ from each other in that only the size of an image to be encoded or 

decoded is adjusted or in that even data processing for the image size and for the 

region to be resized is considered. In the image resizing performing step, whether 

to perform the data processing method may be determined depending on a step, a 

position, and the like in which the resizing process is applied. The following 

description focuses on an example in which the resizing is performed on the basis of 

the data processing method, but the present disclosure is not limited thereto.  

[00267] When the offset factor-based resizing is performed, the resizing for the 

expansion and the resizing for the reduction may be performed using various 

methods. For the expansion, the resizing may be performed using at least one data 

filling method. For the reduction, the resizing may be performed using at least one 

data removal method. In this case, when the offset factor-based resizing is 

performed, the resized region (expansion) may be filled with new data or original 

image data directly or after modification, and the resized region (reduction) may be 

removed simply or through a series of processes.  

[00268] When the scale factor-based resizing is performed, in some cases (e.g., 

hierarchical encoding), the resizing for the expansion may be performed by applying 

up-sampling, and the resizing for the reduction may be performed by applying 

down-sampling. For example, at least one up-sampling filter may be used for the 

expansion, and at least one down-sampling filter may be used for the reduction. A 

horizontally applied filter may be the same as or different from a vertically applied
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filter. In this case, when the scale factor-based resizing is performed, new data is 

neither generated in nor removed from the resized region, but original image data 

may be rearranged using a method such as interpolation. A data processing 

method associated with the resizing may be classified according to a filter used for 

the sampling. Also, in some cases (e.g., a case similar to that of the offset factor), 

the resizing for the expansion may be performed using a method of filling at least 

one piece of data, and the resizing for the reduction may be performed using a 

method of removing at least one piece of data. According to the present disclosure, 

the following description focuses on the data processing method corresponding to 

when the offset factor-based resizing is performed.  

[00269] Generally, a predetermined data processing method may be used in 

the region to be resized, but at least one data processing method may be used in the 

region to be resized as in the following example. Selection information for the data 

processing method may be generated. The former may mean that the resizing is 

performed through a fixed data processing method, and the latter may mean that the 

resizing is performed through an adaptive data processing method.  

[00270] Also, a data processing method may be applied to all (TL, TC, TR, 

BR in Sections 7A and 7B) or some (e.g., each or a combination of TL to BR in 

Sections 7A and 7B) of the regions to be added or deleted during the resizing.  

[00271] FIG. 8 is an example diagram of a method of constructing a region 

generated through expansion in the image resizing method according to some 

embodiments.  

[00272] Referring to Section 8A, for convenience of description, an image may 

be partitioned into regions TL, TC, TR, LC, C, RC, BL, BC, and BR, which 

correspond to an upper left position, an upper position, an upper right position, a left 

position, a center position, a right position, a lower left position, a lower position, and 

a lower right position of the image. In the following description, the image is 

expanded in a "down+right" direction, but it should be understood that the description 

may be applied to the other expansion directions.  

[00273] A region added according to the expansion of the image may be 

constructed using various methods. For example, the region may be filled with an 

arbitrary value or may be filled with reference to some data of the image.  

[00274] Referring to Section 8B, generated regions Ao and A2 may be filled with 

an arbitrary pixel value. The arbitrary pixel value may be determined using various
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methods.  

[00275] As an example, the arbitrary pixel value may be one pixel in a pixel 

value range (e.g., from 0 to 1 << (bit-depth) -1) which may be expressed using a bit 

depth. For example, the arbitrary pixel value may be a minimum, a maximum, a 

median (e.g., 1 << (bit-depth - 1), etc.), or the like in the pixel value range (here, 

bit-depth indicates a bit depth).  

[00276] As an example, the arbitrary pixel value may be one pixel in the pixel 

value range (e.g., from minp to maxp; minp and maxp indicate a minimum value and 

a maximum value among the pixels belonging to the image; minp is greater than or 

equal to 0; maxp is smaller than or equal to 1 << (bit-depth) - 1) of the pixels 

belonging to the image. For example, the arbitrary pixel value may be a minimum, 

a maximum, a median, an average (of at least two pixels), a weighted sum, etc. of 

the pixel value range.  

[00277] As an example, the arbitrary pixel value may be a value that is 

determined in a pixel value range belonging to the specific region included in the 

image. For example, when Ao is constructed, the specific region may be 

TR+RC+BR. Also, the specific region may be provided as a region corresponding 

to 3 x 9 of TR, RC, and BR or a region corresponding to 1 x 9 <which is assumed as 

the rightmost line>. This may depend on encoding/decoding settings. In this case, 

the specific region may be a unit to be partitioned by the picture partitioning part. In 

detail, the arbitrary pixel value may be a minimum, a maximum, a median, an 

average (of at least two pixels), a weighted sum, etc. of the pixel value range.  

[00278] Referring to Section 8B again, a region Ai to be added along with 

image expansion may be filled with pattern information (e.g., the pattern is assumed 

as using a plurality of pixels; there is no need to follow certain rules) which is 

generated using a plurality of pixel values. In this case, the pattern information may 

be defined according to encoding/decoding settings or related information may be 

generated. The generated region may be filled with at least one piece of pattern 

information.  

[00279] Referring to Section 8C, a region added along with the image 

expansion may be constructed with reference to pixels of the specific region included 

in the image. In detail, the added region may be constructed by copying or padding 

pixels (hereinafter referred to as reference pixels) in a region adjacent to the added 

region. In this case, the pixels in the region adjacent to the added region may be a
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pixel before encoding or a pixel after encoding (or decoding). For example, the 

reference pixel may refer to a pixel of an input image when the resizing is performed 

in a pre-encoding step, and the reference pixel may refer to a pixel of a restored 

image when the resizing is performed in an intra-prediction reference pixel 

generation step, a reference picture generation step, a filtering step, and the like. In 

this example, it is assumed that the nearest pixel is used in the added region, but the 

present disclosure is not limited thereto.  

[00280] A region Ao, which is generated when the image is expanded leftward 

or rightward in association with lateral image resizing, may be constructed by 

horizontally padding (ZO) outer pixels adjacent to the generated region Ao, and a 

region A, which is generated when the image is expanded upward or downward in 

association with longitudinal image resizing, may be constructed by vertically 

padding (Z1) outer pixels adjacent to the generated region A. Also, a region A2, 

which is generated when the image is expanded downward and rightward, may be 

constructed by diagonally padding (Z2) outer pixels adjacent to the generated region 

A2.  

[00281] Referring to Section 8D, generated regions B'O to B'2 may be 

constructed with reference to data of specific regions BO to B2 included in the image.  

In Section 8D, unlike Section 8C, a region that is not adjacent to the generated 

region may be referenced.  

[00282] For example, when a region having high correlation with the generated 

region is present in the image, the generated region may be filled with reference to 

pixels of the region having high correlation. In this case, the location information, 

size information, etc. of the region having high correlation may be generated.  

Alternatively, when the region having high correlation is present through 

encoding/decoding information of the characteristics, type, and the like of the image, 

and the location information, the size information, and the like of the region having 

high correlation may be implicitly checked (e.g., as for a 360-degree image), the 

generated region may be filled with data of the corresponding region. In this case, 

the location information, size information, etc. of the corresponding region may be 

omitted.  

[00283] As an example, a region B'2, which is generated when the image is 

expanded leftward or rightward in association with lateral image resizing, may be 

filled with reference to pixels in a region B2 opposite to the region generated when
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the image is expanded leftward or rightward in association with the lateral resizing.  

[00284] As an example, a region B'1, which is generated when the image is 

expanded upward or downward in association with longitudinal image resizing, may 

be filled with reference to pixels in a region B1 opposite to the region generated 

when the image is expanded upward or downward in association with the 

longitudinalresizing.  

[00285] As an example, a region B'0, which is generated when the image is 

expanded through some image resizing (here, diagonally with respect to the image 

center), may be filled with reference to pixels in a region BO or TL opposite to the 

generated region.  

[00286] An example in which continuity is present at a boundary between both 

ends of the image and in which data of a region symmetric with respect to the 

resizing direction is acquired has been described. However, the present disclosure 

is not limited thereto, and data of other regions TL to BR may be acquired.  

[00287] When the generated region is filled with data of a specific region of the 

image, the data of the corresponding region may be copied and used to fill the 

generated region as it is, or the data of the corresponding region may be 

transformed on the basis of the characteristics, type, and the like of the image and 

used to fill the generated region. In this case, copying the data as it is may mean 

that the pixel value of the corresponding region is used without any change, and 

performing the transformation process may mean that the pixel value of the 

corresponding region is not used without any change. That is, at least one pixel 

value of the corresponding region may be changed through the transformation 

process. The generated region may be filled with the changed pixel value, or at 

least one of locations at which some pixels are acquired may differ from the other 

locations. That is, in order to fill the generated region of A x B, C x D data other 

than A x B data, of the corresponding region may be used. In other words, at least 

one of motion vectors applied to the pixels with which the generated region is filled 

may differ from the other pixels. In the above example, when a 360-degree image 

is composed of a plurality of faces according to a projection format, the generated 

region may be filled with data of the other faces. A data processing method for 

filling a region generated when the image is expanded through image resizing is not 

limited to the above example. The data processing method may be improved or 

changed, or an additional data processing method may be used.
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[00288] A plurality of candidate groups for the data processing method may be 

supported according to encoding/decoding settings, and information regarding 

selection of a data processing method from among the plurality of candidate groups 

may be generated and added to a bitstream. For example, one data processing 

method may be selected from among a filling method by using a predetermined pixel 

value, a filling method by copying outer pixels, a filling method by copying a specific 

region of an image, a filling method by transforming a specific region of an image, 

and the like, and related selection information may be generated. Also, the data 

processing method may be implicitly determined.  

[00289] For example, a data processing method applied to all the regions (here, 

the regions TL to BR in Section 7A), which are to be generated along with expansion 

through image resizing, may be one of the a filling method by using a predetermined 

pixel value, the filling method by copying outer pixels, the filling method by copying a 

specific region of an image, the filling method by transforming a specific region of an 

image, and the like, and related selection information may be generated. Also, one 

predetermined data processing method applied to the entire region may be 

determined.  

[00290] Alternatively, a data processing method applied to the regions (here, 

each of or two or more of the regions TL to BR in Section 7A of FIG. 7), which are to 

be generated along with expansion through image resizing, may be one of the filling 

method by using a predetermined pixel value, the filling method by copying outer 

pixels, the filling method by copying a specific region of an image, the filling method 

by transforming a specific region of an image, and the like, and related selection 

information may be generated. Also, one predetermined data processing method 

applied to at least one region may be determined.  

[00291] FIG. 9 is an example diagram of a method of constructing a region to 

be deleted through reduction and a region to be generated in the image resizing 

method according to some embodiments.  

[00292] The region to be deleted in the image reduction process may be 

removed not only simply but also after a series of application processes.  

[00293] Referring to Section 9A, during the image reduction process, specific 

regions Ao, A, and A2 may be simply removed without an additional application 

process. In this case, an image A may be partitioned into regions TL to BR, as 

shown in Section 8A.
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[00294] Referring to Section 9B, the regions Ao to A2 may be removed and may 

be utilized as reference information when the image A is encoded or decoded. For 

example, the deleted regions Ao to A2 may be utilized during a process of restoring 

or correcting specific regions of the image A that are deleted through reduction.  

During the restoration or correction process, a weighted sum, an average, and the 

like of two regions (a deleted region and a generated region) may be used. Also, 

the restoration or correction process may be a process that may be applied when the 

two regions have high correlation.  

[00295] As an example, a region B'2, which is deleted when the image is 

reduced leftward or rightward in association with lateral image resizing, may be used 

to restore or correct pixels in a region B2, LC opposite to the region deleted when 

the image is reduced leftward or rightward in association with the lateral resizing, 

and then may be removed from the memory.  

[00296] As an example, a region B'1, which is deleted when the image is 

reduced upward or downward in association with longitudinal image resizing, may be 

used for an encoding/decoding process (a restoration or correction process) of a 

region B1, TR opposite to the region deleted when the image is reduced upward or 

downward in association with the longitudinal resizing, and then may be removed 

from the memory.  

[00297] As an example, a region B'0, which is deleted when the image is 

reduced through some image resizing (here, diagonally with respect to the image 

center), may be used for an encoding/decoding process (a restoration or correction 

process) of a region BO or TL opposite to the deleted region, and then may be 

removed from the memory.  

[00298] An example in which continuity is present at a boundary between both 

ends of the image and in which data of a region symmetric with respect to the 

resizing direction is used for the restoration or correction has been described.  

However, the present disclosure is not limited thereto, and data of regions TL to BR 

other than the symmetric region may be used for the restoration or correction and 

then may be removed from the memory.  

[00299] A data processing method for removing a region to be deleted is not 

limited to the above example. The data processing method may be improved or 

changed, or an additional data processing method may be used.  

[00300] A plurality of candidate groups for the data processing method may be
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supported according to encoding/decoding settings, and related selection information 

may be generated and added to a bitstream. For example, one data processing 

method may be selected from among a method of simply removing a region to be 

deleted, a method of removing a region to be deleted after using the region in a 

series of processes, and the like, and related selection information may be 

generated. Also, the data processing method may be implicitly determined.  

[00301] For example, a data processing method applied to all the regions (here, 

the regions TL to BR in Section 7B of FIG. 7), which are to be deleted along with 

reduction through image resizing, may be one of the method of simply removing a 

region to be deleted, the method of removing a region to be deleted after using the 

region in a series of processes, and the like, and related selection information may 

be generated. Also, the data processing method may be implicitly determined.  

[00302] Alternatively, a data processing method applied to each of the regions 

(here, each of the regions TL to BR in Section 7B of FIG. 7), which is to be deleted 

along with reduction through image resizing, may be one of the method of simply 

removing a region to be deleted, the method of removing a region to be deleted after 

using the region in a series of processes, and the like, and related selection 

information may be generated. Also, the data processing method may be implicitly 

determined.  

[00303] An example in which the resizing is performed according to a resizing 

(expansion or reduction) operation has been described. In some cases, the 

description may be applied to an example in which a resizing operation (here, 

expansion) is performed and then an inverse resizing operation (here, reduction) is 

performed.  

[00304] For example, a method of filling a region generated along with 

expansion with some data of the image may be selected, and then a method of 

removing a region to be deleted along with reduction in the inverse process after 

using the region in a process of restoring or correcting some data of the image may 

be selected. Alternatively, a method of filling a region generated along with 

expansion by copying outer pixels may be selected, and then a method of simply 

removing a region to be deleted along with reduction in the inverse process may be 

selected. That is, based on the data processing method selected in the image 

resizing process, the data processing method in the inverse process may be 

determined.
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[00305] Unlike the above example, the data processing method of the image 

resizing process and the data processing method of the inverse process may have 

an independent relationship. That is, irrespective of the data processing method 

selected in the image resizing process, the data processing method in the inverse 

process may be selected. For example, a method of filling a region generated 

along with expansion by using some data of the image may be selected, and then a 

method of simply removing a region to be deleted along with reduction in the inverse 

process may be selected.  

[00306] According to the present disclosure, the data processing method during 

the image resizing process may be implicitly determined according to 

encoding/decoding settings, and the data processing method during the inverse 

process may be implicitly determined according to encoding/decoding settings.  

Alternatively, the data processing method during the image resizing process may be 

explicitly generated, and the data processing method during the inverse process may 

be explicitly generated. Alternatively, the data processing method during the image 

resizing process may be explicitly generated, and based on the data processing 

method, the data processing method during the inverse process may be implicitly 

determined.  

[00307] Next, an example in which image resizing is performed in the 

encoding/decoding apparatus according to some embodiments will be described.  

In the following description, as an example, the resizing process indicates expansion, 

and the inverse resizing process indicates reduction. Also, a difference between an 

image before resizing and an image after resizing may refer to an image size, and 

resizing-related information may have some pieces explicitly generated and other 

pieces implicitly determined depending on encoding/decoding settings. Also, the 

resizing-related information may include information regarding a resizing process 

and an inverse resizing process.  

[00308] As a first example, a process of resizing an input image may be 

performed before encoding is started. The input image may be resized using 

resizing information (e.g., a resizing operation, a resizing direction, a resizing value, 

a data processing method, etc.; the data processing method is used during the 

resizing process) and then may be encoded. The image encoding data (here, an 

image after resizing) may be stored in the memory after the encoding is complete, 

and may be added to a bitstream and then transmitted.
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[00309] A resizing process may be performed before decoding is started. The 

image decoding data may be resized using resizing information (e.g., a resizing 

operation, a resizing direction, a resizing value, etc.), and then may be parsed to be 

decoded. The output image may be stored in the memory after the decoding is 

complete, and may be changed into the image before resizing by performing the 

inverse resizing process (here, a data processing method or the like is used; this is 

used in the inverse resizing process).  

[00310] As a second example, a process of resizing a reference picture may be 

performed before encoding is started. The reference picture may be resized using 

resizing information (e.g., a resizing operation, a resizing direction, a resizing value, 

a data processing method, etc.; the data processing method is used during the 

resizing process) and then may be stored in the memory (here, the resized reference 

picture). An image may be encoded using the resized reference picture. After the 

encoding is complete, image encoding data (here, data acquired though encoding 

using the reference picture) may be added to a bitstream and then transmitted.  

Also, when the encoded image is stored in the memory as a reference picture, the 

above resizing process may be performed.  

[00311] Before decoding is started, a resizing process for the reference picture 

may be performed. The reference picture may be resized using resizing information 

(e.g., a resizing operation, a resizing direction, a resizing value, a data processing 

method, etc.; the data processing method is used during the resizing process) and 

then may be stored in the memory (here, the resized reference picture). Image 

decoding data (here, which is encoded by the encoder using the reference picture) 

may be parsed to be decoded. After the decoding is complete, an output image 

may be generated. When the decoded image is stored in the memory as a 

reference picture, the above resizing process may be performed.  

[00312] As a third example, the resizing process may be performed on an 

image before filtering of the image (here, a deblocking filter is assumed) and after 

encoding (in detail, after encoding, excluding a filtering process, is compete). The 

image may be resized using resizing information (e.g., a resizing operation, a 

resizing direction, a resizing value, a data processing method, etc.; the data 

processing method is used during the resizing), and then the image after resizing 

may be generated and then filtered. After the filtering is complete, the inverse 

resizing process is performed so that the image after resizing may be changed into
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the image before resizing.  

[00313] After decoding is complete (in detail, after decoding, excluding a 

filtering process, is complete), and before the filtering, the resizing process may be 

performed on the image. The image may be resized using resizing information (e.g., 

a resizing operation, a resizing direction, a resizing value, a data processing method, 

etc.; the data processing method is used during the resizing), and then the image 

after resizing may be generated and then filtered. After the filtering is complete, the 

inverse resizing process is performed so that the image after resizing may be 

changed into the image before resizing.  

[00314] In some cases (the first example and the third example), the resizing 

process and the inverse resizing process may be performed. In other cases (the 

second example), only the resizing process may be performed.  

[00315] Also, in some cases (the second example and the third example), the 

same resizing process may be applied to the encoder and decoder. In other cases 

(the first example), the same or different resizing processes may be applied to the 

encoder and decoder. Here, the resizing processes of the encoder and the decoder 

may differ in terms of the resizing performing step. For example, in some cases 

(here, the encoder), the resizing performing step considering image resizing and 

data processing for a resized region may be included. In other cases (here, the 

decoder), the resizing performing step considering image resizing may be included.  

Here, the former data processing may correspond to the latter data processing 

during the inverse resizing process.  

[00316] Also, in some cases (the third example), the resizing process may be 

applied to only a corresponding step, and a resized region may not be stored in the 

memory. For example, in order to use a resized region in a filtering process, the 

resized region may be stored in a temporary memory, filtered, and then removed 

through the inverse resizing process. In this case, there is no change in size of the 

image due to resizing. The present disclosure is not limited to the above example, 

and modifications may be made thereto.  

[00317] The size of the image may be changed through the resizing process, 

and thus the coordinates of some pixels of the image may be changed through the 

resizing process. This may affect the operation of the picture partitioning part.  

According to the present disclosure, through the process, block-based partitioning 

may be performed on the basis of an image before resizing or an image after
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resizing. Also, unit (e.g., tile, slice, etc.)-based partitioning may be performed on 

the basis of an image before resizing or an image after resizing, which may be 

determined according to encoding/decoding settings. According to the present 

disclosure, the following description focuses on a case in which the picture 

partitioning part operates on the basis of the image after resizing (e.g., the image 

partitioning process after the resizing process), but other modifications may be made.  

The above example will be described in a plurality of image settings to be described 

below.  

[00318] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

Also, the information may be included in the bitstream in the form of SEI or 

metadata.  

[00319] 

[00320] Generally, an input image may be encoded or decoded as it is or after 

image reconstruction. For example, the image reconstruction may be performed in 

order to enhance image encoding efficiency, the image reconstruction may be 

performed in order to consider network and user environments, and the image 

reconstruction may be performed according to the type, characteristics, and the like 

of an image.  

[00321] According to the present disclosure, the image reconstruction process 

may include a reconstruction process solely or in combination with an inverse 

reconstruction process. The following example description will focus on the 

reconstruction process, but the inverse reconstruction process may be inversely 

derived from the reconstruction process.  

[00322] FIG. 10 is an example diagram of image reconstruction according to 

some embodiments.  

[00323] It is assumed that Section 10A shows an initial input image. Sections 

10A to 10D are example diagrams in which an image rotates a predetermined angle 

including 0 degrees (e.g., a candidate group may be generated by sampling 

360-degrees into k sections; k may have a value of 2, 4, 8, or the like; in this 

example, it is assumed that k is 4). Sections 10E to 10H are example diagrams 

having an inverse (or symmetric) relationship with respect to Sections 10A or with 

respect to Sections 1OB to 1OD.
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[00324] The start position or scan order of an image may be changed 

depending on image reconstruction, but the start position and the scan order may be 

predetermined irrespective of the reconstruction, which may be determined 

according to encoding/decoding settings. The following embodiment assumes that 

the start position (e.g., an upper left position of the image) and the scan order (e.g., 

raster scan) are predetermined irrespective of image reconstruction.  

[00325] The image encoding method and the image decoding method 

according to some embodiments may include the following image reconstruction 

steps. In this case, the image reconstruction process may include an image 

reconstruction indication step, an image reconstruction type identification step, and 

an image reconstruction performing step. Also, the image encoding apparatus and 

the image decoding apparatus may be configured to include an image reconstruction 

indication part, an image reconstruction type identification part, and an image 

reconstruction performing part, which perform the image reconstruction indication 

step, the image reconstruction type identification step, and the image reconstruction 

performing step, respectively. For the encoding, a related syntax element may be 

generated. For the decoding, a related syntax element may be parsed.  

[00326] In the image reconstruction indication step, whether to perform image 

reconstruction may be determined. For example, when a signal indicating image 

reconstruction (e.g., convertenabledflag) is confirmed, the reconstruction may be 

performed. When the signal indicating image reconstruction is not confirmed, the 

reconstruction may not be performed, or the reconstruction may be performed by 

confirming other encoding/decoding information. Also, although the signal 

indicating image reconstruction is not provided, the signal indicating image 

reconstruction may be implicitly activated or deactivated according to 

encoding/decoding settings (e.g., the characteristics, type, and the like of an image).  

When the reconstruction is performed, corresponding reconstruction-related 

information may be generated or may be implicitly determined.  

[00327] When the signal indicating image reconstruction is provided, the 

corresponding signal is a signal for indicating whether to perform the image 

reconstruction. Whether to reconstruct a corresponding image may be determined 

according to the signal. For example, it is assumed that the signal indicating image 

reconstruction (e.g., convertenabledflag) is confirmed. When the corresponding 

signal is activated (e.g., convertenabled-flag = 1), the reconstruction may be
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performed. When the corresponding signal is deactivated (e.g., 

convertenabled-flag = 0), the reconstruction may not be performed.  

[00328] Also, when the signal indicating image reconstruction is not provided, 

the reconstruction may not be performed, or whether to reconstruct the 

corresponding image may be determined by another signal. For example, the 

reconstruction may be performed according to the characteristics, type, and the like 

of an image (e.g., a 360-degree image), and reconstruction information may be 

explicitly generated or may be assigned as a predetermined value. The present 

disclosure is not limited to the above example, and modifications may be made 

thereto.  

[00329] In the image reconstruction type identification step, an image 

reconstruction type may be identified. The image reconstruction type may be 

defined by a reconstruction method, reconstruction mode information, and the like.  

The reconstruction method (e.g., convert-type-flag) may include flipping, rotation, 

and the like, and the reconstruction mode information may include a mode of the 

reconstruction method (e.g., convertmode). In this case, the 

reconstruction-related information may be composed of a reconstruction method and 

mode information. That is, the reconstruction-related information may be composed 

of at least one syntax element. In this case, the number of candidate groups for the 

mode information may be the same or different depending on the reconstruction 

method.  

[00330] As an example, the rotation may include candidates having regular 

intervals (here, 90 degrees) as shown in Sections 10A to 10D. Section 10A shows 

a 0-degree rotation, Section 10B shows a 90-degree rotation, Section 10C shows a 

180-degree rotation, and Section 10D shows a 270-degree rotation (here, which are 

measured clockwise).  

[00331] As an example, the flipping may include candidates as shown in 

Sections 10A, 10E, and 10F. When Section 10A shows no flipping, Sections 10E 

and 1OF show a horizontal flipping and a vertical flipping, respectively.  

[00332] In the above example, settings for rotations having regular intervals 

and settings for flippings have been described. However, this is merely an example 

of the image reconstruction, and the present disclosure is not limited thereto and 

may include another interval difference, another flipping operation, and the like, 

which may be determined according to encoding/decoding settings.
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[00333] Alternatively, integrated information (e.g., convert_comflag) which is 

generated by mixing the reconstruction method and corresponding mode information 

may be included. In this case, the reconstruction-related information may be 

mixedly composed of a reconstruction method and mode information.  

[00334] For example, the integrated information may include the candidates as 

shown in Sections 10A to 10F, which may be examples of a 0-degree rotation, a 

90-degree rotation, a 180-degree rotation, a 270-degre rotation, a horizontal flipping, 

and a vertical flipping with respect to Section 10A.  

[00335] Alternatively, the integrated information may include the candidates as 

shown in Sections 10A to 10H, which may be examples of a 0-degree rotation, a 

90-degree rotation, a 180-degree rotation, a 270-degree rotation, a horizontal flipping, 

a vertical flipping, a 90-degree rotation and then horizontal flipping (or a horizontal 

flipping and then 90-degree rotation), and a 90-degree rotation and then vertical 

flipping (or a vertical flipping and then 90-degree rotation) or examples of a 0-degree 

rotation, a 90-degree rotation, a 180-degree rotation, a 270-degree rotation, a 

horizontal flipping, a 180-degree rotation and then horizontal flipping (or a horizontal 

flipping and then 180-degree rotation), a 90-degree rotation and then horizontal 

flipping (or a horizontal flipping and then 90-degree rotation), and a 270-degree 

rotation and then horizontal flipping (or a horizontal flipping and then 270-degree 

rotation).  

[00336] The candidate group may be configured to include a rotation mode, a 

flipping mode, and a combination mode of rotation and flipping. The combination 

mode may simply include mode information in the reconstruction method and may 

include a mode generated by mixing mode information in each method. In this case, 

the combination mode may include a mode generated by mixing at least one mode 

of some methods (e.g., rotation) and at least one mode of other methods (e.g., 

flipping). In the above example, the combination mode includes a case generated 

by combining one mode of some methods with a plurality of modes of some methods 

(here, a 90-degree rotation + multiple flippings/horizontal flipping + multiple rotations).  

The mixedly constructed information may include a case in which reconstruction is 

not applied (here, Section 10A) as a candidate group, and the case in which 

reconstruction is not applied may be included as a first candidate group (e.g., #0 is 

assigned as an index).  

[00337] Alternatively, the mixedly constructed information may include mode
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information corresponding to a predetermined reconstruction method. In this case, 

the reconstruction-related information may be composed of mode information 

corresponding to a predetermined reconstruction method. That is, information 

regarding the reconstruction method may be omitted, and the reconstruction-related 

information may be composed of one syntax element associated with the mode 

information.  

[00338] For example, the reconstruction-related information may be configured 

to include rotation-specific candidates as shown in Sections 10A to 10D.  

Alternatively, the reconstruction-related information may be configured to include 

flipping-specific candidates as shown in Sections 10A, 10E, and 1OF.  

[00339] An image before the image reconstruction process and an image after 

the image reconstruction process may have the same size or at least one different 

length, which may be determined according to encoding/decoding settings. The 

image reconstruction process may be a process of rearranging pixels in an image 

(here, an inverse pixel rearrangement process is performed during an inverse image 

reconstruction process; this can be inversely derived from the pixel rearrangement 

process), and thus the location of at least one pixel may be changed. The pixel 

rearrangement may be performed according to a rule based on the image 

reconstruction type information.  

[00340] In this case, the pixel rearrangement process may be affected by the 

size and shape (e.g., square or rectangle) of an image. In detail, the width and 

height of an image before the reconstruction process and the width and height of an 

image after the reconstruction process may act as variables during the pixel 

rearrangement process.  

[00341] For example, ration information regarding at least one of a ratio of the 

width of the image before the reconstruction process to the width of the image after 

the reconstruction process, a ratio of the width of the image before the reconstruction 

process to the height of the image after the reconstruction process, a ratio of the 

height of the image before the reconstruction process to the width of the image after 

the reconstruction process, and a ratio of the height of the image before the 

reconstruction process to the height of the image after the reconstruction process 

(e.g., the former/the latter or the latter/the former) may act as variables during the 

pixel rearrangement process.  

[00342] In the example, when the image before the reconstruction process and
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the image after the reconstruction process have the same size, a ratio of the width of 

the image to the height of the image may act as a variable during the pixel 

rearrangement process. Also, when the image is in the shape of a square, a ratio 

of the length of the image before the reconstruction process to the length of the 

image after the reconstruction process may act as a variable during the pixel 

rearrangement process.  

[00343] In the image reconstruction performing step, image reconstruction may 

be performed on the basis of identified reconstruction information. That is, the 

image reconstruction may be performed on the basis of information regarding a 

reconstruction type, a reconstruction mode, and the like, and encoding/decoding 

may be performed on the basis of the acquired reconstructed image.  

[00344] Next, an example in which image reconstruction is performed in the 

encoding/decoding apparatus according to some embodiments will be described.  

[00345] A process of reconstructing an input image may be performed before 

encoding is started. The reconstruction may be performed using reconstruction 

information (e.g., an image reconstruction type, a reconstruction mode, etc.), and the 

reconstructed image may be encoded. The image encoding data may be stored in 

the memory after the encoding is complete, and may be added to a bitstream and 

then transmitted.  

[00346] A reconstruction process may be performed before decoding is started.  

The reconstruction may be performed using reconstruction information (e.g., an 

image reconstruction type, a reconstruction mode, etc.), and the image decoding 

data may be parsed to be decoded. The image may be stored in the memory after 

the decoding is complete and may be changed to the image before the 

reconstruction by performing an inverse reconstruction process and then output.  

[00347] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

Also, the information may be included in the bitstream in the form of SEI or 

metadata.  

[00348] 

[00349] [Table 1]
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Tile informationC 

tilesenabledflag 

if(tilesenabed_flag) 

num-tile-columns 
num-tile-rows 
uniform-spacing-flag 
if(!uniformspacingiflag) 

for(i=O; i<num tile columns; i++) 
columns-width-tile[i] 

for(i=0; i<num tile rows; i++) 
rows-height_tile[i] 

tileheaderenabledflag 

if(tileheaderenabledflag) 

for(i=o; i< num-tile-columns x numtilesrows; i++) 

tile-coded_flag[i] 

if(!tile-coded_flag[i]) 

tileheadero 
} 

[00350] Table 1 represents example syntax elements associated with 

partitioning among image settings. The following description will focus on an 

additional syntax element. Also, in the following example, a syntax element is not 

limited to any specific unit and may be supported in various units such as a 

sequence, a picture, a slice, and a tile. Alternatively, the syntax element may be 

included in SEI, metadata, and the like. Also, the type, order, condition, and the like 

of the supported syntax element in the following example are limited to only the 

example and thus may be changed and determined according to encoding/decoding 

settings.  

[00351] In Table 1, tileheaderenabledflag denotes a syntax element 

indicating whether to support encoding/decoding settings for a tile. When the 

syntax element is activated (tile-headerenabled-flag = 1), encoding/decoding
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settings in a tile unit may be provided. When the syntax element is deactivated 

(tileheaderenabledflag = 0), the encoding/decoding settings in a tile unit cannot 

be provided, and encoding/decoding settings in an upper unit may be assigned.  

[00352] Also, tilecodedflag denotes a syntax element indicating whether to 

encode or decode a tile. When the syntax element is activated (tilecodedflag = 1), 

a corresponding tile may be encoded or decoded. When the syntax element is 

deactivated (tile_coded flag = 0), the corresponding tile cannot be encoded or 

decoded. Here, encoding not being performed may mean that encoding data is not 

generated for a corresponding tile (here, it is assumed that a corresponding region is 

processed by a predetermined rule and the like; applicable to a meaningless region 

in some projection formats of a 360-degree image). Decoding not being performed 

means that the decoding data in the corresponding tile is no longer parsed (here, it is 

assumed that the corresponding region is processed by a predetermined rule).  

Also, decoding data being no longer parsed may mean that encoding data is not 

present in a corresponding unit and thus parsing is no longer performed and may 

also mean that even through encoding data is present, parsing is no longer 

performed by the flag. Header information of a tile unit may be supported according 

to whether to encode or decode a tile.  

[00353] The above example focused on a tile. However, the present 

disclosure is not limited to the tile, and the above description may be modified and 

then applied to other partitioning units of the present disclosure. Also, an example 

of the tile partitioning settings is not limited to the above case, and modifications may 

be made thereto.  

[00354] [Table 2] 

Converting information 

convertenabledflag 

f(convert-enabledflag) 
convert-type-flag 

[00355] Table 2 represents example syntax elements associated with 

reconstruction among image settings.  

[00356] Referring to Table 2, convertenabled-flag denotes a syntax element 

indicating whether to perform reconstruction. When the syntax element is activated
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(convertenabled-flag = 1), a reconstructed image is encoded or decoded, and 

additional reconstruction-related information may be checked. When the syntax 

element is deactivated (convertenabled-flag = 0), an original image is encoded or 

decoded.  

[00357] Also, convert type flag denotes mixed information regarding a 

reconstruction method and mode information. One method may be determined 

from a plurality of candidate groups for a rotation-applied method, a flipping-applied 

method, and a rotation-and-flipping-applied method.  

[00358] [Table 3] 

Resizing information 

pic-widthjin-samples 
picheight_in_samples 

img-resizing_enabled_flag 

if(img-resizingenabled_flag) 

resizing-met-flag 
resizing-mov-flag 

if(!resizing_metjflag) 
{ 

width scale 
height-scale 

else 
{ 

topheight -offset 
bottom-height offset 
left-width-offset 
right-width-offset 

resizing-type-flag 

[00359] Table 3 represents example syntax elements associated with resizing 

among image settings.  

[00360] Referring to Table 3, pic-widthinsamples and pic-height-insamples 

denote syntax elements indicating the width and the height of an image. The size 

of an image may be checked through the syntax elements.  

[00361] Also, imgresizing_enabled-flag denotes a syntax element indicating 

whether to perform image resizing. When the syntax element is activated 

(imgresizing_enabled-flag = 1), an image is encoded or decoded after resizing, and
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additional resizing-related information may be checked. When the syntax element 

is deactivated (imgresizingenabledflag = 0), an original image is encoded or 

decoded. Also, the syntax element may indicate resizing for intra-prediction.  

[00362] Also, resizingmet flag indicates a resizing method. One resizing 

method may be determined from a candidate group such as a scale factor-based 

resizing method (resizingmet flag = 0), an offset factor-based resizing method 

(resizingmet-flag = 1), and the like.  

[00363] Also, resizingmov flag denotes a syntax element for a resizing 

operation. For example, one of expansion and reduction may be determined.  

[00364] Also, widthscale and height-scale denote scale factors associated 

with horizontal resizing and vertical resizing of the scale factor-based resizing.  

[00365] Also, topheight-offset and bottom-heightoffset denote an offset 

factor for an "up" direction and an offset factor for a "down" direction, which are 

associated with horizontal resizing of the offset factor-based resizing, and 

leftwidthoffset and right-widthoffset denote an offset factor for a "left" direction 

and an offset factor for a "right" direction, which are associated with vertical resizing 

of the offset factor-based resizing.  

[00366] The size of an image after resizing may be updated through the 

resizing-related information and image size information.  

[00367] Also, resizingtype flag denotes a syntax element indicating a data 

processing method for a resized region. The number of candidate groups for the 

data processing method may be the same or different depending on the resizing 

method and the resizing operation.  

[00368] 

[00369] The image setting processes applied to the above-described image 

encoding/decoding apparatus may be performed individually or in combination. The 

following example description will focus on an example in which the plurality of 

image setting processes are performed in combination.  

[00370] FIG. 11 is an example diagram showing images before and after an 

image setting process according to some embodiments. In detail, Section 11A 

shows an example before image reconstruction is performed on a partitioned image 

(e.g., an image projected during 360-degree image encoding, and Section 11B 

shows an image after image reconstruction is performed on a partitioned image (e.g., 

an image packed during 360-degree image encoding. That is, it can be understood
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that Section 11A is an example diagram before an image setting process is 

performed and Section 11B is an example diagram after an image setting process is 

performed.  

[00371] In this example, image partitioning (here, a tile is assumed) and image 

reconstruction will be described as the image setting process.  

[00372] In the following example, the image reconstruction is performed after 

the image partitioning is performed. However, according to encoding/decoding 

settings, the image partitioning may be performed after the image reconstruction is 

performed, and modifications may be made thereto. Also, the above-described 

image reconstruction process (including the inverse process) may be applied 

identically or similarly to the reconstruction process in the partitioning units in the 

image in this embodiment.  

[00373] The image reconstruction may or may not be performed in all 

partitioning units in the image and may be performed in some partitioning units.  

Accordingly, a partitioning unit before reconstruction (e.g., some of PO to P5) may or 

may not be the same as a partitioning unit after reconstruction (e.g., some of SO to 

S5). Through the following example, various image reconstruction cases will be 

described. Also, for convenience of description, it is assumed that the unit of an 

image is a picture, the unit of a partitioned image is a tile, and a partitioning unit is in 

the shape of a rectangle.  

[00374] As an example, whether to perform image reconstruction may be 

determined in some units (e.g., spsconvertenabled-flag or SEI or metadata, etc.).  

Alternatively, whether to perform image reconstruction may be determined in some 

units (e.g., ppsconvertenabled flag). This may be allowed when occurring in a 

corresponding unit (here, a picture) for the first time or when being activated in an 

upper unit (e.g., sps-convertenabledflag = 1). Alternatively, whether to perform 

image reconstruction may be determined in some units (e.g., tile-convertflag[i]; i is 

a partitioning unit index). This may be allowed when occurring in a corresponding 

unit (here, a tile) for the first time or when being activated in an upper unit (e.g., 

ppsconvertenabledflag = 1). Also, partially, whether to perform image 

reconstruction may be implicitly determined according to encoding/decoding settings, 

and thus related information may be omitted.  

[00375] As an example, whether to reconstruct partitioning units in an image 

may be determined according to a signal indicating image reconstruction (e.g.,
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ppsconvertenabledflag). In detail, whether to reconstruct all of the partitioning 

units in the image may be determined according to the signal. In this case, a single 

signal indicating image reconstruction may be generated in the image.  

[00376] As an example, whether to reconstruct partitioning units in an image 

may be determined according to a signal indicating image reconstruction (e.g., 

tile-convertflag[i]). In detail, whether to reconstruct some of the partitioning units 

in the image may be determined according to the signal. In this case, at least one 

signal indicating image reconstruction (e.g., a number of signals equal to the number 

of partitioning units) may be generated.  

[00377] As an example, whether to reconstruct an image may be determined 

according to a signal indicating image reconstruction (e.g., 

ppsconvertenabledflagi]), and whether to reconstruct partitioning units in an 

image may be determined according to a signal indicating image reconstruction (e.g., 

tile-convertflag[i]). In detail, when any signal is activated (e.g., 

ppsconvertenabledflag = 1), any other signal (e.g., tileconvert flag[i]) may be 

additionally checked, and whether to reconstruct some of the partitioning units in the 

image may be determined according to the signal (here, tileconvert-flag[i]). In this 

case, a plurality of signals indicating image reconstruction may be generated.  

[00378] When the signal indicating image reconstruction is activated, image 

reconstruction-related information may be generated. In the following example, a 

variety of image reconstruction-related information will be described.  

[00379] As an example, reconstruction information applied to an image may be 

generated. In detail, one piece of reconstruction information may be used as 

reconstruction information for all the partitioning units in the image.  

[00380] As an example, reconstruction information applied to partitioning units 

in an image may be generated. In detail, at least one piece of reconstruction 

information may be used as reconstruction information for some of the partitioning 

units in the image. That is, one piece of reconstruction information may be used as 

reconstruction information for one partitioning unit or one pierce of reconstruction 

information may be used as reconstruction information for a plurality of partitioning 

units.  

[00381] The following example will be described in combination with an 

example in which image reconstruction is performed.  

[00382] For example, when the signal indicating image reconstruction (e.g.,
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ppsconvertenabledflag) is activated, reconstruction information applied in 

common to partitioning units in an image may be generated. Alternatively, when 

the signal indicating image reconstruction (e.g., ppsconvertenabledflag) is 

activated, reconstruction information applied individually to the partitioning units in 

the image may be generated. Alternatively, when the signal indicating image 

reconstruction (e.g., tileconvert-flag[i]) is activated, reconstruction information 

applied individually to the partitioning units in the image may be generated.  

Alternatively, when the signal indicating image reconstruction (e.g., 

tileconvertflag[i]) is activated, reconstruction information applied in common to the 

partitioning units in the image may be generated.  

[00383] The reconstruction information may be implicitly or explicitly processed 

depending on encoding/decoding settings. For the implicit processing, the 

reconstruction information may be assigned as a predetermined value depending on 

the characteristics, type, and the like of the image.  

[00384] PO to P5 in Section 11A may correspond to SO to S5 in Section 11B, 

and the reconstruction process may be performed on partitioning units. For 

example, PO may not be reconstructed and then may be assigned to SO. P1 may 

be rotated by 90 degrees and then may be assigned to S1. P2 may be rotated by 

180 degrees and then may be assigned to S2. P3 may be horizontally flipped and 

then may be assigned to S3. P4 may be rotated by 90 degrees and horizontally 

flipped and then may be assigned to S4. P5 may be rotated by 180 degrees and 

horizontally flipped and then may be assigned to S5.  

[00385] However, the present disclosure is not limited to the above example, 

and various modifications may be made thereto. Like the above example, the 

partitioning units in the image may not be reconstructed, or at least one of 

reconstruction using rotation, reconstruction using flipping, and reconstruction using 

rotation and flipping in combination may be performed.  

[00386] When image reconstruction is applied to partitioning units, an additional 

reconstruction process such as partitioning unit rearrangement may be performed.  

That is, the image reconstruction process according to the present disclosure may 

be configured to include rearrangement of partitioning units in an image as well as 

rearrangement of pixels in an image and may be represented using some syntax 

elements in Table 4 (e.g., part-top, part-left, partwidth, part-height, and the like).  

This means that the image partitioning process and the image reconstruction
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process may be understood in combination. In the above example, it has been 

described that an image is partitioned into a plurality of units.  

[00387] PO to P5 in Section 11A may correspond to SO to S5 in Section 11B, 

and the reconstruction process may be performed on partitioning units. For 

example, PO may not be reconstructed and then may be assigned to SO. P1 may 

not be reconstructed and then may be assigned to S2. P2 may be rotated by 90 

degrees and then may be assigned to S1. P3 may be horizontally flipped and then 

may be assigned to S4. P4 may be rotated by 90 degrees and horizontally flipped 

and then may be assigned to S5. P5 may be horizontally flipped and then rotated 

by 180 degrees and then may be assigned to S3. The present disclosure is not 

limited thereto, and also various modifications may be made thereto.  

[00388] Also, P_Width and P_Height of FIG. 7 may correspond to P_Width and 

P_Height of FIG. 11, and P'_Width and P'_Height of FIG. 7 may correspond to 

P'_Width and P'Height of FIG. 11. The size of the image after resizing in FIG. 7, 

which is P'_Width x P'_Height, may be expressed as (PWidth + Exp_L + ExpR) x 

(PHeight + Exp_T + ExpB), and the size of the image after resizing in FIG. 11, 

which is P'_Width x P'_Height, may be expressed as (PWidth + VarO_L + Var_L + 

Var2_L + VarO_R + Varn_R + Var2_R) x (P_Height + VarO_T + Var_T + VarO_B + 

Var1_B) or (Sub_POWidth + SubP1_Width + SubP2_Width + VarO_L + Var_L + 

Var2_L + VarO_R + Varn_R + Var2_R) x (Sub_P0_Height + Sub_P1_Height + 

VarO_T + Varl_T + VarO_B + VarlB).  

[00389] Like the above example, for the image reconstruction, rearrangement 

of pixels in partitioning units of an image may be performed, rearrangement of 

partitioning units in an image may be performed, and both of the rearrangement of 

pixels in partitioning units of an image and the rearrangement of partitioning unit in 

an image may be performed. In this case, the rearrangement of partitioning units in 

an image may be performed after the rearrangement of pixels in partitioning units is 

performed, or the rearrangement of pixels in partitioning units may be performed 

after the rearrangement of partitioning units in an image is performed.  

[00390] Whether to perform the rearrangement of partitioning units in an image 

may be determined according to a signal indicating image reconstruction.  

Alternatively, a signal for the rearrangement of the partitioning units in the image 

may be generated. In detail, when a signal indicating image reconstruction is 

activated, the signal may be generated. Alternatively, the signal may be implicitly or
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explicitly processed depending on encoding/decoding settings. For the implicit 

processing, the signal may be determined depending on the characteristics, type, 

and the like of the image.  

[00391] Also, information regarding the rearrangement of partitioning units in an 

image may be implicitly or explicitly performed depending on encoding/decoding 

settings and may be determined according to the characteristics, type, and the like of 

the image. That is, each of the partitioning units may be arranged according to 

arrangement information predetermined for the partitioning units.  

[00392] Next, an example in which partitioning units in an image are 

reconstructed in the encoding/decoding apparatus according to some embodiments 

will be described.  

[00393] A partitioning process may be performed on an input image using 

partitioning information before encoding is started. A reconstruction process may 

be performed on partitioning units using reconstruction information, and an image 

reconstructed for each partitioning unit may be encoded. The image encoding data 

may be stored in the memory after the encoding is complete, and may be added to a 

bitstream and then transmitted.  

[00394] A partitioning process may be performed using partitioning information 

before decoding is started. A reconstruction process may be performed on 

partitioning units using reconstruction information, and the image decoding data may 

be parsed to be decoded in the reconstructed partitioning units. The image 

decoding data may be stored in the memory after the decoding is complete, and a 

plurality of partitioning units are merged into a single unit after an inverse 

reconstruction process in the partitioning units is performed, and thus an image may 

be output.  

[00395] FIG. 12 is an example diagram of resizing each partitioning unit of an 

image according to some embodiments. PO to P5 of FIG. 12 correspond to PO to 

P5 of FIG. 11, and SO to S5 of FIG. 12 correspond to SO to S5 of FIG. 11.  

[00396] In the following example, the description will focus on a case in which 

image resizing is performed after image partitioning is performed. However, image 

partitioning may be performed after image resizing is performed, depending on 

encoding/decoding settings, and modifications may be made thereto. Also, the 

above-described image resizing process (including the inverse process) may be 

applied identically or similarly to the image partitioning unit resizing process in this
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embodiment.  

[00397] For example, TL to BR of FIG. 7 may correspond to TL to BR of 

partitioning units SX (SO to S5) of FIG. 12. SO and S1 of FIG. 7 may correspond to 

PX and SX of FIG. 12. PWidth and P_Height of FIG. 7 may correspond to 

SubPXWidth and SubPXHeight of FIG. 12. P'_Width and P'_Height of FIG. 7 

may correspond to SubSXWidth and Sub_SXHeight of FIG. 12. ExpL, ExpR, 

ExpT, and ExpB of FIG. 7 may correspond to VarX_L, VarXR, VarX_T, and 

VarX_B of FIG. 12, and other factors may correspond.  

[00398] The process of resizing partitioning units in the image in sections 12A 

to 12F may differ from image expansion or reduction in Sections 7A and 7B of FIG. 7 

in that settings for the image expansion or reduction may be present in proportion to 

the number of partitioning units. Also, the process of resizing partitioning units in 

the image may differ from the image expansion or reduction in terms of having 

settings applied in common or individually to the partitioning units in the image. In 

the following example, various resizing cases will be described, and the resizing 

process may be performed in consideration of the above-description.  

[00399] According to the present disclosure, the image resizing may or may not 

be performed on all partitioning units in the image and may be performed on some 

partitioning units. Through the following example, various image resizing cases will 

be described. Also, for convenience of description, it is assumed that the resizing 

operation is for expansion, the resizing operation is based on an offset factor, the 

resizing direction is an "up" direction, a "down" direction, a "left" direction, and a 

"right" direction, the resizing direction is set to operate by the resizing information, 

the unit of an image is a picture, and the unit of a partitioned image is a tile.  

[00400] As an example, whether to perform image resizing may be determined 

in some units (e.g., spsimgresizing_enabled-flag or SEI or metadata, etc.).  

Alternatively, whether to perform image resizing may be determined in some units 

(e.g., ppsimgresizingenabled flag). This may be allowed when occurring in a 

corresponding unit (here, a picture) for the first time or when being activated in an 

upper unit (e.g., spsimgresizingenabled flag = 1). Alternatively, whether to 

perform image resizing may be determined in some units (e.g., tile-resizing-flag[i]; i 

is a partitioning unit index). This may be allowed when occurring in a corresponding 

unit (here, a tile) for the first time or when being activated in an upper unit. Also, 

partially, whether to perform image resizing may be implicitly determined according
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to encoding/decoding settings, and thus related information may be omitted.  

[00401] As an example, whether to resize partitioning units in an image may be 

determined according to a signal indicating image resizing (e.g., 

ppsimgresizingenabled-flag). In detail, whether to resize all partitioning units in 

an image may be determined according to the signal. In this case, a single signal 

indicating image resizing may be generated.  

[00402] As an example, whether to resize partitioning units in an image may be 

determined according to a signal indicating image resizing (e.g., tile-resizing-flag[i]).  

In detail, whether to resize some partitioning units in an image may be determined 

according to the signal. In this case, at least one signal indicating image resizing 

(e.g., a number of signals equal to the number of partitioning units) may be 

generated.  

[00403] As an example, whether to resize an image may be determined 

according to a signal indicating image resizing (e.g., 

ppsimgresizingenabled-flag), and whether to resize partitioning units in an image 

may be determined according to a signal indicating image resizing (e.g., 

tileresizing flag[i]). In detail, when any signal is activated (e.g., 

ppsimg-resizingenabled-flag = 1), any other signal (e.g., tile_resizing flag[i]) may 

be additionally checked, and whether to resizing some partitioning units in an image 

may be performed according to the signal (here, tile_resizing flag[i]). In this case, a 

plurality of signals indicating image resizing may be generated.  

[00404] When the signal indicating image resizing is activated, image 

resizing-related information may be generated. In the following example, a variety 

of image resizing-related information will be described.  

[00405] As an example, resizing information applied to an image may be 

generated. In detail, one piece of resizing information or a set of pieces of resizing 

information may be used as resizing information for all partitioning units in an image.  

For example, one piece of resizing information applied in common to an "up" 

direction, a "down" direction, a "left" direction, and a "right" direction of partitioning 

units in an image (or a resizing value applied to all the resizing directions supported 

or allowed in partitioning units; in this example, one piece of information) or a set of 

pieces of resizing information applied individually to the "up" direction, the "down" 

direction, the "left" direction, and the "right" direction (or a number of pieces of 

resizing information equal to the number of resizing directions allowed or supported
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by the partitioning unit; in this example, up to four pieces of information) may be 

generated.  

[00406] As an example, resizing information applied to partitioning units in an 

image may be generated. In detail, at least one piece of resizing information or a 

set of pieces of resizing information may be used as resizing information for all 

partitioning units in an image. That is, one piece of resizing information or a set of 

pieces of resizing information may be used as resizing information for one 

partitioning unit or as resizing information for a plurality of partitioning units. For 

example, a piece of resizing information applied in common to an "up" direction, a 

"down" direction, a "left" direction, and a "right" direction of one partitioning unit in an 

image may be generated, or a set of piecsofresizing information individually 

applied to the "up" direction, the "down" direction, the "left" direction, and the "right" 

direction may be generated. Alternatively, a piece of resizing information applied in 

common to an "up" direction, a "down" direction, a "left" direction, and a "right" 

direction of a plurality of partitioning units in an image may be generated, or a set of 

pieces of resizing information individually applied to the "up" direction, the "down" 

direction, the "left" direction, and the "right" direction may be generated. The 

configuration of the resizing set means resizing value information regarding at least 

one resizing direction.  

[00407] In summary, resizing information applied in common to partitioning 

units in an image may be generated. Alternatively, resizing information applied 

individually to partitioning units in an image may be generated. The following 

example will be described in combination with an example in which image resizing is 

performed.  

[00408] For example, when the signal indicating image resizing (e.g., 

ppsimgresizingenabled-flag) is activated, resizing information applied in common 

to partitioning units in an image may be generated. Alternatively, when the signal 

indicating image resizing (e.g., ppsimgresizingenabled-flag) is activated, resizing 

information applied individually to partitioning units in an image may be generated.  

Alternatively, when the signal indicating image resizing (e.g., tileresizing flag[i]) is 

activated, resizing information applied individually to partitioning units in an image 

may be generated. Alternatively, when the signal indicating image resizing (e.g., 

tileresizing flag[i]) is activated, resizing information applied in common to 

partitioning units in an image may be generated.
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[00409] The resizing direction, the resizing information, and the like of the 

image may be implicitly or explicitly processed depending on encoding/decoding 

settings. For the implicit processing, the resizing information may be assigned as a 

predetermined value depending on the characteristics, type, and the like of the 

image.  

[00410] It has been described that the resizing direction in the resizing process 

of the present disclosure may be at least one of the "up" direction, the "down" 

direction, the "left" direction, and the "right" direction and the resizing direction and 

the resizing information may be processed explicitly or implicitly. That is, a resizing 

value (including 0; this means no resizing) may be implicitly predetermined for some 

directions, and a resizing value (including 0; this means no resizing) may be explicitly 

assigned for other directions.  

[00411] In even a partitioning unit in an image, the resizing direction and the 

resizing information may be set to be implicitly or explicitly processed, and this may 

be applied to the partitioning unit in the image. For example, a setting applied to 

one partitioning unit in an image may occur (here, a number of settings equal to the 

number of partitioning units may occur), a setting applied to a plurality of partitioning 

units in an image may occur, or a setting applied to all partitioning units in an image 

may occur (here, one setting may occur), and at last one setting may occur in an 

image (e.g., one to a number of settings equal to the number of partitioning units 

may occur). The setting information applied to partitioning units in an image may be 

collected, and a single set of settings may be defined.  

[00412] FIG. 13 is an example diagram of a set of resizing or setting of a 

partitioning unit in an image.  

[00413] In detail, FIG. 13 illustrates various examples of implicitly or explicitly 

processing a resizing direction and resizing information for partitioning units in an 

image. In the following example, for convenience of description, the implicit 

processing assumes that resizing values of some resizing directions are 0.  

[00414] As shown in Section 13A, the resizing may be explicitly processed 

when the boundary of a partitioning unit matches the boundary of an image (here, a 

thick solid line), and the resizing may be implicitly processed when the boundary of a 

partitioning unit does not match the boundary of an image (a thin solid line). For 

example, PO may be resized in an "up" direction and a "left" direction (a2 and aO), P1 

may be resized in an "up" direction (a2), P2 may be resized in an "up" direction and
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a "right" direction (a2 and al), P3 may be resized in a "down" direction and a "left" 

direction (a3 and a0), P4 may be resized in a "down" direction (a3), and P5 may be 

resized in a "down" direction and a "right" direction (a3 and al). In this case, the 

resizing may not be allowed in the other directions.  

[00415] As shown in Section 13B, some directions (here, up and down) of a 

partitioning unit may allow the resizing to be explicitly processed, and some 

directions (here, left and right) of a partitioning unit may allow the resizing to be 

explicitly processed (here, a thick solid line) when the boundary of the partitioning 

unit matches the boundary of the image and may allow the resizing to be implicitly 

processed (here, a thin solid line) when the boundary of the partitioning unit does not 

match the boundary of the image. For example, PO may be resized in an "up" 

direction, a "down" direction, and a "left" direction (b2, b3, and bO), P1 may be 

resized in an "up" direction and a "down" direction (b2 and b3), P2 may be resized in 

an "up" direction, a "down" direction, and a "right" direction (b2, b3, and b1), P3 may 

be resized in an "up" direction, a "down" direction, and a "left" direction (b3, b4, and 

bO), P4 may be resized in an "up" direction and a "down" direction (b3 and b4), and 

P5 may be resized in an "up" direction, a "down" direction, and a "right" direction (b3, 

b4, and b1). In this case, the resizing may not be allowed in the other directions.  

[00416] As shown in Section 13C, some directions (here, left and right) of a 

partitioning unit may allow the resizing to be explicitly processed, and some 

directions (here, up and down) of a partitioning unit may allow the resizing to be 

explicitly processed (here, a thick solid line) when the boundary of the partitioning 

unit matches the boundary of the image and may allow the resizing to be implicitly 

processed (here, a thin solid line) when the boundary of the partitioning unit does not 

match the boundary of the image. For example, PO may be resized in an "up" 

direction, a "left" direction, and a "right" direction (c4, c, and c1), P1 may be resized 

in an "up" direction, a "left" direction, and a "right" direction (c4, c1, and c2), P2 may 

be resized in an "up" direction, a "left" direction, and a "right" direction (c4, c2, and 

c3), P3 may be resized in a "down" direction, a "left" direction, and a "right" direction 

(c5, c, and c1), P4 may be resized in a "down" direction, a "left" direction, and a 

"right" direction (c5, c1, and c2), and P5 may be resized in a "down" direction, a "left" 

direction, and a "right" direction (c5, c2, and c3). In this case, the resizing may not 

be allowed in the other directions.  

[00417] Settings related to image resizing like the above example may have
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various cases. A plurality of sets of settings are supported so that setting set 

selection information may be explicitly generated, or a predetermined setting set may 

be implicitly determined according to encoding/decoding settings (e.g., the 

characteristics, type, and the like of the image).  

[00418] FIG. 14 is an example diagram in which both of a process of resizing 

an image and a process of resizing partitioning units in an image are represented.  

[00419] Referring to FIG. 14, the process of resizing an image and the inverse 

process may proceed in directions e and f, and the process of resizing partitioning 

units in an image and the inverse process may proceed in directions d and g. That 

is, a resizing process may be performed on an image, and then a resizing process 

may be performed on partitioning units in an image. The resizing order may not be 

fixed. This means that a plurality of resizing processes may be possible.  

[00420] In summary, the image resizing process may be classified into resizing 

of an image (or resizing an image before partitioning) and resizing of partitioning 

units in an image (or resizing an image after partitioning). Neither, either, or both of 

the resizing of an image and the resizing of partitioning units in an image may be 

performed, which may be determined according to encoding/decoding settings (e.g., 

the characteristics, type, and the like of the image).  

[00421] When in the example, a plurality of resizing processes are performed, 

the resizing of an image may be performed in at least one of the "up" direction, the 

"down" direction, the "left" direction, and the "right" direction of the image, and at 

least one of the partitioning units in the image may be resized. In this case, the 

resizing may be performed in at least one of an "up" direction, a "down" direction, a 

"left" direction, and a "right" direction of the partitioning unit to be resized.  

[00422] Referring to FIG. 14, the size of an image before resizing (A) may be 

defined as PWidth x P_Height, the size of an image after primary resizing (or an 

image before secondary resizing; B) may be defined as P'_Width x P'_Height, and 

the size of an image after secondary resizing (or an image after final resizing; C) 

may be defined as P"_Width x P"_Height. The image before resizing (A) denotes 

an image on which no resizing is performed, the image after primary resizing (B) 

denotes an image on which some resizing is performed, and the image after 

secondary resizing (C) denotes an image on which all resizing is performed. For 

example, the image after primary resizing (B) may denote an image in which resizing 

is performed in partitioning units of the image as shown in Sections 13A to 13C, and



82 

the image after secondary resizing (C) may denote an image acquired by entirely 

resizing the image after primary resizing (B) as shown in Section 7A of FIG. 7. The 

opposite case is also possible. However, the present disclosure is not limited to the 

above example, and various modifications may be made thereto.  

[00423] In the size of the image after primary resizing (B), P'_Width may be 

acquired through P_Width and at least one horizontal resizing value that is laterally 

resized, and P'Height may be acquired through P_Height and at least one vertical 

resizing value that is longitudinally resized. In this case, the resizing value may be 

a resizing value generated in partitioning units.  

[00424] In the size of the image after secondary resizing (C), P"_Width may be 

acquired through P'_Width and at least one horizontal resizing value that is laterally 

resized, and P"_Height may be acquired through P'_Height and at least one vertical 

resizing value that is longitudinally resized. In this case, the resizing value may be 

a resizing value generated in the image.  

[00425] In summary, the size of the image after resizing may be acquired 

through at least one resizing value and the size of the image before resizing.  

[00426] In a resized region of the image, information regarding a data 

processing method may be generated. Through the following example, various 

data processing methods will be described. A data processing method generated 

during the inverse resizing process may be applied identically or similarly to that of 

the resizing process. The data processing methods in the resizing process and the 

inverse resizing process will be described through various combinations to be 

described below.  

[00427] As an example, a data processing method applied to an image may be 

generated. In detail, one data processing method or a set of data processing 

methods may be used as a data processing method for all partitioning units in the 

image (here, it is assumed that all the partitioning units are to be resized). For 

example, one data processing method applied in common to an "up" direction, a 

"down" direction, a "left" direction, and a "right" direction of a partitioning unit in an 

image (or a data processing method or the like applied to all resizing directions 

supported or allowed in partitioning units; in this example, one piece of information) 

or a set of data processing methods applied to the "up" direction, the "down" 

direction, the "left" direction, and the "right" direction (or a number of data processing 

methods equal to the number of resizing directions supported or allowed in
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partitioning units; in this example, up to four pieces of information) may be 

generated.  

[00428] As an example, a data processing method applied to partitioning units 

in an image may be generated. In detail, at least one data processing method or a 

set of data processing methods may be used as a data processing method for some 

partitioning units in the image (here, it is assumed that the partitioning units are to be 

resized). That is, one data processing method or a set of data processing methods 

may be used as a data processing method for one partitioning unit or a data 

processing method for a plurality of partitioning units. For example, one data 

processing method applied in common to an "up" direction, a "down" direction, a 

"left" direction, and a "right" direction of one partitioning unit in an image may be 

generated, or a set of data processing methods individually applied to the "up" 

direction, the "down" direction, the "left" direction, and the "right" direction may be 

generated. Alternatively, one data processing method applied in common to an 

"up" direction, a "down" direction, a "left" direction, and a "right" direction of a 

plurality of partitioning units in an image may be generated, or a set of data 

processing methods individually applied to the "up" direction, the "down" direction, 

the "left" direction, and the "right" direction may be generated. The configuration of 

the set of data processing methods means a data processing method for at least one 

resizing direction.  

[00429] In summary, a data processing method applied in common to 

partitioning units in an image may be used. Alternatively, a data processing method 

applied individually to partitioning units in an image may be used. The data 

processing method may use a predetermined method. The predetermined data 

processing method may be provided as at least one method. This corresponds to 

an implicit process, and selection information for the data processing method may be 

explicitly generated, which may be determined according to encoding/decoding 

settings (e.g., the characteristics, type, and the like of the image).  

[00430] That is, a data processing method applied in common to partitioning 

units in an image may be used. A predetermined method may be used, or one of a 

plurality of data processing methods may be selected. Alternatively, a data 

processing method applied individually to partitioning units in an image may be used.  

Depending on the partitioning units, a predetermined method may be used, or one of 

a plurality of data processing methods may be selected.
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[00431] In the following example, some cases in which partitioning units in an 

image are resized (here, it is assumed that the resizing is for expansion) will be 

described (here, a resized region is filled with some data of the image).  

[00432] Specific regions TL to BR of some units (e.g., SO to S5 in Sections 12A 

to 12F) may be resized using data of specific regions tl to br of some units PO to P5 

(in Sections 12A to 12F). In this case, the some units may be the same as (e.g., SO 

and PO) or different from (e.g., SO and P1) one another. That is, the regions TL to 

BR to be resized may be filled with some data tl to br of a corresponding partitioning 

unit and may be filled with some data of a partitioning unit other than the 

corresponding partitioning unit.  

[00433] As an example, the regions TL to BR of which the current partitioning 

unit is resized may be resized using data tl to br of the current partitioning unit. For 

example, TL of SO may be filled with data tl of PO, RC of S1 may be filled with data tr 

+ rc + br of P1, BL+BC of S2 may be filled with data bl + bc + br of P2, and TL + LC 

+ BL of S3 may be filled with data tl + Ic + bl of P3.  

[00434] As an example, the regions TL to BR of which the current partitioning 

unit is resized may be resized using data tl to br of a partitioning unit that is spatially 

adjacent to the current partitioning unit. For example, TL + TC + TR of S4 may be 

filled with data bl + bc + br of P1 in the "up" direction, BL + BC of S2 may be filled 

with data tl + tc + tr of P5 in the "down" direction, LC + BL of S2 may be filled with 

data tl + rc + bl of P1 in the "left" direction, RC of S3 may be filled with data tl + Ic + 

bl of P4 in the "right" direction, and BR of SO may be filled with data tl of P4 in a 

"down + left" direction.  

[00435] As an example, the regions TL to BR of which the current partitioning 

unit is resized may be resized using data tl to br of a partitioning unit that is not 

spatially adjacent to the current partitioning unit. For example, data in a (e.g., 

horizontal, vertical, etc.) boundary region between both ends of an image may be 

acquired. LC of S3 may be acquired using data tr + rc + br of S5, RC of S2 may be 

acquired using data tl + Ic of SO, BC of S4 may be acquired using data tc + tr of S1, 

and TC of S1 may be acquired using data bc of S4.  

[00436] Alternatively, data of specific regions (a region that is not spatially 

adjacent to but determined to have high correlation with a resized region) of the 

image may be acquired. BC of S1 may be acquired using data tl + Ic + bl of S3, RC 

of S3 may be acquired using data tl + tc of S1, and RC of S5 may be acquired using



85 

data bc of SO.  

[00437] Also, some cases in which a partitioning unit in an image is resized 

(here, it is assumed that the resizing is for reduction) are as follows (here, removal is 

performed through restoration or correction using some data of an image).  

[00438] Specific regions TL to BR of some units (e.g., SO to S5 in Sections 12A 

to 12F) may be used in a restoration or correction process for specific regions tl to br 

of some units PO to P5. In this case, the some units may be the same as (e.g., SO 

and PO) or different from (e.g., SO and P2) one another. That is, the region to be 

resized may be used to restore some data of a corresponding partitioning unit and 

then removed, and the region to be resized may be used to restore some data of a 

partitioning unit other than the corresponding partitioning unit and then removed.  

The detailed example may be inversely derived from the expansion process, and 

thus will be omitted.  

[00439] The example may be applied to a case in which data with high 

correlation is present in a region to be resized, and information regarding locations 

referenced for the resizing may be explicitly generated or implicitly acquired 

according to a predetermined rule. Alternatively, related information may be 

checked in combination. This may be an example that may be applied when data is 

acquired from another region with continuity in encoding of a 360-degree image.  

[00440] Next, an example in which partitioning units in an image are resized in 

the encoding/decoding apparatus according to some embodiments will be described.  

[00441] A partitioning process may be performed on an input image before 

encoding is started. A resizing process may be performed on a partitioning unit 

using resizing information, and the image may be encoded after the partitioning unit 

is resized. The image encoding data may be stored in the memory after the 

encoding is complete, and may be added to a bitstream and then transmitted.  

[00442] A partitioning process may be performed using partitioning information 

before decoding is started. A resizing process may be performed on partitioning 

units using resizing information, and the image decoding data may be parsed to be 

decoded in the resized partitioning units. The image decoding data may be stored 

in the memory after the decoding is complete, and the plurality of partitioning units 

are merged into a single unit after an inverse resizing process for the partitioning 

units is performed, and thus an image may be output.  

[00443] Another example of the above-described image resizing process may
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be applied. The present disclosure is not limited thereto, and modifications may be 

made thereto.  

[00444] 

[00445] In the image setting process, the image resizing and the image 

reconstruction may be allowed to be combined. The image reconstruction may be 

performed after the image resizing is performed. Alternatively, the image resizing 

may be performed after the image reconstruction is performed. Also, the image 

partitioning, the image reconstruction, and the image resizing may be allowed to be 

combined. The image resizing and the image reconstruction may be performed 

after the image partitioning is performed. The order of image settings is not fixed 

and may be changed, which may be determined according to encoding/decoding 

settings. In this example, the image setting process will be described as the image 

reconstruction and the image resizing being performed after the image partitioning is 

performed. However, depending on encoding/decoding settings, another order is 

possible, and also modifications may be made thereto.  

[00446] For example, the image setting process may be performed in the 

following order: partitioning -> reconstruction; reconstruction -> partitioning; 

partitioning -> resizing; resizing -> partitioning; resizing -> reconstruction; 

reconstruction -> resizing; partitioning -> reconstruction -> resizing; partitioning-> 

resizing -> reconstruction; resizing -> partitioning -> reconstruction; resizing-> 

reconstruction -> partitioning; reconstruction -> partitioning -> resizing; and 

reconstruction-> resizing -> partitioning, and a combination with additional image 

settings may be possible. As described above, the image setting process may be 

sequentially performed, but some or all of the setting process may be simultaneously 

performed. Also, as some of the image setting process, a plurality of processes 

may be performed according to encoding/decoding settings (e.g., the characteristics, 

type, and the like of an image). The following example indicates various 

combinations of the image setting process.  

[00447] As an example, PO to P5 in Section 11A may correspond to SO to S5 in 

Section 11B, and the reconstruction process (here, rearrangement of pixels) and the 

resizing process (here, resizing of partitioning units to have the same size) may be 

performed in partitioning units. For example, PO to P5 may be resized based on 

offset and may be assigned to SO to S5. Also, PO may not be reconstructed and 

then may be assigned to SO. P1 may be rotated by 90 degrees and then may be
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assigned to S1. P2 may be rotated by 180 degrees and then may be assigned to 

S2. P3 may be rotated by 270 degrees and then may be assigned to S3. P4 may 

be horizontally flipped and then may be assigned to S4. P5 may be vertically 

flipped and then may be assigned to S5.  

[00448] As an example, PO to P5 in Section 11A may correspond to positions 

that are the same as or different from SO to S5 in Section 11B, and the 

reconstruction process (here, rearrangement of pixels and partitioning units) and the 

resizing process (here, resizing of partitioning units to have the same size) may be 

performed in partitioning units. For example, PO to P5 may be resized based on 

scale and may be assigned to SO to S5. Also, PO may not be reconstructed and 

then may be assigned to SO. P1 may not be reconstructed and then may be 

assigned to S2. P2 may be rotated by 90 degrees and then may be assigned to S1.  

P3 may be horizontally flipped and then may be assigned to S4. P4 may be rotated 

by 90 degrees and horizontally flipped and then may be assigned to S5. P5 may be 

horizontally flipped and then rotated by 180 degrees and then may be assigned to 

S3.  

[00449] As an example, PO to P5 in Section 11A may correspond to EO to E5 in 

Section 5E, and the reconstruction process (here, rearrangement of pixels and 

partitioning units) and the resizing process (here, resizing of partitioning units to have 

the different sizes) may be performed in partitioning units. For example, PO may 

not be resized and reconstructed and then may be assigned to EO, P1 may be 

resized based on scale but is not reconstructed and then may be assigned to El, P2 

may not be resized but reconstructed and then may be assigned to E2, P3 may be 

resized based on offset but is not reconstructed and then may be assigned to E4, P4 

may not be resized but reconstructed and may be assigned to E5, and P5 may be 

resized based on offset and reconstructed and then may be assigned to E3.  

[00450] Like the above example, the absolute position or the relative position of 

the partitioning units before and after the image setting process in the image may be 

maintained or changed, which may be determined according to encoding/decoding 

settings (e.g., the characteristics, type, and the like of the image). Also, various 

combinations of the image setting processes may be possible. The present 

disclosure is not limited thereto, and thus various modifications may be made 

thereto.  

[00451] The encoder may add the information generated during the above



88 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

Also, the information may be included in the bitstream in the form of SEI or 

metadata.  

[00452] 

[00453] [Table 4] 

Partition information 

partsenabledflag 

if(partsenabled_flag) 

num-partitons 

for(i=0; i<num-partitions; i++) 

parttopi] 
part_left[i] 
part width[i] 
part-height[i] 

partheader}enabedflag 

if(part_header_enabledflag) 
partition-header0 

[00454] Table 4 represents example syntax elements associated with a plurality 

of image settings. The following description will focus on an additional syntax 

element. Also, in the following example, a syntax element is not limited to any 

specific unit and may be supported in various units such as a sequence, a picture, a 

slice, and a tile. Alternatively, the syntax element may be included in SEI, metadata, 

and the like.  

[00455] Referring to Table 4, partsenabled-flag denotes a syntax element 

indicating whether to partition some units. When the syntax element is activated 

(parts_enabled-flag = 1), an image may be partitioned into a plurality of units, and 

the plurality of units may be encoded or decoded. Also, additional partitioning 

information may be checked. When the syntax element is deactivated 

(parts_enabled flag = 0), an original image is encoded or decoded. In this example, 

the description will focus on a rectangular partitioning unit such as a tile, and
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different settings for the existing tile and partitioning information may be provided.  

[00456] Here, numpartitions refers to a syntax element indicating the number 

of partitioning units, and numpartitions plus 1 is equal to the number of partitioning 

units.  

[00457] Also, part top[i] and part-left[i] refer to syntax elements indicating 

location information of the partitioning units and denote horizontal start positions and 

vertical start positions of the partitioning units (e.g., upper left positions of the 

partitioning units). Also, part-width[i] and part-height[i] refer to syntax elements 

indicating size information of the partitioning units and denote the widths and the 

heights of the partitioning units. In this case, the start positions and the size 

information may be set in pixel units or in block units. Also, the syntax element may 

be a syntax element that may be generated during the image reconstruction process 

or a syntax element that may be generated when the image partitioning process and 

the image reconstruction process are constructed in combination.  

[00458] Also, partheaderenabled-flag denotes a syntax element indicating 

whether to support encoding/decoding settings for a partitioning unit. When the 

syntax element is activated (part-headerenabled-flag = 1), encoding/decoding 

settings for a partitioning unit may be provided. When the syntax element is 

deactivated (part-headerenabled flag = 0), the encoding/decoding settings cannot 

be provided, and encoding/decoding settings for an upper unit may be assigned.  

[00459] The above example is not limited to an example of syntax elements 

associated with resizing and reconstruction in a partitioning unit among image 

settings, and modifications may be made thereto as other partitioning units and 

settings of the present disclosure. This example has been described under the 

assumption that the resizing and the reconstruction are performed after the 

partitioning is performed, but the present disclosure is not limited thereto, and 

modifications may be made thereto in another image setting order or the like. Also, 

the type, order, condition, and the like of the supported syntax element in the 

following example are limited to only the example and thus may be changed and 

determined according to encoding/decoding settings.  

[00460] [Table 5]
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Converting information 

convert{enabledjiag 

if(convertenabled_flag) 

for(i=; i<numpartitions; i++) 
{ 

part_convert_flag[i] 

if(part_convertjflagi]) 
convert_type-flag[i] 

[00461] Table 5 represents example syntax elements associated with 

reconstruction in a partitioning unit among image settings.  

[00462] Referring to Table 5, partconvert-flag[i] denotes a syntax element 

indicating whether to reconstruct a partitioning unit. The syntax element may be 

generated for each partitioning unit. When the syntax element is activated 

(partconvert-flag[i] = 1), the reconstructed partitioning unit may be encoded or 

decoded, and additional reconstruction-related information may be checked. When 

the syntax element is deactivated (partconvertflag[i] = 0), an original partitioning 

unit is encoded or decoded. Here, convert-type-flag[i] refers to mode information 

regarding reconstruction of a partitioning unit and may be information regarding pixel 

rearrangement.  

[00463] Also, a syntax element indicating additional reconstruction such as 

partitioning unit rearrangement may be generated. In this example, the partitioning 

unit rearrangement may be performed through part-top and partleft, which are 

syntax element indicating the above image partitioning, or a syntax element (e.g., 

index information) associated with the partitioning unit rearrangement may be 

generated.  

[00464] [Table 6]
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Resizing information 

img-resizing-enabled-flag 

if(img-resizing-enabled_flag) 

resizing-met-flag 
resizing-mov-flag 

for(i=0; i<num-partitions; i++) 
{ 

part_resizing_flagi] 

if(part-resizing_flagi]) 

if(!resizingmet_flag) 

widthscale[i] 
heightscale[i] 

else 

topheight-offseti] 
bottom-height-offset[i 
left-widthwoffset[i] 
rig htwidthoffset[i] 

for(j=0;j<numoffset;j++) 
resizing-type-flag[i]lj] 

} 

[00465] Table 6 represents example syntax elements associated with resizing 

in a partitioning unit among image settings.  

[00466] Referring to Table 6, part-resizing-flag[i] denotes a syntax element 

indicating whether to resize a partitioning unit in an image. The syntax element 

may be generated for each partitioning unit. When the syntax element is activated 

(part-resizing-flag[i] = 1), the resized partitioning unit may be encoded or decoded 

after resizing, and additional resizing-related information may be checked. When 

the syntax element is deactivated (part-resiznig-flag[i] = 0), an original partitioning 

unit is encoded or decoded.  

[00467] Also, width-scale[i] and height-scale[i] denote scale factors associated 

with horizontal resizing and vertical resizing of the scale factor-based resizing in a



92 

partitioning unit.  

[00468] Also, topheight-offset[i] and bottom-height-offset[i] denote an offset 

factor for an "up" direction and an offset factor for a "down" direction, which are 

associated with the offset factor-based resizing in a partitioning unit, and 

leftwidthoffset[i] and right-width_offset[i] denote an offset factor for a "left" 

direction and an offset factor for a "right" direction, which are associated with the 

offset factor-based resizing in a partitioning unit.  

[00469] Also, resizingtype flag[i][j] denotes a syntax element indicating a data 

processing method for a resized region in a partitioning unit. The syntax element 

denotes an individual data processing method for a resizing direction. For example, 

a syntax element indicating an individual data processing method for a resized 

region in an "up" direction, a "down" direction, a "left" direction, and a "right" direction 

may be generated. The syntax element may be generated on the basis of resizing 

information (e.g., which may be generated only when resizing is performed in some 

directions).  

[00470] The above-described image setting process may be a process that is 

applied according to the characteristics, type, and the like of the image. In the 

following example, the above-described image setting process may be applied 

without or with any change, even without special mention. In the following example, 

the description will focus on a case of an addition to or a change in the above 

example.  

[00471] For example, a 360-dgree image or an omnidirectional image 

generated through a 360-degree camera has different characteristics from those of 

an image acquired through a general camera and has a different encoding 

environment from that of compression of a normal image.  

[00472] Unlike a normal image, a 360-degree image may have no boundary 

part with discontinuity, and data of all regions of the 360-degree image may have 

continuity. Also, an apparatus such as an HMD may require a high-definition image 

because an image should be replayed in front of eyes through a lens. When an 

image is acquired through a stereoscopic camera, the amount of image data 

processed may increase. Various image setting processes considering a 

360-degree image may be performed to provide efficient encoding environments 

including the above example.  

[00473] The 360-degree camera may be a plurality of cameras or a camera
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having a plurality of lenses and sensors. The camera or lens may cover all 

directions around any center point captured by the camera.  

[00474] The 360-degree image may be encoded using various methods. For 

example, the 360-degree image may be encoded using various image processing 

algorithms in a 3D space, and may be converted into a 2D space and encoded using 

various image processing algorithms. According to the present disclosure, the 

following description will focus on a method of converting a 360-degree image into a 

2D space and encoding or decoding the converted image.  

[00475] A 360-degree image encoding apparatus according to some 

embodiments may include some or all of the elements shown in FIG. 1, and may 

further include a pre-processing unit configured to pre-process an input image 

(Stitching, Projection, Region-wise Packing). Meanwhile, a 360-degree image 

decoding apparatus according to some embodiments may include some or all of the 

elements shown in FIG. 2, and may further include a post-processing unit configured 

to post-process an encoded image before decoding the encoded image to reproduce 

an output image.  

[00476] In other words, the encoder may pre-process an input image, encode 

the pre-processed image, and transmit a bitstream including the image, and the 

decoder may parse, decode, and post-process the transmitted bitstream to generate 

an output image. In this case, the transmitted bitstream may include information 

generated during the pre-processing process and information generated during the 

encoding process, and the bitstream may be parsed and used during the decoding 

process and the post-processing process.  

[00477] Subsequently, an operation method for a 360-degree image encoder 

will be described in more detail, and an operation method for a 360-degree image 

decoder may be easily derived by those skilled in the art because the operation 

method for the 360-degree image decoder is opposite to the operation method for 

the 360-degree image encoder, and thus a detailed description thereof will be 

omitted.  

[00478] The input image may be subject to performing a stitching and 

projection process on a sphere-based 3D projection structure, and image data on the 

3D projection structure may be projected into a 2D image through the process.  

[00479] The projected image may be configured to include some or all of 

360-degree content according to encoding settings. In this case, location
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information of a region (or a pixel) to be placed at the center of the projected image 

may be implicitly generated as a predetermined value or may be explicitly generated.  

Also, when the projected image includes specific regions of the 360-degree content, 

the range information and location information of the included regions may be 

generated. Also, range information (e.g., the width and the height) and location 

information (e.g., which is measured on the basis of an upper left end of an image) of 

a region of interest (ROI) may be generated from the projected image. In this case, 

a specific region with high importance in the 360-degree content may be set as an 

ROI. The 360-degree image may allow all content in an "up" direction, a "down" 

direction, a "left" direction, and a "right" direction to be viewed, but a user's gaze may 

be limited to a portion of the image, which may be set as an ROI in consideration of 

the limitation. For the purpose of efficient encoding, an ROI may be set to have 

good quality and high resolution, and the other regions may be set to have lower 

quality and lower resolution than the ROI.  

[00480] Among a plurality of 360-degree image transmission schemes, a single 

stream transmission scheme may allow a full image or a viewport image to be 

transmitted in an individual single bitstream for a user. A multi-stream transmission 

scheme may allow several full images with different image qualities to be transmitted 

in multiple bitstreams, and thus an image quality may be selected according to user 

environments and communication conditions. A tiled-stream transmission scheme 

may allow a tile unit-based partial image that is individually encoded to be 

transmitted in multiple bitstreams, and thus a tile may be selected according to user 

environments and communication conditions. Accordingly, the 360-degree image 

encoder may generate and transmit a bitstream having two or more qualities, and 

the 360-degree image decoder may set an ROI according to a user's view and may 

selectively decode the bitstream according to the ROI. That is, a place where a 

user's gaze is directed may be set as an ROI through a head tracking or eye tracking 

system, and only the necessary part may be rendered.  

[00481] The projected image may be converted into a packed image obtained 

by performing a region-wise packing process. The region-wise packing process 

may include a step of partitioning a projected image into a plurality of regions, and 

the partitioned regions may be arranged (or rearranged) in the image packed 

according to the region-wise packing settings. The region-wise packing may be 

performed to increase spatial continuity when a 360-degree image is converted into
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a 2D image (or a projected image). Thus, it is possible to reduce the size of the 

image through the region-wise packing. Also, the region-wise packing may be 

performed to reduce deterioration in image quality caused during rendering, enable a 

viewport-based projection, and provide other types of projection formats. The 

region-wise packing may or may not be performed depending on encoding settings, 

which may be determined on the basis of a signal indicating whether to perform the 

region-wise packing (e.g., regionwisepacking-flag; only when 

regionwise-packing flag is activated, information regarding the region-wise packing 

may be generated).  

[00482] When the region-wise packing is performed, setting information (or 

mapping information) in which specific regions of the projected image are assigned 

(or arranged) to specific regions of the packed image may be displayed (or 

generated). When the region-wise packing is not performed, the projected image 

and the packed image may be the same image.  

[00483] In the above-description, a stitching process, a projection process, and 

a region-wise packing process are defined as individual processes, but some (e.g., 

stitching + projection, projection + region-wise packing) or all (e.g., stitching + 

projection + region-wise packing) of the processes may be defined as a single 

process.  

[00484] At least one packed image may be generated from the same input 

image according to settings for the stitching process, the projection process, and the 

region-wise packing process. Also, according to the settings for the region-wise 

packing process, at least one piece of encoding data for the same projected image 

may be generated.  

[00485] The packed image may be partitioned by performing a tiling process.  

In this case, the tiling, which is a process in which an image is partitioned into a 

plurality of regions and then transmitted, may be an example of the 360-degree 

image transmission schemes. As described above, the tiling may be performed for 

the purpose of partial decoding in consideration of user environments and may also 

be performed for the purpose of efficient processing of vast data of 360-degree 

images. For example, when an image is composed of one unit, the entire image 

may be decoded to decode an ROI. On the other hand, when an image is 

composed of a plurality of unit regions, it may be efficient to decode only an ROI. In 

this case, the partitioning may be performed in tile units, which are partitioning units
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according to a conventional encoding scheme, or may be performed in various 

partitioning units (e.g., a quadrilateral partitioning block, etc.) that have been 

described according to the present disclosure. Also, the partitioning unit may be a 

unit for performing independent encoding/decoding. The tiling may be performed 

independently or on the basis of the projected image or the packed image. That is, 

the partitioning may be performed on the basis of a face boundary of the projected 

image, a face boundary of the packed image, packing settings, etc., and may be 

independently performed for each partitioning unit. This may affect generation of 

partitioning information during the tiling process.  

[00486] Next, the projected image or the packed image may be encoded.  

Encoding data and information generated during the pre-processing process may be 

added to a bitstream, and the bitstream may be transmitted to the 360-degree image 

decoder. The information generated during the pre-processing process may be 

added to the bitstream in the form of SEI or metadata. In this case, the bitstream 

may contain at least one piece of encoding data having partially different settings for 

the encoding process and at least one piece of pre-processing information having 

partially different settings for the pre-processing process. This is to construct a 

decoded image in combination of a plurality of pieces of encoding data (encoding 

data + pre-processing information) according to user environments. In detail, the 

decoded image may be constructed by selectively combining the plurality of pieces 

of encoding data. Also, the process may be performed while being separated into 

two parts to apply to a binocular system, and the process may be performed on an 

additional depth image.  

[00487] FIG. 15 is an example diagram showing a 2D planar space and a 3D 

space showing a 3D image.  

[00488] Generally, for the purpose of a 360-degee 3D virtual space, three 

degrees of freedom (3DoF) may be needed, and three rotations may be supported 

with respect to an X axis (Pitch), a Y axis (Yaw), and a Z axis (Roll). The DoF 

refers to the degree of freedom in space, 3DoF refers to the degree of freedom that 

includes rotations around the X axis, Y axis, and Z axis, as shown in Section 15A, 

and 6DoF refers to the degree of freedom that additionally allows movements along 

the X axis, Y axis, and Z axis as well as 3DoF. The following description will focus 

on the image encoding apparatus and the image decoding apparatus of the present 

disclosure having 3DoF. When 3DoF or greater (3DoF +) is supported, the image
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encoding apparatus and the image decoding apparatus may be modified or 

combined with an additional process or apparatus that is not shown.  

[00489] Referring to Section 15A, Yaw may have a range from -r (-180 

degrees) to r (180 degrees), Pitch may have a range from -r/2 rad (or -90 degrees) 

to r/2 rad (or 90 degrees), and Roll may have a range from -r/2 rad (or -90 degrees) 

to r/2 rad (or 90 degrees). In this case, when it is assumed that 0 and 6 are 

longitude and latitude in the map representation of the earth, 3D space coordinates 

(x, y, z) may be transformed from 2D space coordinates (0, 0). For example, 3D 

space coordinates may be derived from 2D space coordinates according to 

transformation formulas x = cos(6) cos(O), y = sin(6), and z = -cos(6) sin(O).  

[00490] Also, (0, 9) may be transformed into (x, y, z). For example, 2D space 

coordinates may be derived from 3D space coordinates according to transformation 

formulas 0 = tan-1(-Z/X) and = sin-1(Y/(X2+Y2+Z2)1/2).  

[00491] When a pixel in the 3D space is accurately transformed into a pixel in 

the 2D space (e.g., an integer unit pixel in the 2D space), the pixel in the 3D space 

may be mapped to the pixel in the 2D space. When a pixel in the 3D space is not 

accurately transformed into a pixel in the 2D space (e.g., a decimal unit pixel in the 

2D space), a pixel acquired through interpolation may be mapped to the 2D pixel.  

In this case, as the interpolation, nearest neighbor interpolation, bi-linear 

interpolation, B-spline interpolation, bi-cubic interpolation, or the like may be used.  

In this case, related information may be explicitly generated by selecting one of the 

plurality of interpolation candidates, or an interpolation method may be implicitly 

determined according to a predetermined rule. For example, a predetermined 

interpolation filter may be used according to a 3D model, a projection format, a color 

format, and a slice/tile type. Also, when the interpolation information is explicitly 

generated, information regarding filter information (e.g., a filter coefficient) may be 

included.  

[00492] Section 15B shows an image in which a 3D space is transformed into a
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2D space (a 2D planar coordinate system). (0,0) may be sampled (i,j) on the 

basis of the size (the width and height) of an image. Here, i may have a range from 

0 to P_Width - 1, and j may have a range from 0 to PHeight - 1.  

[00493] (0,0) may be a center point (or a reference point; a point depicted as 

C of FIG. 15; coordinates (0,0)=(0,0)) for arranging a 360-degree image with 

respect to the projected image. The setting for the center point may be designated 

in the 3D space, and location information for the center point may be explicitly 

generated or implicitly determined as a predetermined value. For example, center 

position information in Yaw, center position information in Pitch, center position 

information in Roll, and the like may be generated. When a value for the 

information is not specified separately, each value may be assumed to be zero.  

[00494] An example in which the entire 360-degree image is transformed from 

the 3D space into the 2D space has been described above, but specific regions of 

the 360-degree image may be transformed, and location information (e.g., some 

locations belonging to the region; in this example, location information regarding the 

center point), range information, and the like for the specific regions may be explicitly 

generated or may implicitly follow predetermined location and range information.  

For example, center position information in Yaw, center position information in Pitch, 

center position information in Roll, range information in Yaw, range information in 

Pitch, range information in Roll, and the like may be generated, and specific regions 

may be at least one region. Thus, location information, range information, and the 

like of a plurality of regions may be processed. When a value for the information is 

not specified separately, the entire 360-degree image may be assumed.  

[00495] HO to H6 and WO to W5 in Section 15A indicate some latitudes and 

longitudes in Section 15B, which may be expressed as coordinates (C, j) and (i, C) 

(C is a longitude or latitude component) in Section 15B. Unlike a general image, 

when a 360-degree image is converted into the 2D space, distortions may occur or 

warpage of content in an image may occur. This may depend on the region of the 

image, and different encoding/decoding settings may be applied to the location of the 

image or regions partitioned according to the location. When the 

encoding/decoding settings are adaptively applied on the basis of encoding/decoding
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information in the present disclosure, the location information (e.g., an x component, 

a y component, or a range defined by x and y) may be included as an example of the 

encoding/decoding information.  

[00496] The description of the 3D space and the 2D space is defined to assist 

the description of the embodiments of the present disclosure. However, the present 

disclosure is not limited thereto, and the above description may be modified in terms 

of details or may be applied to other cases.  

[00497] As described above, an image acquired through a 360-degree camera 

may be transformed into a 2D space. In this case, a 360-degree image may be 

mapped using a 3D model, and various 3D models such as a sphere, a cube, a 

cylinder, a pyramid, and a polyhedron may be used. When the 360-degree image 

mapped based on the model is transformed into the 2D space, a projection process 

may be performed according to a projection format based on the model.  

[00498] FIGS. 16A to 16D are conceptual diagrams illustrating a projection 

format according to some embodiments.  

[00499] FIG. 16A illustrates an Equi-Rectangular Projection (ERP) format in 

which a 360-degree image is projected into a 2D plane. FIG. 16B illustrates a 

CubeMap Projection (CMP) format in which a 360-degree image is projected to a 

cube. FIG. 16C illustrates an OctaHedron Projection (OHP) format in which a 

360-degree image is projected to an octahedron. FIG. 16D illustrates an 

IcoSahedral Projection (ISP) format in which a 360-degree image is projected to a 

polyhedron. However, the present disclosure is not limited thereto, and various 

projection formats may be used. In FIGS. 16A to 16D, the left sides show 3D 

modes, and the right sides show examples of transformation into the 2D space 

through the projection process. Various size and shapes may be provided 

according to the projection format. Each shape may be composed of surfaces or 

faces, and each face may be expressed as a circle, a triangle, a quadrangle, etc.  

[00500] In the present disclosure, the projection format may be defined by a 3D 

mode, face settings (e.g., the number of faces, the shape of faces, the shape 

configuration of faces, etc.), projection process settings, etc. When at least one 

element is different in the definition, the projection format may be regarded as a 

different projection format. For example, the ERP is composed of a sphere model 

(the 3D model), one face (the number of faces), and a quadrangular face (the shape 

of faces). However, when some (e.g., a formula used during transformation from
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the 3D space into the 2D space; that is, an element that has the same remaining 

projection settings and makes a difference in at least one pixel of a projected image 

in the projection process) of the settings for the projection process are different, the 

format may be classified as a different format such as ERP1 and ERP2. As another 

example, the CMP is composed of a cube model, six faces, and a quadrangular face.  

When some (e.g., a sampling method applied during transformation from the 3D 

space into the 2D space) of the settings during the projection process are different, 

the format may be classified as a different format such as CMP1 and CMP2.  

[00501] When a plurality of projection formats are used instead of one 

predetermined projection format, projection format identification information (or 

projection format information) may be explicitly generated. The projection format 

identification information may be configured through various methods.  

[00502] As an example, a projection format may be identified by assigning 

index information (e.g., proj-format-flag) to a plurality of projection formats. For 

example, #0 may be assigned to ERP, #1 may be assigned to CMP, #2 may be 

assigned to OHP, #3 may be assigned to ISP, #4 may be assigned to ERP1, #5 may 

be assigned to CMP1, #6 may be assigned to OHP1, #7 may be assigned to ISP1, 

#8 may be assigned to CMP compact, #9 may be assigned to OHP compact, #10 

may be assigned to ISP compact, and #11 or higher may be assigned to other 

formats.  

[00503] As an example, the projection format may be identified using at least 

one piece of element information constituting the projection format. In this case, as 

the element information constituting the projection format, 3D model information (e.g., 

3dmodelflag; #0 indicates a sphere, #1 indicates a cube, #2 indicates a cylinder, 

#3 indicates a pyramid, #4 indicates polyhedron 1, and #5 indicates polyhedron 2), 

face number information (e.g., numface-flag; a method of increasing by 1, starting 

from 1; the number of faces generated in the projection format is assigned as index 

information, that is, #0 indicates one, #1 indicates three, #2 indicates six, #3 

indicates eight, and #4 indicates twenty), face shape information (e.g., 

shapefaceflag; #0 indicates a quadrangle, #1 indicates a circle, #2 indicates a 

triangle, #3 indicates a quadrangle + a circle, and #4 indicates a quadrangle + a 

triangle), projection process setting information (e.g., 3d_2dconvert-idx), and the 

like may be included.  

[00504] As an example, the projection format may be identified using projection
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format index information and element information constituting the projection format.  

For example, as the projection format index information, #0 may be assigned to ERP, 

#1 may be assigned to CMP, #2 may be assigned to OHP, #3 may be assigned to 

ISP, and #4 or greater may be assigned to other formats. The projection format 

(e.g., ERP, ERP1, CMP, CMP1, OHP, OHP1, ISP, and ISP1) may be identified 

along with the element information constituting the projection format (here, the 

projection process setting information). Alternatively, the projection format (e.g., 

ERP, CMP, CMP compact, OHP, OHP compact, ISP, and ISP compact) may be 

identified along with the element information constituting the projection format (here, 

region-wise packing).  

[00505] In summary, the projection format may be identified using the 

projection format index information, may be identified using at least one piece of the 

projection format element information, and may be identified using the projection 

format index information and at least one of the projection format element 

information. This may be defined according to encoding/decoding settings. In the 

present disclosure, the following description assumes that the projection format is 

identified using the projection format index. In this example, the description will 

focus on a projection format that is expressed using faces with the same size and 

shape, but a configuration having different faces in size and shape may be possible.  

Also, the configuration of each face may be the same as or different from those 

shown in FIGS. 16A to 16D, the number of each face is used as a symbol for 

identifying a corresponding face, and there is no limitation on a specific order. For 

convenience of description, the following description assumes that, with respect to 

the projected image, ERP is a projection format including one face + a quadrangle, 

CMP is a projection format including six faces + a quadrangle, OHP is a projection 

format including eight faces + a triangle, ISP is a projection format including twenty 

faces + a triangle, and the faces have the same size and shape. However, the 

description may be identically or similarly applied even to different settings.  

[00506] As shown in FIGS. 16A to 16D, the projection format may be classified 

as one face (e.g., ERP) or a plurality of faces (e.g., CMP, OHP, and ISP). Also, the 

shape of each face may be classified as a quadrangle, a triangle, or the like. The 

classification may be an example of the type, characteristics, and the like of the 

image according to the present disclosure, which may be applied when different 

encoding/decoding settings are provided depending on the projection format. For
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example, the type of an image may be a 360-degree image, and the characteristics 

of an image may be one of the classifications (e.g., each projection format, a 

projection format having one face or a plurality of faces, a projection format having a 

quadrangular face or a non-quadrangular face).  

[00507] A 2D planar coordinate system (e.g., (I, j)) may be defined in each face 

of a 2D projected image, and the characteristics of the coordinate system may differ 

depending on the projection format, the location of each face, and the like. ERP 

may have one 2D planar coordinate system, and other projection formats may have 

a plurality of 2D planar coordinate systems depending on the number of faces. In 

this case, the coordinate system may be expressed as (k,i,j), and k may indicate 

index information for each face.  

[00508] FIG. 17 is a conceptual diagram showing that a projection format is 

included in a rectangular image according to some embodiments.  

[00509] That is, it may be understood that Sections 17A to 17C show that the 

projection formats of FIGS. 16B to 16D are implemented as a rectangular image.  

[00510] Referring to Sections 17A to 17C, each image format may be 

configured in a rectangular shape to encode or decode a 360-degree image. For 

ERP, a single coordinate system may be used as it is. However, for other 

projection formats, coordinate systems of faces may be integrated into a single 

coordinate system, and a detailed description thereof will be omitted.  

[00511] Referring to Sections 17A to 17C, while a rectangular image is 

constructed, it may be confirmed that a region filled with meaningless data such as a 

void or background is generated. That is, the rectangular image may be composed 

of a region including actual data (here, a face; an active area) and a meaningless 

region added to construct the rectangular image (here, assuming that the region is 

filled with any pixel value; an inactive area). This may reduce performance due to 

an increase in encoding data, that is, an increase in image size caused by the 

meaningless region as well as encoding/decoding of actual image data.  

[00512] Accordingly, a process for constructing an image by excluding the 

meaningless region and using the region including actual data may be additionally 

performed.  

[00513] FIG. 18 is a conceptual diagram of a method of converting a projection 

format into a rectangular shape, that is, a method of performing rearrangement on a 

face to exclude a meaningless region according to some embodiments.
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[00514] Referring to Sections 18A to 18C, an example for rearranging Sections 

17A to 17C may be confirmed, and this process may be defined as a region-wise 

packing process (CMP compact, OHP compact, ISP compact, and the like). In this 

case, the face may be not only rearranged but also partitioned and then rearranged 

(OHP compact, ISP compact, and the like). This may be performed in order to 

remove the meaningless region as well as to improve encoding performance through 

efficient face arrangement. For example, when an image is continuously arranged 

between faces (e.g., B2-B3-B1, B5-B0-B4, etc. in Section 18A), prediction accuracy 

upon encoding is enhanced, and thus encoding performance may be enhanced.  

Here, the region-wise packing according to the projection format is merely an 

example, and the present disclosure is not limited thereto.  

[00515] FIG. 19 is a conceptual diagram showing that a regional packing 

process is performed to convert a CMP projection format into a rectangular image 

according to some embodiments.  

[00516] Referring to Sections 19A to 19C, a CMP projection format may be 

arranged as 6 x 1, 3 x 2, 2 x 3, and 1 x 6. Also, when some faces are resized, the 

arrangement may be made as shown in Sections 19D and 19E. In Sections 19A to 

19E, CMP is applied as an example. However, the present disclosure is not limited 

thereto, and other projection formats may be applied. The arrangement of faces of 

an image acquired through the region-wise packing may follow a predetermined rule 

corresponding to the projection format or may explicitly generate information 

regarding the arrangement.  

[00517] 360-degree image encoding and decoding apparatuses according to 

some embodiments may be configured to include some or all of the elements of the 

image encoding and decoding apparatuses shown in FIGS. 1 and 2. In particular, a 

format transformation part configured to transform a projection format and an inverse 

format transformation part configured to inversely transform a projection format may 

be further included in the image encoding apparatus and the image decoding 

apparatus, respectively. That is, an input image may be processed through the 

format transformation part and then encoded by the image encoding apparatus of 

FIG. 1, and a bitstream may be decoded and then processed through the inverse 

format transformation part by the image decoding apparatus of FIG. 2 to generate an 

output image. The following description will focus on the process performed by the 

encoder (here, input image, encoding, etc.), and the process performed by the
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decoder may be inversely derived from the encoder. Also, redundant description of 

the aforementioned will be omitted.  

[00518] The following description assumes that the input image is the same as 

a packed image or a 2D projected image which is acquired by the 360-degree 

encoding apparatus performing the pre-processing process. That is, the input 

image may be an image acquired by performing the projection process according to 

some projection formats or the region-wise packing process. A projection formation 

pre-applied to the input image may be one of the various projection formats, which 

may be regarded as a common format and referred to as a first format.  

[00519] The format transformation part may perform transformation into a 

projection format other than the first format. In this case, the projection format into 

which the transformation is to be performed may be referred to as a second format.  

For example, ERP may be set as the first format and may be transformed into the 

second format (e.g., ERP2, CMP, OHP, and ISP). In this case, ERP2 has a kind of 

EPR format having the same conditions, such as a 3D model and a face 

configuration, but some different settings. Alternatively, projection formats may be 

the same format having the same projection format settings (e.g., ERP = ERP2) and 

may have different image sizes or resolutions. Alternatively, some of the following 

image setting processes may be applied. For convenience of description, such an 

example has been mentioned, but each of the first format and the second format 

may be one of the various projection formats. However, the present disclosure is 

not limited thereto, and modifications may be made thereto.  

[00520] During the format transformation process, a pixel of an image after 

transformation (an integer pixel) may be acquired from a decimal unit pixel, as well 

as an integer unit pixel, in an image before transformation due to different coordinate 

system characteristics, and thus interpolation may be performed. An interpolation 

filter used in this case may be the same as or similar to that described above. In 

this case, related information may be explicitly generated by selecting one of a 

plurality of interpolation filter candidates, or the interpolation filter may be implicitly 

determined according to a predetermined rule. For example, a predetermined 

interpolation filter may be used according to a projection format, a color format, and 

a slice/tile type. Also, when the interpolation filter is explicitly provided, information 

regarding filter information (e.g., a filter coefficient) may be included.  

[00521] In the format transformation part, the projection format may be defined
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as including region-wise packing, etc. That is, projection and region-wise packing 

may be performed during the format transformation process. Alternatively, after the 

format transformation process, a process such as region-wise packing may be 

performed before encoding is performed.  

[00522] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

Also, the information may be included in the bitstream in the form of SEI or 

metadata.  

[00523] Next, an image setting process applied to the 360-degree image 

encoding/decoding apparatus according to some embodiments will be described.  

The image setting process according to the present disclosure may be applied to a 

pre-processing process, a post-processing process, a format transformation process, 

an inverse format transformation process, and the like of the 360-degee image 

encoding/decoding apparatus as well as general encoding/decoding processes.  

The following description of the image setting process will focus on the 360-degree 

image encoding apparatus and may contain the above-described image settings.  

Redundant description of the aforementioned image setting process will be omitted.  

Also, the following example will focus on the image setting process, and the inverse 

image setting process may be inversely derived from the image setting process.  

Some cases may be confirmed through the aforementioned various embodiments of 

the present disclosure.  

[00524] The image setting process according to some embodiments may be 

performed in the 360-degree image projection step, the region-wise packing step, 

the format transformation step, or other steps.  

[00525] FIG. 20 is a conceptual diagram of 360-degree image partitioning 

according to some embodiments of the present disclosure. In FIG. 20, it is 

assumed that an image is projected by ERP.  

[00526] Section 20A illustrates an image projected by ERP, and the image may 

be partitioned using various methods. In the example, the description focuses on a 

slice or tile, and it is assumed that WO to W2 and HO and H1 are partitioning 

boundary lines for a slice or tile and follow a raster scan order. The following 

example focuses on a slice and a tile. However, the present disclosure is not 

limited thereto, and another partitioning method may be applied thereto.
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[00527] For example, the partitioning may be performed in slice units, and HO 

and H1 may be provided as partitioning boundaries. Alternatively, the partitioning 

may be performed in tile units, and WO to W2, HO and H1 may be provided as 

partitioning boundaries.  

[00528] Section 20B illustrates an example in which an image projected by 

ERP is partitioned into tiles (it is assumed to have the same tile partitioning 

boundaries (WO to W2, HO, and H1 are all activated) as shown in Section 20A).  

When it is assumed that a region P is the entire image and a region V is a region on 

which a user's gaze stays or a viewport, there may be various methods in order to 

provide an image corresponding to the viewport. For example, the region 

corresponding to the viewport may be acquired by decoding the entire image (e.g., 

tiles a to i). In this case, the entire image may be decoded, and the tile a to i (here, 

a region A + a region B) may be decoded when the image is partitioned.  

Alternatively, the region corresponding to the viewport may be acquired by decoding 

a region belonging to the viewport. In this case, when the image is partitioned, the 

region corresponding to the viewport may be acquired from an image restored by 

decoding tiles f, g, j, and k (here, the region B). The former case may be referred to 

as full decoding (or viewport independent coding), and the latter case may be 

referred to as partial decoding (or viewport dependent coding). The latter case may 

be an example that may occur in a 360-degree image with a large amount of data.  

The tile unit-based partitioning method may be more frequently used than the slice 

unit-based partitioning method in that a partitioned region may be flexibly acquired.  

For the partial decoding, referenceability of a partitioning unit may be spatially or 

temporarily limited (here, implicitly processed) because it is not possible to find 

where the viewpoint will occur, and the encoding/decoding may be performed in 

consideration the limitation. The following example will be described, focusing on 

the full decoding, but 360-degree image partitioning will be described, focusing on a 

tile (or a rectangular partitioning method of the present disclosure) in order to 

prepare for the partial decoding. However, the following description may be applied 

to other partitioning units in the same manner or in a modified manner.  

[00529] FIG. 21 is an example diagram of 360-degree image partitioning and 

image reconstruction according to some embodiments. In FIG. 21, it is assumed 

that an image is projected by CMP.  

[00530] Section 21A illustrates an image projected by CMP, and the image may
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be partitioned using various methods. It is assumed that WO to W2, HO, and H1 are 

partitioning boundary lines of a face, a slice, and a tile and follow a raster scan order.  

[00531] For example, the partitioning may be performed in slice units, and HO 

and H1 may be provided as partitioning boundaries. Alternatively, the partitioning 

may be performed in tile units, and WO to W2, HO and H1 may be provided as 

partitioning boundaries. Alternatively, the partitioning may be performed in face 

units, and WO to W2, HO and H1 may be provided as partitioning boundaries. In 

this example, it is assumed that the face is a part of the partitioning unit.  

[00532] In this case, the face may be a partitioning unit (here, dependent 

encoding/decoding) which is performed to classify or distinguish regions having 

different properties (here, a plane coordinate system of each face) in the same 

image according to the characteristics, type (in the example, a 360-degree image 

and an projection format), and the like of the image while the slice or tile may be a 

partitioning unit (here, independent encoding/decoding) which is performed to 

partition an image according to user definitions. Also, the face may be a unit which 

is partitioned by a predetermined definition (or inducement from the projection format 

information) during a projection process according to the projection format while the 

slice or tile may be a unit which is partitioned by explicitly generating partitioning 

information according to user definitions. Also, the face may have a polygonal 

partitioning shape including a quadrangle according to the projection format, the slice 

may have any partitioning shape that cannot be defined as a quadrangle or a 

polygon, and the tile may have a quadrangular partitioning shape. The setting of 

the partitioning unit may be defined only for the description of this example.  

[00533] In the example, it has been described that the face is a partitioning unit 

classified for a region distinction. However, the face may be a unit for performing 

independent encoding/decoding according to encoding/decoding settings as at least 

one face unit, and may have settings for performing independent encoding/decoding 

in combination with a tile, a slide, and the like. In this case, explicit information of 

the tile and the slice may be generated when the face is combined with a tile, a slice, 

and the like, or the tile and the slice may be implicitly combined on the basis of face 

information. Alternatively, the explicit information of the tile and the slice may be 

generated on the basis of the face information.  

[00534] As a first example, one image partitioning process (here, a face) is 

performed, and image partitioning may implicitly omit partitioning information (which
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is acquired from projection format information). This example is for dependent 

encoding/decoding settings and may be an example corresponding to a case in 

which referenceability between face units is not limited.  

[00535] As a second example, one image partitioning process (here, a face) is 

performed, and image partitioning may explicitly generate partitioning information.  

This example is for dependent encoding/decoding settings and may be an example 

corresponding to a case in which referenceability between face units is not limited.  

[00536] As a third example, a plurality of image partitioning processes (here, a 

face and a tile) are performed, some image partitioning (here, a face) may implicitly 

omit or explicitly generate partitioning information, and other image partitioning (here, 

a tile) may explicitly generate partitioning information. In this example, one image 

partitioning process (here, a face) precedes the other image partitioning process 

(here, a tile).  

[00537] As a fourth example, a plurality of image partitioning processes are 

performed, some image partitioning (here, a face) may implicitly omit or explicitly 

generate partitioning information, and other image partitioning (here, a tile) may 

explicitly generate partitioning information on the basis of the some image 

partitioning (here, a face). In this example, one image partitioning process (here, a 

face) precedes the other image partitioning process (here, a tile). In some cases 

(the second example is assumed) of this example, it may be the same that the 

partitioning information is explicitly generated, but there may be a difference in 

partitioning information configuration.  

[00538] As a fifth example, a plurality of image partitioning processes are 

performed, some image partitioning (here, a face) may implicitly omit partitioning 

information, and other image partitioning (here, a tile) may omit implicitly partitioning 

information on the basis of the some image partitioning (here, a face). For example, 

a face unit may be individually set as a tile unit, or a plurality of face units (here, 

when adjacent faces have continuity, the face units are grouped; otherwise, the face 

units are not grouped; B2-B3-B1 and B4-B0-B5 in Section 18A) may be set as a tile 

unit. According to a predetermined rule, a face unit may be set as a tile unit. This 

example is for independent encoding/decoding settings and may be an example 

corresponding to a case in which referenceability between face units is limited.  

That is, in some cases (the first example is assumed), it may be the same that the 

partitioning information is implicitly processed, but there may be a difference in
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encoding/decoding settings.  

[00539] The example may be a description of a case in which the partitioning 

process may be performed in the projection step, the region-wise packing step, the 

initial encoding/decoding step, and the like, and may be any other image partitioning 

process performed in the encoder/decoder.  

[00540] In Section 21A, a rectangular image may be constructed by adding a 

region B, which does not include data, to a region A, which includes data. In this 

case, the location, size, shape, number, and the like of the region A and the region B 

may be information that may be checked through a projection format or the like or 

information that may be checked when information regarding a projected image is 

explicitly generated, and related information may be represented with the 

above-described image partitioning information, image reconstruction information, 

and the like. For example, information (e.g., part top, part left, partwidth, 

part-height, and part-convertflag) regarding specific regions of the projected image 

may be represented as shown in Table 4 and Table 5. However, the present 

disclosure is not limited thereto and may be applied to other cases (e.g., another 

projection format, other projection settings, etc.).  

[00541] The region B and the region A may be constructed as a single image 

and then encoded or decoded. Alternatively, the partitioning may be performed in 

consideration of region-wise characteristics, and different encoding/decoding 

settings may be applied. For example, encoding or decoding may not be performed 

on the region B by using information regarding whether to perform encoding or 

decoding (e.g., tile_coded flag when it is assumed that the partitioning unit is a tile).  

In this case, a corresponding region may be restored to certain data (here, any pixel 

value) according to a predetermined rule. Alternatively, in the above-described 

image partitioning process, the region B may have different encoding/decoding 

settings from the region A. Alternatively, a corresponding region may be removed 

by performing the region-wise packing process.  

[00542] Section 21B shows an example in which an image packed by CMP is 

partitioned into tiles, slices, or faces. In this case, the packed image is an image on 

which a face rearrangement process or a region-wise packing process is performed 

and may be an image acquired by performing the image partitioning and image 

reconstruction according to some embodiments.  

[00543] In Section 21B, a rectangular shape may be constructed to include a
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region including data. In this case, the location, size, shape, number, and the like of 

the region may be information that may be checked through a predetermined setting 

or information that may be checked when information regarding the packed image is 

explicitly generated, and related information may be represented with the 

above-described image partitioning information, image reconstruction information, 

and the like. For example, information (e.g., part top, part left, partwidth, 

part-height, and part-convertflag) regarding a specific region of the packed image 

may be represented as shown in Table 4 and Table 5.  

[00544] The packed image may be partitioned using various partitioning 

methods. For example, the partitioning may be performed in slice units, and HO 

may be provided as a partitioning boundary. Alternatively, the partitioning may be 

performed in tile units, and WO, W1, and HO may be provided as partitioning 

boundaries. Alternatively, the partitioning may be performed in face units, and WO, 

W1, and HO may be provided as partitioning boundaries.  

[00545] The image partitioning process and the image reconstruction process 

according to the present disclosure may be performed on a projected image. In this 

case, the reconstruction process may be used to rearrange faces in the image as 

well as pixels in the image. This may be a possible example when the image is 

partitioned into or constructed with a plurality of faces. The following example will 

be described, focusing on the case in which the image is partitioned into tiles on the 

basis of a face unit.  

[00546] SX,Y (SO,0 to S3,2) in Section 21A may correspond to S'U,V (S'0,0 to 

S'2,1) in Section 21B (here, X and Y may be the same as or different from U and V), 

and the reconstruction process may be performed in face units. For example, S2,1, 

S3,1, SO,1, S1,2, S1,1, and S1,0 may be assigned to S'0,0, S'1,0, S'2,0, S'0,1, S'1,1, 

and S'2,1 (face rearrangement). Also, S2,1, S3,1, and SO,1 may not be 

reconstructed (pixel rearrangement), and S1,2, S1,1, and S1,0 may be rotated by 90 

degrees and then reconstructed. This may be represented as shown in Section 

21C. In Section 21C, horizontally laid symbols S1,0, S1,1, and S1,2 may be 

images that are horizontally laid in order to maintain continuity of an image.  

[00547] The reconstruction of the faces may be implicitly or explicitly processed 

depending on encoding/decoding settings. The implicit processing may be 

performed according to a predetermined rule in consideration of the type (here, a 

360-degree image) and characteristics (here, a projection format, etc.) of the image.
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[00548] For example, for S'0,0 and S'1,0; S'1,0 and S'2,0; S'0,1 and S'1,1; and 

S'1,1 and S'2,1 in Section 21C, there is image continuity (or correlation) between 

both faces with respect to the face boundary, and Section 21C may be an example 

in which there is continuity between three upper faces and three lower faces. While 

the image is divided into a plurality of faces through a projection process from the 3D 

space to the 2D space and then packed for each region, the reconstruction may be 

performed in order to increase image continuity between faces to efficiently 

reconstruct the faces. Such reconstruction of the faces may be predetermined and 

processed.  

[00549] Alternatively, the reconstruction process may be performed through 

explicit processing, and reconstruction information may be generated.  

[00550] For example, when information (e.g., one of implicitly acquired 

information and explicitly generated information) regarding a M x N construction (e.g., 

6 x 1, 3 x 2, 2 x 3, 1 x 6, and the like for CMP compact; in this example, a 3 x 2 

configuration is assumed) is checked through the region-wise packing process, face 

reconstruction may be performed according to the M x N construction, and then 

information regarding the face reconstruction may be generated. For example, 

when faces are rearranged in an image, index information (or information regarding 

locations in the image) may be assigned to each face. When pixels are rearranged 

in a face, mode information for reconstruction may be assigned.  

[00551] The index information may be pre-defined as shown in Sections 18A to 

18C of FIG. 18. In Sections 21A to 21C, SX,Y or S'U,V represents each face using 

location information (e.g., S[i][j]) indicating a width and a height or using one piece of 

location information (e.g., S[i]; it is assumed that the location information is assigned 

in a raster scan order, starting from an upper left face of the image), and an index of 

each face may be assigned thereto.  

[00552] For example, when an index is assigned using the location information 

indicating the width and the height, face index #2 may be assigned to S'0,0, face 

index #3 may be assigned to S'1,0, face index #1 may be assigned to S'2,0, face 

index #5 may be assigned to S'0,1, face index #0 may be assigned to S'1,1, and 

face index #4 may be assigned to S'2,1, as shown in Section 21C. Alternatively, 

when an index is assigned using one piece of location information, face index #2 

may be assigned to S[0], face index #3 may be assigned to S[1], face index #1 may 

be assigned to S[2], face index #5 may be assigned to S[3], face index #0 may be
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assigned to S[4], and face index #4 may be assigned to S[5]. For convenience of 

description, in the following example, S'0,0 to S'2,1 may be referred to as a to f.  

Alternatively, each face may be represented using location information indicating the 

width and height of a pixel or block unit on the basis of an upper left corner of the 

image.  

[00553] For the packed image acquired through the image reconstruction 

process (or the region-wise packing process), the face scan order is the same as or 

different from the image scan order depending on reconstruction settings. For 

example, when one scan order (e.g., raster scan) is applied to an image shown in 

Section 21A, a, b, and c may have the same scan order, and d, e, and f may have 

different scan orders. For example, when the scan order for Section 21A or the 

scan order for a, b, and c follows an order of (0,0) w (1,0) w (0,1) w (1,1), the scan 

order for d, e, and f may follow an order of (1,0) L (1,1) L (0,0) L (0,1). This may 

be determined according to image reconstruction settings, and such setting may be 

applied even to other projection formats.  

[00554] In the image partitioning process shown in Section 21B, a tile may be 

individually set as a face unit. For example, each of the faces a to f may be set as a 

tile unit. Alternatively, a plurality of face units may be set as a tile. For example, 

the faces a to c may be set as one tile, and the faces d to f may be set as one tile.  

The construction may be determined on the basis of face characteristics (e.g., 

continuity between faces, etc.), and unlike the above example, different tile settings 

for faces may be possible.  

[00555] The following is an example of partitioning information according to a 

plurality of image partitioning processes. In this example, it is assumed that 

partitioning information for a face is omitted, a unit other than a face is a tile, and the 

partitioning information is variously processed.  

[00556] As a first example, the image partitioning information may be acquired 

on the basis of face information and may be implicitly omitted. For example, a face 

may be individually set as a tile, or a plurality of faces may be set as a tile. In this 

case, when at least one face is set as a tile, this may be determined according to a 

predetermined rule on the basis of face information (e.g., continuity or correlation).  

[00557] As a second example, the image partitioning information may be 

explicitly generated irrespective of the face information. For example, when the 

partitioning information is generated using the number of columns (here,
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numtilecolumns) and the number of rows (here, num tilerows) of the tile, the 

partitioning information may be generated in a method of the above-described image 

partitioning process. For example, the number of columns of the tile may range 

from 0 to the width of the image or the width of the block (here, a unit acquired from 

the picture partitioning part), and the number of rows of the tile may range from 0 to 

the height of the image or the height of the block. Also, additional partitioning 

information (e.g., uniformspacing flag) may be generated. In this case, the 

boundary of the face and the boundary of the partitioning unit may or may not match 

each other depending on the partitioning settings.  

[00558] As a third example, the image partitioning information may be explicitly 

generated on the basis of the face information. For example, when the partitioning 

information is generated using the numbers of columns and rows of the tile, the 

partitioning information may be generated on the basis of the face information (here, 

the number of columns ranges from 0 to 2, and the number of rows ranges from 0 to 

1; since the configuration of the faces in the image is 3x2). For example, the 

number of columns of the tile may range from 0 to 2, and the number of rows of the 

tile may range from 0 to 1. Also, additional partitioning information (e.g., 

uniform-spacing flag) may not be generated. In this case, the boundary of the face 

and the boundary of the partitioning unit may match each other.  

[00559] In some cases (the second example and the third example are 

assumed), an syntax element of the partitioning information may be differently 

defined, or syntax element settings (e.g., binarization settings; when the range of a 

candidate group of a syntax element is limited and small, other binarization may be 

used) may be differently applied even though the same syntax element is used.  

The above example has been described for some of various elements of the 

partitioning information. However, the present disclosure is not limited thereto, and 

it can be understood that other settings are possible according to whether the 

partitioning information is generated on the basis of the face information.  

[00560] FIG. 22 is an example diagram in which an image packed or projected 

by CMP is partitioned into tiles.  

[00561] In this case, it is assumed to have the same tile partitioning boundaries 

(WO to W2, HO, and H1 are all activated) as those shown in Section 21A of FIG. 21 

and have the same tile partitioning boundaries (WO, W1, and HO are all activated) as 

those shown in Section 21B of FIG. 21. When it is assumed that a region P
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indicates the entire image and a region V indicates a viewport, full decoding or partial 

decoding may be performed. This example will be described, focusing on partial 

decoding. In Section 22A, tiles e, f, and g may be decoded for CMP (a left side) 

and tiles of a, c, and e may be decoded for CMP compact (a right side) to acquire a 

region corresponding to the viewport. In Section 22B, tiles b, f, and i may be 

decoded for CMP and tiles of d, e, and f may be decoded for CMP compact to 

acquire a region corresponding to the viewport.  

[00562] The above example has been described for a case in which the 

partitioning of a slice, a tile, or the like is performed on the basis of a face unit (or a 

face boundary). However, as shown in Section 20A of FIG. 20, the partitioning may 

be performed on the inside of a face (e.g., an image is composed of one face in ERP 

and composed of a plurality of faces in other projection format), or the partitioning 

may be performed on the boundary of the face as well as the inside.  

[00563] FIG. 23 is a conceptual diagram illustrating an example of resizing a 

360-degree image according to some embodiments. In this case, it is assumed that 

an image is projected by ERP. Also, the following example will be described, 

focusing on the case of expansion.  

[00564] The projected image may be resized through a scale factor or through 

an offset factor depending on an image resizing type. Here, an image before 

resizing may be P_Width x P_Height, and an image after resizing may be P'_Width x 

P'_Height.  

[00565] For the scale factor, after the width and height of the image are resized 

through scale factors (here, a in width and b in height), the width (P_Width x a) and 

the height (PHeight x b) of the image may be acquired. For the offset factor, after 

the width and height of the image are resized through offset factors (here, L and R in 

width and T and B in height), the width (PWidth + L + R) and the height (PHeight + 

T + B) of the image may be acquired. The resizing may be performed using a 

predetermined method, or the resizing may be performed using one method selected 

from among a plurality of methods.  

[00566] The data processing method in the following example will be described, 

focusing on the case of an offset factor. For the offset factor, as the data 

processing method, there may be a filling method by using a predetermined pixel 

value, a filling method by copying outer pixels, a filling method by copying a specific 

region of an image, a filling method by transforming a specific region of an image,
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and the like.  

[00567] A 360-degree image may be resized in consideration of characteristics 

in which continuity is present at a boundary of the image. For ERP, an outer 

boundary is not present in the 3D space, but may be present when the 3D space is 

transformed into the 2D space through the projection process. Data in a boundary 

region includes data with outward continuity, but may have a boundary in terms of 

spatial characteristics. The resizing may be performed in consideration of such 

characteristics. In this case, the continuity may be checked according to the 

projection format or the like. For example, an ERP image may be an image having 

characteristics in which both end boundaries are continuous. This example will be 

described, assuming that left and right boundaries of the image are continuous with 

each other and upper and lower boundaries of the image are continuous with each 

other. The data processing method will be described, focusing on a filling method 

by copying a specific region of the image and a filling method by transforming a 

specific region of the image.  

[00568] When the image is resized to the left, a resized region (here, LC or TL 

+ LC + BL) may be filled with data of a right region (here, tr + rc + br) of the image 

having continuity with the left of the image. When the image is resized to the right, 

a resized region (here, RC or TR + RC + BR) may be filled with data of a left region 

(here, tl + Ic + bl) of the image having continuity with the right of the image. When 

the image is resized upward, a resized region (here, TC or TL + TC + TR) may be 

filled with data of a lower region (here, bl + bc + br) of the image having continuity 

with the upper side. When the image is resized downward, a resized region (here, 

BC or BL + BC + BR) may be filed with data.  

[00569] When the size or length of the resized region is m, the resized region 

may have a range from (-m,y) to (-1,y) (resizing to the left) or a range from (P_Width, 

y) to (PWidth + m - 1,y) (resizing to the right) with respect to coordinates of the 

image before resizing (here, x ranges from 0 to P_Width - 1). The location x' of the 

region for acquiring the data of the resized region may be derived from a formula x' = 

(x + PWidth) % PWidth. In this case, x denotes a coordinate of a resized region 

with respect to coordinates of an image before resizing, and x' denotes a coordinate 

of a region referenced to a resized region with respect to coordinates of an image 

before resizing. For example, when the image is resized to the left, m is 4, and the 

width of the image is 16, corresponding data of (-4,y) may be acquired from (12,y),
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corresponding data of (-3,y) may be acquired from (13,y), corresponding data of 

(-2,y) may be acquired from (14,y), and corresponding data of (-1,y) may be acquired 

from (15,y). Alternatively, when the image is resized to the right, m is 4, and the 

width of the image is 16, corresponding data of (16,y) may be acquired from (0,y), 

corresponding data of (17,y) may be acquired from (1,y), corresponding data of 

(18,y) may be acquired from (2,y), and corresponding data of (19,y) may be acquired 

from (3,y).  

[00570] When the size or length of the resized region is n, the resized region 

may have a range from (x,-n) to (x,-1) (resizing upward) or a range from (x,PHeight) 

to (x,PHeight + n - 1) (resizing downward) with respect to coordinates of the image 

before resizing (here, y ranges from 0 to P_Height - 1). The location (y') of the 

region for acquiring data of the resized region may be derived from a formula y' = (y 

+ P_Height) % P_Height. In this case, y denotes a coordinate of a resized region 

with respect to coordinates of an image before resizing, and y' denotes a coordinate 

of a region referenced to a resized region with respect to coordinates of an image 

before resizing. For example, when the image is resized upward, n is 4, and the 

height of the image is 16, corresponding data of (x,-4) may be acquired from (x,12), 

corresponding data of (x,-3) may be acquired from (x,13), corresponding data of 

(x,-2) may be acquired from (x,14), and corresponding data of (x,-1) may be acquired 

from (x,15). Alternatively, when the image is resized downward, n is 4, and the 

height of the image is 16, corresponding data of (x,16) may be acquired from (x,0), 

corresponding data of (x,17) may be acquired from (x,1), corresponding data of 

(x,18) may be acquired from (x,2), and corresponding data of (x,19) may be acquired 

from (x,3).  

[00571] After the resized region is filled with data, the resizing may be 

performed with respect to the coordinates of the image after resizing (here, x ranges 

from 0 to P'_Width - 1, and y ranges from 0 to P'Height - 1). The example may 

be applied to a coordinate system of latitude and longitude.  

[00572] Various resizing combinations may be provided as follows.  

[00573] As an example, the image may be resized to the left by m.  

Alternatively, the image may be resized to the right by n. Alternatively, the image 

may be resized upward by o. Alternatively, the image may be resized downward by 

p.  

[00574] As an example, the image may be resized to the left by m and to the
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right by n. Alternatively, the image may be resized upward by o and downward by 

p.  

[00575] As an example, the image may be resized to the left by m, to the right 

by n, and upward by o. Alternatively, the image may be resized to the left by m, to 

the right by n, and downward by p. Alternatively, the image may be resized to the 

left by m, upward by o, and downward by p. Alternatively, the image may be 

resized to the right by n, upward by o, and downward by p.  

[00576] As an example, the image may be resized to the left by m, to the right 

by n, upward by o, and downward by p.  

[00577] Like the above example, at least one resizing operation may be 

performed. Image resizing may be implicitly performed according to 

encoding/decoding settings, or resizing information may be implicitly generated and 

then image resizing may be performed on the basis of the generated resizing 

information. That is, m, n, o, and p of the above example may be determined as 

predetermined values or may be explicitly generated using the resizing information.  

Alternatively, some may be determined as predetermined values, and the others 

may be explicitly generated.  

[00578] The above example has been described, focusing on the case of data 

being acquired from specific regions of the image, but other methods may also be 

applied. The data may be a pixel before encoding or a pixel after encoding and 

may be determined according to characteristics of a resizing step or an image to be 

resized. For example, the data may refer to an input pixel of a projected image, a 

packed image, or the like when the resizing is performed in a pre-processing process 

and a pre-encoding step, and the data may refer to a restored pixel when the 

resizing is performed in a post-processing process, an intra-prediction reference 

pixel generation step, a reference picture generation step, a filtering step, and the 

like. Also, the resizing may be performed by individually using a data processing 

method in each resized region.  

[00579] FIG. 24 is a conceptual diagram illustrating continuity between faces in 

a projection format (e.g., CHP, OHP, or ISP) according to some embodiments of the 

present disclosure.  

[00580] In detail, FIG. 24 may show an example of an image composed of a 

plurality of faces. The continuity may be a characteristic generated in adjacent 

regions in a 3D space. Sections 24A to 24C distinctly show a case A of having both
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of spatial adjacency and continuity when transformation is made to a 2D space 

through a projection process, a case B of having spatial adjacency but no continuity, 

a case C of having no spatial adjacency but continuity, and a case D of having 

neither of spatial adjacency and continuity. Unlike this, general images are 

classified into a case A of having both of spatial adjacency and continuity and a case 

D of having neither of spatial adjacency and continuity. In this case, the case of 

having continuity corresponds to some of the examples (A or C).  

[00581] That is, referring to Sections 24A to 24C, the case of having both of 

spatial adjacency and continuity (here, which is described with reference to Section 

24A) may be shown as bO to b4, and the case having no spatial adjacency but 

continuity may be shown as BO to B6. That is, the cases indicate regions being 

adjacent in the 3D space, and it is possible to enhance encoding performance by 

using characteristics in which bO to b4 and BO to B6 have continuity in an encoding 

process.  

[00582] FIG. 25 is a conceptual diagram illustrating face continuity in Section 

21C which is an image acquired through an image reconstruction process or a 

region-wise packing process in the CMP projection format.  

[00583] Here, Section 21C of FIG. 21 shows a rearrangement of a 360-degree 

image spread in the shape of a cube in Section 21A, and thus face continuity applied 

to Section 21A of FIG. 21 is maintained. That is, as shown in Section 25A, a face 

S2,1 may be horizontally continuous with faces S1,1 and S3,1 and may be vertically 

continuous with a face S1,P rotated by 90 degrees and a face S1, 2 rotated by -90 

degrees.  

[00584] In the same manner, the continuity of faces S3,1, SO,1, S1,2, S1,1, and 

S1,0 may be checked in Sections 25B to 25F.  

[00585] Continuity between faces may be defined according to projection 

format settings or the like. However, the present disclosure is not limited thereto, 

and modifications may be made thereto. The following example will be described 

on the assumption that continuity is present as shown in FIGS. 24 and 25.  

[00586] FIG. 26 is an example diagram illustrating image resizing in the CMP 

projection format according to some embodiments.  

[00587] Section 26A shows an example of resizing an image, Section 26B 

shows an example of resizing a face unit (or a partitioning unit), and Section 26C 

shows an example of resizing an image and a face unit (or an example of performing
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multiple resizing).  

[00588] The projected image may be resized through a scale factor or through 

an offset factor depending on an image resizing type. Here, an image before 

resizing may be P_Width x P_Height, an image after resizing may be P'_Width x 

P'_Height, and the size of a face may be F_Width x F_Height. The size may be the 

same or different depending on the face, and the width and height may be the same 

or different depending on the face. However, for convenience of description, this 

example will be described on the assumption that all faces in the image have the 

same size and the shape of a square. Also, the description assumes that resizing 

values (here, WX and HY) are the same. In the following example, a data 

processing method will be described, focusing on the case of an offset factor and 

also focusing on a filling method by copying a specific region of the image and a 

filling method by transforming a specific region of the image. The above settings 

may be applied even to the case shown in FIG. 27.  

[00589] For Sections 26A to 26C, a boundary of a face may have continuity 

with a boundary of another face (here, it is assumed to have continuity 

corresponding to Section 24A of FIG. 24). Here, the continuity may be classified 

into a case of having spatial adjacency and image continuity in the 2D plane (a first 

example) and a case of having no spatial adjacency but image continuity in the 2D 

plane (a second example).  

[00590] For example, when the continuity in Section 24A of FIG. 24 is assumed, 

upper, left, right, and lower regions of S1,1 may be spatially adjacent to, and have 

image continuity with, lower, right, left, and upper regions of S1,0, SO,1, S2,1, and 

S1,2 (the first example).  

[00591] Alternatively, the left and right regions of S1,0 are not spatially adjacent 

to, but may have image continuity with, the upper regions of SO,1 and S2,1 (the 

second example). Also, the left region of SO,1 may not be spatially adjacent to, but 

have image continuity with, each other (the second example). Also, the left region 

and the right region of S1,2 may be continuous with the lower regions of SO,1 and 

S2,1 (the second example). This may be merely a limited example, and other 

configurations may be applied depending on the definition and settings of the 

projection format. For convenience of description, SO,0 to S3,2 in Section 26A are 

referred to as a to I.  

[00592] Section 26A may be an example of a filling method using data of a
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region having continuity toward an outer boundary of an image. A range from a 

region A, which includes no data, to a resized region (here, a0 to a2, cO, dO to d2, iO 

to i2, kO, and 10 to 12) may be filled with any predetermined value or through outer 

pixel padding, and a range from a region B, which includes actual data, to a resized 

region (here, b, eO, h, and j) may be filled with data of a region (or a face) having 

image continuity. For example, bO may be filled with data of an upper side of the 

face h, eO may be filled with data of a right side of the face h, hO may be filled with 

data of a left side of the face e, and j may be filled with data of a lower side of the 

face h.  

[00593] In detail, as an example, bO may be filled with data of a lower side of a 

face acquired by rotating the face h by 180 degrees, and jO may be filled with data of 

an upper side of a face acquired by rotating the face h by 180 degrees. However, 

this example (including the following example) may represent only the location of a 

reference face, and data acquired from the resized region may be acquired after a 

resizing process (e.g., rotation, etc.) that considers continuity between faces as 

shown in FIGS. 24 and 25.  

[00594] Section 26B may be an example of a filling method using data of a 

region having continuity toward an inner boundary of an image. In this example, a 

different resizing operation may be performed for each face. A reduction process 

may be performed in the region A, and an expansion process may be performed in 

the region B. For example, the face a may be resized (here, reduced) to the right 

by w, and the face b may be resized (here, expanded) to the left by wO.  

Alternatively, the face a may be resized (here, reduced) downward by hO, and the 

face e may be resized (here, expanded) upward by hO. In this example, when a 

change in width of the image is viewed through the faces a, b, c, and d, the face a is 

reduced by w, the face b is expanded by wO and w1, and the face c may be 

reduced by w1. Thus, the width of the image before resizing is the same as the 

width of the image after resizing. When a change in height of the image is viewed 

through the faces a, e, and i, the face a is reduced by hO, the face e is expanded by 

hO and h1, and the face i may be reduced by h1. Thus, the height of the image 

before resizing is the same as the height of the image after resizing.  

[00595] The resized regions (here, b, eO, be, b1, bg, gO, h0, el, ej, jO, gi, g1, 

j1, and h1) may be simply removed in consideration that the regions are reduced 

from the region A which does not include data, and may be filled with data of a
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region having continuity in consideration that the regions are expanded from the 

region B which includes actual data.  

[00596] For example, bO may be filled with data of an upper side of the face e; 

eO may be filled with data of a left side of the face b; be may be filled with data of a 

left side of the face b, an upper side of the face e, or a weighted sum of a left side of 

the face b and an upper side of the face e; b1 may be filled with data of an upper 

side of the face g; bg may be filled with data of a left side of the face b, an upper side 

of the face g, or a weighted sum of a right side of the face b and an upper side of the 

face g; gO may be filled with data of a right side of the face b; h may be filled with 

data of an upper side of the face b; el may be filled with data of a left side of the 

face j; ej may be filled with data of a lower side of the face e, a left side of the face j, 
or a weighed sum of a lower side of the face e and a left side of the face j; jO may be 

filled with data of a lower side of the face e; gj may be filled with data of a lower side 

of the face g, a left side of the face j, or a weighted sum of a lower side of the face g 

and a right side of the face j; g1 may be filled with data of a right side of the face j; j1 

may be filled with data of a lower side of the face g; and h1 may be filled with data of 

a lower side of the face j.  
[00597] In the above example, when the resized region is filled with data of 

specific regions of the image, data of a corresponding region may be copied and 

then used to fill the resized region or may be transformed on the basis of the 

characteristics, type, and the like of the image and then used to fill the resized region.  

For example, when a 360-degree image may be transformed into the 2D space 

according to a projection format, a coordinate system (e.g., a 2D planar coordinate 

system) may be defined for each face. For convenience of description, it is 

assumed that (x, y, z) in the 3D space is transformed into (x,y,C), (x,C,z), or (C,y,z) 

for each face. The above example indicates a case in which, from a resized region 

of a face, data of a face other than the corresponding face is acquired. That is, 

when the resizing is performed on the current face, data of another face with 

different coordinate system characteristics may be copied as it is and then used. In 

this case, there is a possibility that the continuity is distorted based on the resizing 

boundary. To this end, data of another face acquired according to coordinate 

system characteristics of the current face may be transformed and used to fill a 

resized region. The transformation is also merely an example of the data 

processing method, and the present disclosure is not limited thereto.
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[00598] When data of specific regions of the image is copied and used to fill a 

resized region, distorted continuity (or radically changing continuity) may be included 

in a boundary region between a resized region e and a resized region eO. For 

example, the continuity may change with respect to a boundary, and a straight line 

edge may be curved with respect to the boundary.  

[00599] When data of specific regions of the image is transformed and used to 

fill a resized region, gradually changing continuity may be included in a boundary 

region between resized regions.  

[00600] The above example may be an example of the data processing method 

of the present disclosure to transform data of specific regions of the image on the 

basis of the characteristics, type, and the like of the image and fill a resized region 

with the transformed data.  

[00601] Section 26C may be an example of filling a resized region with data of 

a region having continuity toward boundaries (an inner boundary and an outer 

boundary) of the image in combination of the image resizing processes 

corresponding to Sections 26A and 26B. The resizing process of this example may 

be derived from those of Sections 26A and 26B, and a detailed description thereof 

will be omitted.  

[00602] Section 26A may be an example of the process of resizing an image, 

and Section 26B may be an example of resizing a partitioning unit in an image.  

Section 26C may be an example of a plurality of resizing processes including the 

process of resizing an image and the process of resizing a partitioning unit in an 

image.  

[00603] For example, an image (here, a first format) acquired through a 

projection process may be resized (here, a region C), and an image (here, a second 

format) acquired through a format transformation process may be resized (here, a 

region D). In this example, an image projected by ERP may be resized (here, a full 

image) and transformed into an image projected by CMP through a format 

transformation part, and the image projected by CMP may be resized (here, a face 

unit). The above example is an example in which a plurality of resizing operations 

are performed. However, the present disclosure is not limited thereto, and 

modifications may be made thereto.  

[00604] FIG. 27 is an example diagram illustrating resizing of an image 

transformed and packed in the CMP projection format according to some
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embodiments. FIG. 27 also assumes continuity between faces as shown in FIG. 25, 

and thus the boundary of a face may have continuity with the boundary of another 

face.  

[00605] In this example, offset factors of WO to W5 and HO to H3 may have 

various values (here, it is assumed that the offset factors are used as resizing 

values). For example, the offset factors may be derived from a predetermined 

value, a motion search range of inter-prediction, a unit acquired from a picture 

partitioning part, and the like, and other cases are also possible. In this case, the 

unit acquired from the pixel partitioning unit may include a face. That is, the 

resizing values may be determined on the basis of F_Width and F_Height.  

[00606] Section 27A is an example of individually resizing a single face (here, 

upward, downward, to the left, and to the right with respect to the face) and filling 

expanded regions with data of a region having continuity. For example, outer 

regions aO to a6 of the face a may be filled with continuous data, and outer regions 

bO to b6 of the face b may be filled with continuous data.  

[00607] Section 27B is an example of resizing a plurality of faces (here, upward, 

downward, to the left, and to the right with respect to the plurality of faces) and filling 

expanded regions with data of a region having continuity. For example, the faces a, 

b, and c may be expanded to the outer regions a0 to a4, bO and b1, and cO to c4.  

[00608] Section 27C may be an example of resizing a full image (here, upward, 

downward, to the left, and to the right with respect to the full image) and filling 

expanded regions with data of a region having continuity. For example, a full image 

composed of the faces a to f may be expanded to the outer regions a to a2, b, c 

to c2, dO to d2, and fO to f2.  

[00609] That is, the resizing may be performed in a single face unit, in a 

plurality of face units having continuity with one another, and in a full image unit.  

[00610] In the above example, the resized regions (here, aO to f7) may be filled 

with data of a region (or a face) having continuity, as shown in Section 24A. That is, 

the resized regions may be filled with data of upper sides, lower sides, left sides, and 

right sides of the faces a to f.  

[00611] FIG. 28 is an example diagram illustrating a data processing method 

for resizing a 360-degree image according to some embodiments of the present 

disclosure.  

[00612] Referring to FIG. 28, a region B (aO to a2, adO, b0, cO to c2, cfl, dO to
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d2, eO, fO to f2), which is a resized region, may be filled with data of a region having 

continuity among pixel data belonging to a to f. Also, a region C (ad1, be, cfO), 

which is another resized region), may be filled with data of a region to be resized and 

data of a region having spatial adjacency but no continuity in combination.  

Alternatively, since the resizing is performed between two regions (e.g., a and d, b 

and e, and c and f) selected from among a to f, the region C may be filled with pieces 

of data of the two regions in combination. For example, the face b and face e may 

be spatially adjacent to each other, but have no continuity with each other. A 

resized region be located between the face b and the face e may be resized using 

data of the face b and data of the face e. For example, the region be may be filled 

with a value acquired by averaging the data of the face b and the data of the face e 

or with a value acquired through a distance-based weighted sum. In this case, a 

pixel that is used for data to be used to fill a resized region in the face b and the face 

e may be a boundary pixel for each face or an internal pixel of each face.  

[00613] In summary, a resized region between partitioning units of the image 

may be filled with data generated by using pieces of data of the two units in 

combination.  

[00614] The data processing method may be supported in some conditions 

(here, when a plurality of regions are resized.  

[00615] In Sections 27A and 27B, a region to be resized between partitioning 

units is constructed individually for each partitioning unit (in Section 27A, a6 and d1l 

are constructed for a and d, respectively). In FIG. 28, a single region to be resized 

between partitioning units may be constructed for adjacent partitioning units (ad1 is 

constructed for a and d). It will be appreciated that the method may be included in 

the candidate group for the data processing method in Sections 27A and 27B and 

the resizing may be performed using a data processing method different from the 

above example even in FIG. 28.  

[00616] In the process of resizing an image according to some embodiments, a 

predetermined data processing method may be implicitly used in a resized region, or 

one of a plurality of data processing methods may be used to explicitly related 

information. The predetermined data processing method may be one of a filling 

method by using any pixel value, a filling method by copying outer pixels, a filling 

method by copying a specific region of an image, a filling method by transforming a 

specific region of an image, a filling method using data derived from a plurality of
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regions of an image, etc. For example, when a resized region is located inside an 

image (e.g., a packed image) and regions at both sides (e.g., a face) have spatial 

adjacency but no continuity, a data processing method may be applied to fill the 

resized region with data derived from a plurality of regions. Also, the resizing may 

be performed by one data processing method selected from among the plurality of 

data processing method, and related selection information may be explicitly 

generated. This may be an example applicable to a general image as well as a 

360-degree image.  

[00617] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

Also, the information may be included in the bitstream in the form of SEI or metadata.  

The partitioning process, the reconstruction process, and the resizing process for a 

360-degree image have been described, focusing on some projection formats such 

as ERP and CMP. However, the present disclosure is not limited thereto, and the 

above-description may be applied even to other projection formats as it is or after 

modified.  

[00618] It has been described that the image setting process for the above 

360-degree image encoding/decoding apparatus may be applied to a pre-processing 

process, a post-processing process, a format transformation process, an inverse 

format transformation process, and the like as well as encoding/decoding processes.  

[00619] In summary, the projection process may be constructed to include 

image setting processes. In detail, the projection process may be performed in 

addition to at least one of the image setting processes. The partitioning may be 

performed in units of regions (or faces) on the basis of the projected image.  

Depending on the projection format, the partitioning may be performed on a single 

region or a plurality of regions. For the partitioning, partitioning information may be 

generated. Also, the projected image may be resized, or a projected region may be 

resized. In this case, the resizing may be performed on at least one region. For 

the resizing, resizing information may be generated. Also, the projected image may 

be reconstructed (or face-arranged), or a projected region may be reconstructed. In 

this case, the reconstruction may be performed on at least one region. For the 

reconstruction, reconstruction information may be generated.  

[00620] In summary, a region-wise packing process may be constructed to
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include image setting processes. In detail, the region-wise packing projection 

process may be performed in addition to at least one of the image setting processes.  

The partitioning process may be performed in units of regions (or faces) on the basis 

of the packed image. Depending on the region-wise packing settings, the 

partitioning may be performed on a single region or a plurality of regions. For the 

partitioning, partitioning information may be generated. Also, the packed image 

may be resized, or a packed region may be resized. In this case, the resizing may 

be performed on at least one region. For the resizing, resizing information may be 

generated. Also, the packed image may be reconstructed, or a packed region may 

be reconstructed. In this case, the reconstruction may be performed on at least one 

region. For the reconstruction, reconstruction information may be generated.  

[00621] During the projection process, all or some of the image setting 

processes may be performed, and image setting information may be included. This 

information may be setting information for the projected image. In detail, this 

information may be setting information for regions in the projected image.  

[00622] During the region-wise packing process, all or some of the image 

setting processes may be performed, and image setting information may be included.  

This information may be setting information for the packed image. In detail, this 

information may be setting information for regions in the packed image.  

Alternatively, this information may be mapping information (e.g., see the description 

with reference to FIG. 11; this can be understood assuming that PO and P1 indicate 

projected images and SO to S5 indicate packed images) between the projected 

image and the packed image. In detail, this information may be mapping 

information between a specific region in the projected image and a specific region in 

the packed image. That is, this information may be setting information assigned 

from the specific region in the projected image to the specific region in the packed 

image.  

[00623] The image information may be represented as information acquired 

through the above-described various embodiments during the image setting process 

of the present disclosure. For example, when related information is represented 

using at least one syntax element in Table 1 to Table 6, the setting information for 

the projected image may include picwidthin-samples, pic-height-insamples, 

part-top[i], part-left[i], part-width[i], part-height[i], and the like, and the setting 

information for the packed image may include pic-width-in-samples,
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pic-height-insamples, part-top[i], part-left[i], part-width[i], part-height[i], 

convert-type flag[i], partresizing-flag[i], topheightoffset[i], bottomheight-offset[i], 

leftwidthoffset[i], rightwidthoffset[i], resizingtype flag[i], and the like. The 

above example may be an example of explicitly generating information regarding 

faces (e.g., part top[i], part left[i], part width[i], and part-height[i] among the setting 

information of the projected image).  

[00624] Some of the image setting process may be included in a projection 

process or a region-wise packing process corresponding to the projection format 

through a predetermined operation.  

[00625] For example, ERP uses a method of filling regions expanded to the left 

by m and to the right by n with data of regions in directions opposite to the resizing 

directions for the image, and thus the resizing process may be implicitly included.  

Alternatively, CMP uses a method of filling regions expanded upward by m, 

downward by n, to the left by o, and to the right by p with data of a region having 

continuity with a resized region, and thus the resizing process may be implicitly 

included.  

[00626] In the above example, the projection format may be an example of 

substitute formats capable of replacing the conventional projection formats or an 

example of additional formats (e.g., ERP1 and CMP1) for the conventional projection 

formats. However, the present disclosure is not limited thereto, examples of various 

image setting processes of the present disclosure may be alternatively combined, 

and similar applications may be possible for other formats.  

[00627] Although not shown in the image encoding apparatus and the image 

decoding apparatus of FIGS. 1 and 2, a block partitioning part may be further 

included. Information regarding a default encoding part may be acquired from the 

picture partitioning part, and default encoding part may refer to a default (or start) 

unit for prediction, transformation, quantization, etc. during the image 

encoding/decoding process. In this case, the encoding part may be composed of 

one luminance encoding block and two chrominance encoding blocks according to a 

color format (here, YCbCr), and the size of the blocks may be determined according 

to the color format. The following example will be described with respect to the 

blocks (here, a luminance component). In this case, it is assumed that a block is a 

unit that may be acquired after each unit is determined, and it is also assumed that 

similar settings are applicable to other types of blocks.
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[00628] The block partitioning part may be set in association with each element 

of the image encoding apparatus and the image decoding apparatus. Through this 

process, the size and shape of the blocks may be determined. In this case, a 

different block may be defined for each element. The block may be a prediction 

block for the prediction part, a transformation block for the transformation part, a 

quantization block for the quantization part, or the like. However, the present 

disclosure is not limited thereto, and an additional block unit may be defined for 

another element. The size and shape of the block may be defined by the width and 

height of the block.  

[00629] A block may be expressed as M x N by the block partitioning part and 

may be acquired in the range from a minimum value to a maximum value. For 

example, when a block supports a square shape and has a maximum value of 256 x 

256 and a minimum value of 8 x 8, a block having a size of 2m x 2 m (here, m is an 

integer from 3 to 8; for example, 8 x 8, 16 x 16, 32 x 32, 64 x 64, 128 x 128, and 

256 x 256), a block having a size of 2m x 2m (here, m is an integer from 4 to 128), 

or a block having a size of m x m (here, m is an integer from 8 to 128) may be 

acquired. Alternatively, when a block supports square and rectangle forms and has 

the same range as described above, a block having a size of 2 m x 2" (here, m and n 

are integers from 3 to 8; when it is assumed that the maximum aspect ratio is 2: 1, 8 

x 8, 8 x 16, 16 x 8, 16 x 16, 16 x 32, 32 x 16, 32 x 32,32 x 64,64 x 32,64 x 64, 64 

x 128, 128 x 64, 128 x 128, 128 x 256, 256 x 128, 256 x 256; there may be no 

limitation on the aspect ratio, or the maximum aspect ratio may be present 

depending on encoding/decoding settings) may be acquired. Alternatively, a block 

having a size of 2m x 2n (here, m and n are integers from 4 to 128) may be acquired.  

Alternatively, a block having a size of m x n (here, m and n are integers from 8 to 

256) may be acquired.  

[00630] Acquirable blocks may be determined according to encoding/decoding 

settings (e.g., a block type, a partitioning scheme, a partitioning setting, etc.). For 

example, a block with a size of 2m x 2" may be acquired as the encoding block, a 

block with a size of 2m x 2n or m x n may be acquired as the prediction block, and a 

block with a size of 2m x 2n may be acquired as the transformation block.  

Information regarding the size and range of the blocks (e.g., information related to an 

exponent and a multiple) may be generated on the basis of the settings.  

[00631] The range (here, which is determined using the maximum value and
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the minimum value) may be determined depending on the block type. Also, some 

blocks may have block range information explicitly generated, and other blocks may 

have block range information implicitly determined. For example, the encoding 

block and the transformation block may have related information explicitly generated, 

and the prediction block may have related information implicitly processed.  

[00632] In the explicit case, at least one piece of range information may be 

generated. For example, the range information of the encoding block may be 

generated as information regarding the maximum value and the minimum value.  

Alternatively, the range information may be generated on the basis of a difference 

(e.g., which is generated based on the settings; index difference information between 

the minimum value and the maximum value, etc.) between the predetermined 

minimum value (e.g., eight) and the maximum value. Also, a plurality of pieces of 

range information for the width and height of a rectangular block may be generated.  

[00633] In the implicit case, the range information may be acquired on the basis 

of encoding/decoding settings (e.g., a block type, a partitioning scheme, a 

partitioning setting, etc.). For example, for the prediction block, the encoding block 

(here, having a maximum size of M x N and a minimum size of m x n), which is an 

upper unit, may acquire information regarding the maximum value and the minimum 

value according to a candidate group (here, M x N and m/2 x n/2) acquirable from 

partitioning settings (here, quad-tree partitioning + partitioning depth of 0) of the 

prediction block.  

[00634] The size and shape of an initial (or start) block of the block partitioning 

part may be determined from its upper unit. The initial block of the encoding block 

may be the default encoding block acquired from the picture partitioning part, the 

initial block of the prediction block may be the encoding block, and the initial block of 

the transformation block may be the encoding block or the prediction block, which 

may be determined according to encoding/decoding settings. For example, the 

prediction block is an upper unit of the transformation block when the encoding mode 

is an intra mode, and the prediction block is a unit that is independent of the 

transformation block when the encoding node is an inter mode. The initial block, 

which is a start block for partitioning, may be partitioned into small blocks. When an 

optimal size and shape corresponding to the block partitioning are determined, the 

block may be determined as an initial block of a lower unit. For example, the former 

case may correspond to the encoding block, and the latter case (lower unit) may
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correspond to the prediction block or the transformation block. As described above, 

when the initial block of the lower unit is determined, a partitioning process for finding 

a block of the optimal size and shape may be performed.  

[00635] In summary, the block partitioning part may partition the default 

encoding unit (or the maximum encoding unit) into at least one encoding unit (or 

lower encoding unit). Also, the encoding unit may be partitioned into at least one 

prediction unit and also may be partitioned into at least one transformation unit.  

The encoding unit may be partitioned into at least one encoding block, and the 

encoding block may be partitioned into at least one prediction block and also may be 

partitioned into at least one transformation block. Also, the prediction unit may be 

partitioned into at least one prediction block, and the transformation unit may be 

partitioned into at least one transformation block.  

[00636] When the block of the optimal size and form is found through the mode 

determination process as described above, mode information related to the block 

(e.g., partitioning information, etc.) may be generated. The mode information may 

be added to a bitstream in addition to information generated in a construction unit to 

which the block belongs (e.g., prediction-related information and 

transformation-related information) and then transmitted to a decoder. The mode 

information may be parsed by the decoder at units of the same level and then used 

during an image decoding process.  

[00637] The following example will describe a partitioning scheme and assume 

that the initial block has the shape of a square. However, the same or similar 

applications may be possible for rectangular shapes.  

[00638] The block partitioning part may support various partitioning schemes.  

For example, the block partitioning part may support tree-based partitioning or 

type-based partitioning, and other methods may be applied thereto. The tree-based 

partitioning may generate partitioning information with partitioning flags, and the 

type-based partitioning may be generate partitioning information with index 

information for block forms included in a predetermined candidate group.  

[00639] FIG. 29 is an example diagram showing a tree-based block form.  

[00640] Section 29A shows a single 2N x 2N block that is not partitioned, 

Section 29B shows an example in which two 2N x N blocks are acquired through 

some partitioning flags (here, binary tree-based horizontal partitioning), Section 29C 

shows an example in which two N x 2N blocks are acquired through some
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partitioning flags (here, binary tree-based vertical partitioning), and Section 29D 

shows an example in which four N x N blocks are acquired through some partitioning 

flags (here, quad-tree partitioning or horizontal and vertical binary-tree partitioning).  

The acquired block form may be determined according to the type of the tree used 

for the partitioning. For example, when the quad-tree partitioning is performed, 

acquirable candidate blocks may correspond to Sections 29A and 29D. When the 

binary-tree partitioning is performed, acquirable candidate blocks may correspond to 

Sections 29A, 29B, 29C, and 29D. The quad tree supports a single partitioning flag.  

The flag being "0" may acquire Section 29A, and the flag being "1" may acquire 

Section 29D. The binary tree supports a plurality of partitioning flags. Among the 

partitioning flags, one partitioning flag may be a flag indicating whether partitioning is 

performed, another partitioning flag may be a flag indicating whether partitioning is 

horizontal or vertical, and still another partitioning flag may be a flag indicating 

whether to allow overlapping of horizontal/vertical partitioning. When the 

overlapping is allowed, acquirable candidate blocks may correspond to Sections 29A, 

29B, 29C, and 29D. When the overlapping is not allowed, acquirable candidate 

blocks may correspond to Sections 29A, 29B, and 29C. The quad tree may be a 

default tree-based partitioning scheme, and an additional tree partitioning scheme 

(here, a binary tree) may be included in the tree-based partitioning scheme. When 

a flag allowing additional tree partitioning is implicitly or explicitly activated, a plurality 

of tree partitioning operations may be performed. The tree-based partitioning may 

allow recursive partition. That is, the partitioned block may be set as an initial block 

again, and the tree-based partitioning may be performed, which may be determined 

according to partitioning settings such as a partitioning range, a partitioning 

allowable depth, etc. This may be an example hierarchical partitioning scheme.  

[00641] FIG. 30 is an example diagram showing a type-based block form.  

[00642] Referring to FIG. 30, a block after type-based partitioning may have a 

1-partitioned form (here, Section 30A), a 2-partitioned form (here, Sections 30B, 30C, 

30D, 30E, 30F, and 30G), and a 4-partitioned form (here, Section 30H).  

Candidates may be constructed through various constructions.. For example, the 

candidates may be constructed as a, b, c, and n; a, b to g, and n; or a, n, and q of 

FIG. 31. However, the present disclosure is not limited thereto, and various 

modifications may be possible, including the following example. Blocks supported 

when a flag allowing symmetric partition is activated may correspond to Sections
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30A, 30B, 30C, and 30H, and blocks supported when a flag allowing asymmetric 

partition is activated may corresponding to all of Sections 30A to 30H. For the 

former case, related information (here, the flag allowing the symmetric partition) may 

be implicitly activated. For the latter case, related information (here, the flag 

allowing the asymmetric partition) may be explicitly generated. The tree-based 

partitioning may support one-time partitioning. Compared to the tree-based 

partitioning, a block acquired through the type-based partitioning may no longer be 

further partitioned. This may be an example in which the partitioning allowable 

depth is 0.  

[00643] FIG. 31 is an example diagram showing various types of blocks that 

may be acquired by a block partitioning part of the present disclosure.  

[00644] Referring to FIG. 31, blocks in Sections 31A to 31S may be acquired 

according to partitioning settings and partitioning schemes, additional block forms 

that are not shown may also be possible.  

[00645] As an example, asymmetric partition may be allowed for the tree-based 

partitioning. For example, the binary tree may allow blocks shown in Sections 31B 

and 31C (here, partitioning into a plurality of blocks) or may allow blocks shown in 

Sections 30B to 31G (here, partitioning into a plurality of blocks). When the flag 

allowing asymmetric partition is explicitly or implicitly deactivated according to 

encoding/decoding settings, acquirable candidate blocks may be blocks in Section 

31B or 31C (here, assuming that overlapping of horizontal partitioning and vertical 

partitioning is not allowed). When the flag allowing asymmetric partition is activated, 

acquirable candidate blocks may be blocks in Sections 31B, 31D, and 31E (here, 

horizontal partitioning) or blocks in Sections 31C, 31F, and 31G (here, vertical 

partitioning). This example may correspond to a case in which a partitioning 

direction is determined by a horizontal or vertical partitioning flag and a block form is 

determined according to a flag allowing asymmetry. However, the present 

disclosure is not limited thereto, and modifications may be made thereto.  

[00646] As an example, additional tree partitioning may be allowed for the 

tree-based partitioning. For example, triple tree-based partitioning, quad-tree 

partitioning, octa tree-based partitioning, and the like may be allowed, and thus n 

partitioning blocks (here, 3, 4, and 8; n is an integer) may be acquired. Blocks 

supported for the triple tree-based partitioning may be blocks in Sections 31H to 31M, 

blocks supported for the quad-tree partitioning may be blocks in Sections 31N to
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31Q, and blocks supported for the octa tree-based partitioning may be blocks in 

Section 31Q. Whether to support tree-based partitioning may be implicitly 

determined according to encoding/decoding settings, and related information may be 

explicitly generated. Also, the binary-tree partitioning and the quad-tree partitioning 

may be used solely or in combination depending on encoding/decoding settings.  

For example, blocks as shown in Sections 31B and 31C may be possible for the 

binary tree, and blocks as shown in Sections 31B, 31C, 311, and 31L may be 

possible when the binary tree and the triple tree are used in combination. When 

other than the existing flags, a flag allowing additional partitioning is explicitly or 

implicitly deactivated according to encoding/decoding settings, acquirable candidate 

blocks may be blocks in Section 31B or 31C. When the flag for allowing additional 

partitioning is activated, acquirable candidate blocks may be blocks in Sections 31B 

and 311 or in Sections 31B, 31H, 311, and 31J (here, horizontal partitioning) or blocks 

in Section 31C or 31L or in the 31C, 31K, 31L, and 31M (here, vertical partitioning).  

This example may correspond to a case in which a partitioning direction is 

determined by the horizontal or vertical partitioning flag and a block form is 

determined according to the flag allowing additional partitioning. However, the 

present disclosure is not limited thereto, and modifications may be made thereto.  

[00647] As an example, non-rectangular partition may be allowed for the 

type-based block. For example, the partitioning as shown in Sections 31R and 31S 

may be possible. When the block is combined with the type-based block 

candidates, the blocks of Sections 31A, 31B, 31C, 31H, 31R, and 31S or Sections 

31A to 31H, 31R, and 31S may be supported. Also, a block that supports 

n-partitioning (e.g., n is an integer; here, 3 other than 1, 2, and 4) as shown in 

Sections 31H to 31M may be included in the candidate group.  

[00648] The partitioning scheme may be determined according to 

encoding/decodingsettings.  

[00649] As an example, the partitioning scheme may be determined according 

to a block type. For example, an encoding block and a transformation block may 

use the tree-based partitioning, and a prediction block may use the type-based 

partitioning. Alternatively, the partitioning scheme may be used in combination 

thereof. For example, the prediction block may use a partitioning scheme obtained 

by using the tree-based partitioning and the type-based partitioning in combination, 

and a partitioning scheme being applied may differ depending on at least one range
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of the block.  

[00650] As an example, the partitioning scheme may be determined according 

to a block size. For example, the tree-based partitioning may be applied to a 

specific range (e.g., from a x b to c x d; when the latter is greater) between the 

minimum value and the maximum value of the block, and the type-based partitioning 

may be applied to another specific range (e.g., from e x f to g x h). In this case, 

range information according to the partitioning scheme may be explicitly generated 

or implicitly determined.  

[00651] As an example, the partitioning scheme may be determined according 

to the shape of a block (or a block before partitioning). For example, when the 

block has a square shape, the tree-based partitioning and the type-based partitioning 

may be possible. Alternatively, when the block has a rectangular shape, the 

tree-based partitioning may be possible.  

[00652] The partitioning settings may be determined according to 

encoding/decodingsettings.  

[00653] As an example, the partitioning settings may be determined according 

to a block type. For example, for the tree-based partitioning, an encoding block and 

a prediction block may use the quad-tree partitioning, and block a transformation 

block may use the binary-tree partitioning. Alternatively, the partitioning allowable 

depth of the encoding block may be set to m, the partitioning allowable depth of the 

prediction block may be set to n, and the partitioning allowable depth of the 

transformation block may be set to o. Here, m, n, and o may or may not be the 

same.  

[00654] As an example, the partitioning settings may be determined according 

to a block size. For example, the quad-tree partitioning may be applied to a specific 

range of a block (e.g., from a x b to c x d), and the binary-tree partitioning may be 

applied to another specific range (e.g., from e x f to g x h; here, it is assumed that c 

x d is greater than g x h). In this case, the range may include all ranges between 

the maximum value and the minimum value of the block, and the ranges may be set 

to overlap one another or not to overlap one another. For example, the minimum 

value of a specific range may be equal to the maximum value of another specific 

range, or the minimum value of a specific range may be smaller than the maximum 

value of another specific range. When there is an overlapping range, a partitioning 

scheme with a greater maximum vale may have a higher priority. That is, whether
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to perform a partitioning scheme with a lower priority may be determined according 

to a result of partitioning in the partitioning scheme with the higher priority. In this 

case, range information according to the tree type may be explicitly generated or 

implicitly determined.  

[00655] As another example, type-based partitioning with a specific candidate 

group may be applied to the specific range of the block (which is the same as the 

above example), and type-based partitioning with a specific candidate group (which 

has at least one different configuration from the former candidate group) may be 

applied to the specific range (which is the same as the above example). In this 

case, the range may include all ranges between the maximum value and the 

minimum value of the block, and the ranges may be set not to overlap one another.  

[00656] As an example, the partitioning settings may be determined according 

to a block shape. For example, the block has a square shape, the quad-tree 

partitioning may be possible. Alternatively, when the block has a rectangular shape, 

the binary-tree partitioning may be possible.  

[00657] As an example, the partitioning settings may be determined according 

to encoding/decoding information (e.g., a slice type, a color component, an encoding 

mode, etc.). For example, the quad-tree partitioning (or the binary-tree partitioning) 

may be possible for a specific range (e.g., from a x b to c x d) when the slice type is 

"I," may be possible for a specific range (e.g., from e x f to g x h) when the slice type 

is "P," and may be possible for a specific range (e.g., from i x j to k x 1) when the 

slice type is "B." Also, the partitioning allowable depth of the quad-tree (or the 

binary-tree) partitioning may be set to m when the slice type is "I," may be set to n 

when the slice type is "P," and may be set to o when the slice type is "B." Here, m, 

n, and o may or may not be the same as one another. Some slice types may have 

the same settings as the other slices (e.g., slice "P' and slice "B").  

[00658] As another example, the partitioning allowable depth of the quad tree 

(or the binary tree) may be set to m when the color component is a luminance 

component and may be set to n when the color component is a chrominance 

component. Here, m and n may or may not be the same. Also, the range (e.g., 

from a x b to c x d) of the quad-tree (or binary-tree) partitioning when the color 

component is a luminance component and the range (e.g., from e x f to g x h) of the 

quad-tree (or binary-tree) partitioning when the color component is a chrominance 

component may or may not be the same.
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[00659] As another example, the partitioning allowable depth of the quad tree 

(or binary tree) may be m when the encoding mode is an intra mode, and may be n 

when the encoding mode is an inter mode (here, it is assumed that n is greater than 

m). Here, m and n may or may not be the same. Also, the range of the quad-tree 

(or binary-tree) partitioning when the encoding mode is the intra mode and the range 

of the quad-tree (or binary-tree) partitioning when the encoding mode is the inter 

mode may or may not be the same.  

[00660] For the above example, information regarding whether to adaptively 

support partitioning candidate group elements may be explicitly generated or 

implicitly determined according to encoding/decoding information.  

[00661] A case in which the partitioning scheme and the partitioning settings 

are determined according to encoding/decoding settings has been described through 

the above example. The above example may show some cases for each element, 

and modifications may be made to other cases. Also, the partitioning scheme and 

the partitioning settings may be determined according to a combination of a plurality 

of elements. For example, the partitioning scheme and the partitioning settings may 

be determined by a block type, a block size, a block form, encoding/decoding 

information, etc.  

[00662] Also, in the above example, elements involved in the partitioning 

scheme, settings, etc. may be implicitly determined and information may be explicitly 

generated to determine whether to allow an adaptive case such as the above 

example.  

[00663] Among the partitioning settings, a partitioning depth refers to the 

number of times an initial block is spatially partitioned (here, the partitioning depth of 

the initial block is 0). As the partitioning depth increases, the size of blocks into 

which the initial block is partitioned may decrease. Thus, depth-related settings 

may differ depending on the partitioning scheme. For example, one common depth 

may be used for the partitioning depth of the quad tree and the partitioning depth of 

the binary tree among the tree-based partitioning schemes, a depth may be used 

individually depending on a tree type.  

[00664] When in the above example, a partitioning depth is used individually 

according to a tree type, the partitioning depth at a partitioning start position of the 

tree (here, a block before the partitioning) may be set to 0. The partitioning depth 

may be calculated not on the basis of the partitioning range (here, the maximum
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value) of each range but focusing on the partitioning start position.  

[00665] FIG. 32 is an example diagram illustrating tree-based partitioning 

according to some embodiments.  

[00666] Section 32A shows examples of quad-tree partitioning and binary-tree 

partitioning. In detail, in Section 32A, an upper left block shows an example of 

quad-tree partitioning, upper right and lower left blocks show example of quad-tree 

partitioning and binary-tree partitioning, and a lower right block shows an example of 

binary-tree partitioning. In the drawings, a solid line (here, Quad1) represents a 

boundary line for quad-tree partitioning, a dotted line (here, Binaryl) represents a 

boundary line for binary-tree partitioning, and a thick solid line represents a boundary 

line for binary-tree partitioning. A difference between the dotted line and the solid 

line may indicate a partitioning scheme difference.  

[00667] As an example, (assuming the following conditions: the upper left block 

has a quad-tree partitioning allowable depth of 3; when a current block is N x N, 

partitioning is performed until one of the width and the height reaches N>>3, 

partitioning information is generated until one of the width and the height reaches 

N>>2; this is applied in common to the following example; and the maximum value 

and the minimum value of the quad tree is N x N, (N>>3) x (N>>3)), the upper left 

block may be partitioned into four blocks with a half width and a half height when the 

quad-tree partitioning is performed. The partitioning flag may have a value of 1 

when the partitioning is activated and may have a value of 0 when the partitioning is 

deactivated. According to the above setting, the partitioning flag of the upper left 

block may be generated like an upper left block in Section 32B.  

[00668] As an example, (assuming the following conditions: the upper right 

block has a quad-tree partitioning allowable depth of 0 and a binary-tree partitioning 

allowable depth of 4; the maximum value and the minimum value of the quad-tree 

partitioning are N x N, (N>>2) x (N>>2); and the maximum value and the minimum 

value of the binary-tree partitioning are (N>>1) x (N>>1), (N>>3) x (N>>3)), the 

upper right block may be partitioned into four blocks with a half width and a half 

height when the quad-tree partitioning is performed on the initial block. The size of 

the partitioned block is (N>>1) x (N>>1), and the binary-tree partitioning (here, 

binary-tree partitioning may be greater than the minimum value of the quad-tree 

partitioning, but the partitioning allowable depth is limited) may be possible according 

to the settings of this example. That is, this example may be an example in which it
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is not possible to use the quad-tree partitioning and the binary-tree partitioning in 

combination. In this example, the partitioning information of the binary tree may be 

composed of a plurality of partitioning flags. Some flags may be horizontal 

partitioning flags (here, corresponding to x of x/y), and other flags may be vertical 

partitioning flags (here, corresponding to y of x/y). The configuration of the 

partitioning flag may have similar settings to those of the quad tree partitioning. In 

this example, both of the two flag may be activated. In the drawings, when flag 

information is generated with "-," "-" may correspond to implicit flag processing which 

may be generated when additional partitioning is not possible according to conditions 

such as a maximum value, a minimum value, and a partitioning allowable depth 

according to tree-based partitioning. According to the above setting, the partitioning 

flag of the upper right block may be generated like an upper right block in Section 

32B.  

[00669] As an example, (assuming the following conditions: the lower left block 

has a quad-tree partitioning allowable depth of 3 and a binary-tree partitioning 

allowable depth of 2; the maximum value and the minimum value of the quad-tree 

partitioning are N x N, (N>>3) x (N>>3); and the maximum value and the minimum 

value of the binary-tree partitioning are (N>>2) x (N>>2), (N>>4) x (N>>4)), the 

lower left block may be partitioned into four blocks with a half width and a half height 

when the quad-tree partitioning is performed on the initial block. The size of the 

partitioned block is (N>>1) x (N>>1), and the quad-tree partitioning and the 

binary-tree partitioning may be possible according to the settings of this example.  

That is, this example may be an example in which it is possible to use the quad-tree 

partitioning and the binary-tree partitioning in combination. In this case, whether to 

perform the binary-tree partitioning may be determined according to a result of the 

quad-tree partitioning to which a higher priority is assigned. The binary-tree 

partitioning may not be performed when the quad-tree partitioning is performed, and 

the binary-tree partitioning may be performed when the quad-tree partitioning is not 

performed. When the quad-tree partitioning is not performed, the quad-tree 

partitioning may no longer be possible even though partitioning is possible according 

to the settings. In this example, the partitioning information of the binary tree may 

be composed of a plurality of partitioning flags. Some flags may be partitioning 

flags (here, corresponding to x of x/y), and other flags may be partitioning direction 

flags (here, corresponding to y of x/y; whether to generate y information may be
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determined according to x), and the partitioning flags may have similar settings to 

those of the quad-tree partitioning. In this case, all of the horizontal partitioning and 

the vertical partitioning cannot be activated. In the drawing, when the flag 

information is generated with "-," "-" may have the similar settings to the above 

example. According to the above setting, the partitioning flag of the lower left block 

may be generated like a lower left block in Section 32B.  

[00670] As an example, (assuming the following conditions: the lower right 

block has a binary-tree partitioning allowable depth of 5; and the maximum value and 

the minimum value of the binary-tree partitioning are N x N, (N>>2) x (N>>3)), the 

lower right block may be partitioned into two blocks with a half width or a half height 

when the binary-tree partitioning is performed on the initial block. In this example, 

the lower right block may have the same partitioning flag settings as the lower left 

block. In the drawing, when the flag information is generated with "-," "-" may have 

the similar settings to the above example. In this example, the minimum values of 

the width and the height of the binary tree may be set to different values. According 

to the above setting, the partitioning flag of the lower right block may be generated 

like a lower right block in Section 32B.  

[00671] Like the above example, block information (e.g., a block type, a block 

size, a block form, a block location, a block type, a color component, etc.) may be 

checked, and then the partitioning scheme and the partitioning settings may be 

determined according to the block information. Thus, a corresponding partitioning 

process may be performed.  

[00672] FIG. 33 is an example diagram illustrating tree-based partitioning 

according to some embodiments.  

[00673] Referring to blocks in Sections 33A and 33B, a thick solid line LO may 

represent the maximum encoding block, and a block partitioned with a thick solid line 

and other lines L1 to L5 may represent a partitioned encoding block. The number 

inside the block may represent the location of a sub-block obtained through 

partitioning (here in a raster scan order), and the number of '-D may represent a 

partitioning depth of a corresponding block, and the number of a boundary line 

between blocks may represent the number of times the partitioning is performed.  

For example, the order may be UL(0)-UR(1)-DL(2)-DR(3) when the block is 

4-partitioned (here, a quad tree) and may be L or U(0) - R or D(1) when the block is 

2-partitioned (here, a binary tree), which may be defined for each partitioning depth.
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The following example shows a case in which an acquirable encoding block is 

limited.  

[00674] As an example, it is assumed that in Section 33A, the maximum 

encoding block is 64 x 64, the minimum encoding block is 16 x 16, and the 

quad-tree partitioning is used. In this case, since blocks 2-0, 2-1, and 2-2 (here, 16 

x 16) have the same size as the minimum encoding block, the blocks may not be 

partitioned into smaller blocks such as blocks 2-3-0, 2-3-1, 2-3-2 and 2-3-3 (here, 8 x 

8). In this case, a block acquirable from the blocks 2-0, 2-1, 2-2, and 2-3 may be a 

16 x 16 block. In other words, since there is only one candidate block, block 

partitioning information is not generated.  

[00675] As an example, it is assumed that in Section 33B, the maximum 

encoding block is 64 x 64 and the minimum encoding block has a width of 8 or a 

height of 8 and an allowable partitioning depth of 3. In this case, a block 1-0-1-1 

(here, having a size of 16 x 16 and a partitioning depth of 3) may be partitioned into 

smaller blocks because the minimum encoding block condition is satisfied.  

However, the block 1-0-1-1 may not be partitioned into blocks with a higher 

partitioning depth (here, a block 1-0-1-0-0 and a block 1-0-1-0-1) because the block 

1-0-1-1 has the same allowable partitioning depth. In this case, a block acquirable 

from the blocks 1-0-1-0 and 1-0-1-1 may be a 16 x 8 block. In other words, since 

there is only one candidate block, block partitioning information is not generated.  

[00676] Like the above example, the quad-tree partitioning or the binary-tree 

partitioning may be supported depending on encoding/decoding settings.  

Alternatively, the quad-tree partitioning and the binary-tree partitioning may be 

supported in combination. For example, one or a combination of the schemes may 

be supported according to a block size, a block depth, etc. The quad-tree 

partitioning may be supported when a block belongs to a first block range, and the 

binary-tree partitioning may be supported when a block belongs to a second block 

range. When a plurality of partitioning schemes are supported, at lest one setting 

such as the maximum encoding block size, the minimum encoding block size, an 

allowable partitioning depth, and the like may be provided according to each scheme.  

The ranges may or may not overlap each other. Alternatively, any one range may 

be set to include the other range. The setting may be determined according to 

individual or combined elements such as a slice type, an encoding mode, a color 

component, and the like.
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[00677] As an example, the partitioning settings may be determined according 

to a slice type. The partitioning settings supported for I-slice may support 

partitioning in the range from 128 x 128 to 32 x 32 for the quad tree and may support 

partitioning in the range from 32 x 32 to 8 x 8 for the binary tree. The block 

partitioning settings supported for P/B-slice may support partitioning in the range 

from 128 x 128 to 32 x 32 for the quad tree and may support partitioning in the range 

from 64 x 64 to 8 x 8 for the binary tree.  

[00678] As an example, the partitioning settings may be determined according 

to an encoding mode. The partitioning settings supported when the encoding mode 

is an intra mode may support partitioning in the range from 64 x 64 to 8 x 8 and have 

an allowable partitioning depth of 2 for the binary tree. The partitioning settings 

supported when the encoding mode is an inter mode may support partitioning in the 

range from 32 x 32 to 8 x 8 and have an allowable partitioning depth of 3 for the 

binary tree.  

[00679] As an example, the partitioning settings may be determined according 

to a color component. The partitioning settings when the color component is a 

luminance component may support partitioning in the range from 256 x 256 to 64 x 

64 for the quad tree and may support partitioning in the range of 64 x 64 to 16 x 16 

for the binary tree. The partitioning settings when the color component is a 

chrominance component may support the same settings (here, a setting in which the 

length of each block is proportional to the chrominance format) as those of the 

luminance component for the quad tree and may support partitioning in the range 

(here, the same range for the luminance component is from 128 x 128 to 8 x 8; 4:2:0 

is assumed) from 64 x 64 to 4 x 4 for the binary tree.  

[00680] According to the above example, different partitioning settings are 

applied depending on a block type. Also, some blocks may be combined with other 

blocks, and thus a single partitioning process may be performed. For example, 

when an encoding block and a transformation block are combined into one unit, a 

partitioning process for acquiring an optimal block size and form may be performed.  

Thus, the optimal block size and form may be the optimal size and form of the 

transformation block as well as the optimal size and form of the encoding block.  

Alternatively, the encoding block and the transformation block may be combined into 

one unit, the prediction block and the transformation block may be combined into 

one unit, or the encoding block, the prediction block, and the transformation block
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may be combined into one unit. Also, other combinations of the blocks may be 

possible.  

[00681] According to the present disclosure, the case in which partitioning 

settings are applied individually to each block has been described, but a plurality of 

units may be combined into a single unit to have a single partitioning setting.  

[00682] The encoder may add the information generated during the above 

process to a bitstream in units of at least one of sequences, pictures, slices, tiles, 

and the like, and the decoder may parse related information from the bitstream.  

[00683] In some embodiments, the prediction part may be classified into 

intra-prediction and inter-prediction, and intra-prediction and inter-prediction may be 

defined as follows.  

[00684] Intra-prediction may be technology for generating a predicted value 

from a region in which encoding/decoding of the current image (for example, a 

picture, a slice, a tile, and the like) is completed, and inter-prediction may be 

technology for generating a predicted value from at least one image (for example, a 

picture, a slice, a tile, and the like) in which encoding/decoding is completed before 

the current image.  

[00685] Alternatively, intra-prediction may be a technology for generating a 

predicted value from a region in which encoding/decoding of the current image is 

completed, but some prediction methods {e.g., a method of generating a predicted 

value from a reference picture, block matching, template matching, and the like} may 

be excluded. Inter-prediction may be a technology for generating a predicted value 

from at least one image in which encoding/decoding is completed, and the image in 

which encoding/decoding is completed may be configured to include the current 

image.  

[00686] According to encoding/decoding settings, one of the above definitions 

is followed. In the following example, description will be provided assuming that the 

second definition is followed. Further, a predicted value is described on the 

assumption that it is a value obtained through prediction in a spatial domain, but is 

not limited thereto.  

[00687] Hereinafter, inter-prediction of the prediction part in the present 

disclosure will be described.  

[00688] Inter-prediction in the image encoding method according to some 

embodiments of the present disclosure may be configured as follows.
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Inter-prediction of the prediction part may include a reference picture construction 

step, a motion estimation step, a motion compensation step, a motion information 

determination step, and a motion information encoding step. Further, the image 

encoding apparatus may be configured to include a reference picture construction 

part, a motion estimation part, a motion compensation part, a motion information 

determination part, and a motion information encoding part, which perform the 

reference picture construction step, the motion estimation step, the motion 

compensation step, the motion information determination step, and the motion 

information encoding step, respectively. Some of the above-described processes 

may be omitted, other processes may be added, or the order may be changed into 

another order.  

[00689] FIG. 34 is an example diagram illustrating various cases in which a 

prediction block is obtained through inter-prediction.  

[00690] Referring to FIG. 34, in uni-directional prediction, a prediction block (A) 

may be obtained from a previously encoded reference picture (T-1 and T-2), or a 

prediction block (B) may be obtained from a subsequently encoded reference picture 

(T+1 and T+2). In bi-directional prediction, prediction blocks (C and D) may be 

obtained from a plurality of previously encoded reference pictures (T-2 to T+2). In 

general, a P image type may support uni-directional prediction, and a B image type 

may support bi-directional prediction.  

[00691] Like the above example, a picture referenced in encoding/decoding of 

the current picture may be obtained from a memory. With respect to the current 

picture (T), a reference picture list may be constructed in a manner that a reference 

picture before the current picture and a reference picture after the current picture in 

time order or display order are included.  

[00692] Inter-prediction (E) may be performed on the current image as well as 

previous or subsequent images with respect to the current image. Performing 

inter-prediction in the current image may be referred to as non-directional prediction.  

This may be supported in the I image type or in the P/B image type, and the 

supported image type may be determined according to encoding/decoding settings.  

Performing inter-prediction in the current image is intended to generate a prediction 

block using spatial correlation and is different from performing inter-prediction in 

another image in order to use temporal correlation, but the prediction method (e.g., a 

reference picture, a motion vector, and the like) may be the same.
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[00693] The reference picture construction part may construct and manage, 

through the reference picture list, a reference picture used in encoding of the current 

picture. At least one reference picture list may be constructed according to 

encoding/decoding settings (e.g., the image type, the prediction direction, and the 

like), and a prediction block may be generated from a reference picture included in 

the reference picture list. For example, in the case of uni-directional prediction, 

inter-prediction may be performed on at least one reference picture included in a 

reference picture list 0 (LO) or a reference picture list 1 (L1). Further, in the case of 

bi-directional prediction, inter-prediction may be performed on at least one reference 

picture included in a combined list (LC) that is generated combining the LO and the 

L1.  

[00694] In general, the optimal reference picture for a picture to be encoded 

may be determined by the encoder, and a method of explicitly transmitting 

information on the reference picture to the decoder may be used. To this end, the 

reference picture construction part may perform management of a picture list 

referenced in inter-prediction of the current picture, and may set a rule for reference 

picture management by taking a limited memory size into consideration.  

[00695] The transmitted information may be defined as a reference picture set 

(RPS). A picture selected as the RPS may be classified into a reference picture 

and may be stored in a memory (or a DPB). Pictures not selected as the RPS may 

be classified into non-reference pictures and may be removed from the memory after 

a predetermined time. The memory may store a predetermined number of pictures 

(e.g., 16 pictures for HEVC), and the size of the memory may be set according to the 

level and resolution of the image.  

[00696] FIG. 35 is an example diagram illustrating composition of a reference 

picture list according to some embodiments.  

[00697] Referring to FIG. 35, in general, the reference pictures (T-1 and T-2) 

that are present before the current picture may be assigned to the LO, and the 

reference pictures (T+1 and T+2) that are present after the current picture may be 

assigned to the L1 for management. In constructing the LO, when not reaching the 

allowed number of reference pictures of the LO, the reference picture of the L1 is 

assigned. Similarly, in constructing the L1, when not reaching the allowed number 

of reference pictures of the L1, the reference picture of the LO is assigned.  

[00698] Further, the current picture may be included in at least one reference
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picture list. For example, the current picture may be included in the LO or the L1; 

the LO may be constructed by adding a reference picture (or current picture) of which 

the temporal order is T to a reference picture before the current picture; or the L1 

may be constructed by adding a reference picture of which the temporal order is T to 

a reference picture after the current picture.  

[00699] Composition of the reference picture list may be determined according 

to encoding/decoding settings. For example, the current picture may not be 

included in the reference picture list or may be included in at least one reference 

picture list, which may be determined by a signal (or a signal for allowing a method, 

such as block matching in the current picture, and the like) indicating whether to 

include the current picture in the reference picture list. The signal may be 

supported in units of sequences, pictures, slices, tiles, and the like.  

[00700] Further, the current picture may be positioned in the beginning or the 

end of the reference picture list as shown in FIG. 35, and the arrangement order 

within the list may be determined depending on encoding/decoding settings (e.g., 

type information of an image, and the like). For example, in the case of the I type, 

the current picture may be positioned in the beginning, and in the case of the P/B 

type, the current picture may be positioned in the end. The present disclosure is 

not limited thereto, and modifications may be provided thereto.  

[00701] The reference picture construction part may include a reference picture 

interpolation part. According to interpolation precision of inter-prediction, whether to 

perform an interpolation process for a pixel of a decimal unit may be determined.  

For example, when having interpolation precision of an integer unit, a reference 

picture interpolation process is omitted, and when having interpolation precision of a 

decimal unit, the reference picture interpolation process is performed.  

[00702] An interpolation filer used in the reference picture interpolation process 

may be determined according to encoding/decoding settings. One preset 

interpolation filter {e.g., a discrete cosine transform based interpolation filter (DCT-IF), 

and the like} may be used, or one of a plurality of interpolation filers may be used.  

In the former case, selection information on the interpolation filter may be implicitly 

omitted, and in the latter case, the selection information on the interpolation filter 

may be included in units of sequences, pictures, slices, tiles, and the like.  

[00703] The interpolation precision may be determined according to 

encoding/decoding settings, and may be precision of one among integer units and
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decimal units (e.g., 1/2, 1/4, 1/8, 1/16, 1/32, and the like). The interpolation process 

may be performed according to one preset interpolation precision, or the 

interpolation process may be performed according to one precision of a plurality of 

interpolation precision.  

[00704] Further, according to inter-prediction methods (e.g., a motion prediction 

method, a motion model, and the like), fixed interpolation precision or adaptive 

interpolation precision may be supported. For example, interpolation precision for a 

translation motion model and interpolation precision for a non-translation motion 

model may be the same or different from each other, which may be determined 

according to encoding/decoding settings. Interpolation precision-related information 

may be implicitly determined or explicitly generated, and may be included in units of 

sequences, pictures, slices, tiles, blocks, and the like.  

[00705] The motion estimation part performs a process of estimating (or 

searching for) which block of which reference picture the current block has a high 

correlation with. The size and the shape (M x N) of the current block on which 

prediction is performed may be obtained from the block partitioning part, and 

description will be provided under assumption that support is possible in a range of 

4x4 to 128x128 for inter-prediction. In general, inter-prediction is performed in units 

of prediction blocks, but is also performed in units of encoding blocks, transformation 

blocks, and the like according to the setting of the block partitioning part.  

Estimation is performed in a motion estimation range, and at least one motion 

estimation method may be used. In the motion estimation method, the estimation 

order, the condition of a pixel unit, and the like may be defined.  

[00706] Motion estimation may be adaptively performed according to the 

motion prediction method. A region on which motion estimation is performed may 

be the current block in the case of block matching, and may be a template composed 

of a partial region of a block, which is adjacent to the current block, (e.g., left, upper, 

upper left, upper right, lower left blocks, and the like) in which encoding is completed 

in the case of template matching. Block matching may be a method of explicitly 

generating motion information, and template matching may be a method of implicitly 

obtaining motion information.  

[00707] Here, template matching may be provided by a signal indicating 

support of an additional motion prediction method, and the signal may be included in 

units of sequences, pictures, slices, tiles, and the like. Further, a range of
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supporting template matching may be or may not be the same as a range (e.g., 4x4 

to 128x128) of supporting block matching, or may be a limited range (e.g., 4x4 to 

32x32). The range of supporting template matching may be determined according 

to encoding/decoding settings (e.g., an image type, a color component, and the like).  

When supporting a plurality of motion prediction methods, motion prediction method 

selection information is generated and is included in block units.  

[00708] Further, motion estimation may be adaptively performed according to a 

motion model. In addition to the translation motion model considering only parallel 

translation, an additional motion model may be used to perform motion estimation 

and compensation. For example, motion estimation and compensation may be 

performed using a motion model considering motions such as rotation, perspective, 

zoom-in/out, and the like in addition to parallel translation. This may be supported 

to enhance encoding performance by generating a prediction block to which the 

above-described various types of motions generated according to a regional 

characteristic of an image are applied.  

[00709] In the present disclosure, description is provided assuming that an 

affine motion model is a non-translation motion model. However, the present 

disclosure is not limited thereto, and modifications may be provided thereto. Here, 

the non-translation motion model may be provided by a signal indicating support of 

the additional motion model, and the signal may be included in units of sequences, 

pictures, slices, tiles, and the like. Further, a range of supporting the 

non-translation motion model may be or may not be the same as a range (e.g., 4x4 

to 128x128) of supporting the translation motion model, or may be a limited range 

(e.g., 4x4 to 32x32), and may be determined according to encoding/decoding 

settings (e.g., an image type, a color component, and the like). When supporting a 

plurality of motion models, motion model selection information is generated and is 

included in block units.  

[00710] FIG. 36 is a conceptual diagram illustrating a non-translation motion 

model according to some embodiments.  

[00711] Referring to FIG. 36, in the case of the translation motion model, 

motion information is represented using a motion vector VO, whereas in the case of 

the non-translation motion model, additional motion information may be required for 

a motion vector VO. In this example, a case in which one additional motion vector 

V1 is used to represent motion information of the non-translation motion model is
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described, but other configurations (e.g., a plurality of motion vectors, rotation angle 

information, scale information, and the like) may also be possible.  

[00712] In the case of the translation motion model, motion vectors of pixels 

included in the current block may be the same, and the same motion vectors in block 

units may be provided. One representative motion vector (VO) is used to perform 

motion estimation and compensation.  

[00713] In the case of the non-translation motion model, motion vectors of 

pixels included in the current block may be different from each other, and individual 

motion vectors in pixel units may be provided. In this case, many motion vectors 

are required, so that a plurality of motion vectors (VO and V1) that represent the 

motion vectors of the pixels included in the current block are used to perform motion 

estimation and compensation. That is, through the plurality of motion vectors, 

motion vectors in units of sub-blocks or pixels within the current block may be 

derived (or obtained).  

[00714] For example, the motion vectors {in this example, (Vx, Vy)} in units of 

sub-blocks and pixels within the current block may be derived by Equation Vx = (V1x 

- Vx) x x / M - (V1y - VOy) x y / N + VOx, Vy = (V1y - VOy) x x / M + (V1x - VOx) x y / 

N + VOy. In the above equation, VO {in this example, (VOx, V0y)} refers to the upper 

left motion vector of the current block, and V1 {in this example, (Vix, V1y)} refers to 

the upper right motion vector of the current block. Considering complexity, motion 

estimation and compensation of the non-translation motion model may be performed 

in sub-block units.  

[00715] FIG. 37 is an example diagram illustrating motion estimation in 

sub-block units according to some embodiments.  

[00716] Referring to FIG. 37, the motion vector of the sub-block within the 

current block may be derived from a plurality of motion vectors (VO and V1) that 

represent motion information of the current block, and motion estimation and 

compensation may be performed in sub-block units. Here, the size of the sub-block 

(mxn) may be determined according to encoding/decoding settings. For example, 

one fixed size may be set, or an adaptive size may be set on the basis of the size of 

the current block. The size of the sub-block may be supported in a range of 4x4 to 

16x16.  

[00717] In general, the motion estimation part may be an element existing in 

the encoding apparatus, but may also be an element existing in the decoding
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apparatus according to a prediction method (e.g., template matching, and the like).  

For example, in the case of template matching, the decoder may obtain motion 

information of the current block by performing motion estimation with a template 

adjacent to the current block. Here, motion estimation related information (e.g., a 

motion estimation range, a motion estimation method, template configuration 

information, and the like) may be implicitly or explicitly generated and may be 

included in units of sequences, pictures, slices, tiles, and the like.  

[00718] The motion compensation part performs a process for obtaining data of 

some blocks of some reference pictures determined by the motion estimation 

process, as the prediction block of the current block. In detail, on the basis of 

motion information (e.g., reference picture information, motion vector information, 

and the like) obtained through the motion estimation process, the prediction block of 

the current block may be generated from at least one region (or block) of at least one 

reference picture included in a reference picture list.  

[00719] The motion information determination part may perform a process for 

selecting optimal motion information of the current block. In general, using a 

rate-distortion technique in which distortion of a block {e.g., distortion of the current 

block and the restored block, sum of absolute difference (SAD), sum of square 

difference (SSD), and the like} and the number of bits caused by the motion 

information are considered, the optimal motion information in terms of encoding cost 

may be determined. The prediction block generated on the basis of the motion 

information that is determined through the process may be transmitted to the 

subtractor and to the adder. Further, the element may be included in the decoding 

apparatus according to some prediction methods (e.g., template matching, and the 

like), which may be determined on the basis of distortion of the block.  

[00720] The motion information encoding part may encode motion information 

of the current block obtained through the motion information determination process.  

Here, the motion information may be composed of information on an image and a 

region referenced for the prediction block of the current block. In detail, it may be 

composed of information on the image (e.g., reference picture information, and the 

like) and information on the region (e.g., motion vector information, and the like).  

[00721] Further, inter-prediction related setting information (e.g., a motion 

prediction method, motion model selection information, and the like) may be included 

in motion information of the current block. Configuration of information (e.g., the
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number of motion vectors, and the like) on the reference picture and the region may 

be determined on the basis of the inter-prediction related setting.  

[00722] The reference picture information may be represented by a reference 

picture list, a reference picture index, and the like. Information on the reference 

picture list in use and information on the reference picture index may be encoded.  

Reference region information may be represented by a motion vector, and the like.  

A vector absolute value of each component (e.g., x and y) and sign information may 

be encoded.  

[00723] Further, information on the reference picture and information on the 

reference region are configured as one combination, and motion information may be 

encoded. The combination of the information on the reference picture and the 

information on the reference region may be configured as a motion information 

encoding mode. Here, reference picture information and reference region 

information may be obtained from a neighboring block or a preset value (e.g., 0 

<Zero> vector), and the neighboring block may be at least one spatially or temporally 

adjacent block. For example, motion information of the neighboring block or 

reference picture information may be used to encode motion information of the 

current block. Motion information of the neighboring block or information (or a 

median, information subjected to a transformation process, and the like) derived from 

reference picture information may be used to encode motion information of the 

current block. That is, motion information of the current block may be predicted 

from the neighboring block, and information thereon may be encoded.  

[00724] In the present disclosure, a plurality of motion information encoding 

modes for motion information of the current block may be supported. Regarding the 

motion information encoding modes, one method among a skip mode, a merge 

mode, and a competition mode may be used to encode motion information.  

[00725] The motion information encoding mode may be classified by settings 

for a combination of information on a reference picture and information on a 

reference region.  

[00726] In the skip mode and the merge mode, motion information of the 

current block may be obtained from at least one candidate block (or a skip mode 

candidate group, a merge mode candidate group). That is, prediction information 

on the reference picture or the reference region may be obtained from the candidate 

block, and difference information there on is not generated. The skip mode is
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applied when the residual signal is zero, and the merge mode is applied when the 

residual signal is not zero.  

[00727] In the competition mode, motion information of the current block may 

be obtained from at least one candidate block (or a competition mode candidate 

group). That is, prediction information on the reference picture or the reference 

region may be obtained from the candidate block, and difference information thereon 

may be generated.  

[00728] A candidate group of the above mode may be adaptively constructed.  

For example, the skip mode and the merge mode may have the same configuration, 

and the competition mode may have a different configuration. The number of mode 

candidate groups may also be adaptively determined. For example, the skip mode 

and the merge mode may have a candidate groups, and the competition mode may 

have b candidate groups. Further, when the number of candidate groups for each 

mode is one, candidate selection information may be selected. When a plurality of 

candidate groups is supported, candidate selection information is generated.  

[00729] According to one method determined from the above-described 

methods, motion information may be encoded. When the motion information 

encoding mode is the skip mode or the merge mode, a merge motion encoding 

process is performed. When the motion information encoding mode is the 

competition mode, a competition mode encoding process is performed.  

[00730] In summary, in the merge motion encoding process, prediction 

information on the reference picture or on the reference region may be obtained, and 

the obtained prediction information may be encoded into motion information of the 

current block. Further, in the competition motion encoding process, prediction 

information on the reference picture or the reference region may be obtained.  

Difference information (e.g., mv - mvp = mvd, mv is current motion information, mvp 

is prediction motion information, and mvd is difference motion information) between 

the obtained prediction information and motion information of the current block may 

be encoded as motion information of the current block. In the former case, a 

residual signal may be or may not be encoded according to the motion information 

encoding mode.  

[00731] The ranges of blocks in which each motion information encoding mode 

is supported according to encoding/decoding settings (e.g., an image type, a color 

component, and the like) may be the same or different from each other.
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[00732] FIG. 38 is an example diagram illustrating a block referenced in motion 

information prediction of a current block according to some embodiments.  

[00733] Referring to FIG. 38, motion information of spatially adjacent blocks 

may be included in a motion information prediction candidate group of the current 

block. In detail, motion information of left, upper, upper left, upper right, and lower 

left blocks (TL, T, TR, L, BL, and the like of the current block in FIG. 38) with the 

current block in the center may be included in the candidate group.  

[00734] Further, motion information of temporally adjacent blocks may be 

included in the candidate group. In detail, in a picture used in construction of the 

temporal candidate group, motion information of left, upper left, upper, upper right, 

right, lower right, lower, and lower left blocks (TL, T, TR, L, R, BL, B, and BR in FIG.  

38) with a block which is the same as the current block in the center and motion 

information (Col) of the block may be included in the candidate group.  

[00735] Further, the candidate group may include: motion information obtained 

from a plurality of pieces of motion information of spatially adjacent blocks; motion 

information obtained from a plurality of pieces of motion information of temporally 

adjacent blocks; and motion information obtained from at least one piece of motion 

information of spatially adjacent blocks and from at least one piece of motion 

information of temporally adjacent blocks. The motion information included in the 

candidate group may be obtained using a method, such as an average, a median, 

and the like of a plurality of pieces of motion information.  

[00736] The motion information may be included in the motion information 

prediction candidate group of the current block according to a preset priority (e.g., 

order of a spatial candidate, a temporal candidate, and other candidates), and 

settings of the motion information prediction candidate group may be determined 

according to the motion information encoding mode.  

[00737] Here, in the process of constructing the motion information prediction 

candidate group according to the priority, motion information prediction availability of 

each block is checked for classification into available motion information and 

unavailable motion information. Available motion information may be included in 

the candidate group, and unavailable motion information may not be included in the 

candidate group.  

[00738] Further, according to inter-prediction related setting, settings of the 

motion information encoding mode may be determined. For example, in the case of
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template matching, the motion information encoding mode may be supported. In 

the case of the non-translation motion model, a mode candidate group according to 

the motion vector may be supported differently in each motion information encoding 

mode.  

[00739] FIG. 39 is an example diagram illustrating a block referenced for 

motion information prediction of a current block in a non-translation motion model 

according to some embodiments.  

[00740] In the case of the non-translation motion model, motion information 

may be represented using a plurality of motion vectors, and settings different from 

composition of the motion information prediction candidate group of the translation 

motion model may be provided. For example, as shown in FIG. 36, individual 

motion information prediction candidate groups (e.g., a first motion information 

prediction candidate group, and a second motion information prediction candidate 

group) for the upper left motion vector (VO) and the upper right motion vector (V1) 

may be supported.  

[00741] Referring to FIG. 39, in the case of VO and V1, motion information of 

spatially adjacent blocks may be included in the first and the second motion 

information prediction candidate groups of the current block.  

[00742] For example, the first motion information prediction candidate group 

may include motion information of left, upper, and upper left blocks (Ln, Tw, TL, and 

the like in FIG. 39), and the second motion information prediction candidate group 

may include motion information of upper and upper right blocks (Te, TR, and the like 

in FIG. 39). Alternatively, motion information of temporally adjacent blocks may be 

included in the candidate group.  

[00743] In the case of the non-translation motion model, the motion information 

prediction candidate group may be composed differently depending on the motion 

information encoding mode.  

[00744] In the above-described example, in the competition mode, a motion 

information prediction process is performed according to the number of motion 

vectors that are explicitly generated through the non-translation motion model. In 

contrast, in the merge mode or the skip mode, motion vector information is implicitly 

determined by motion information encoding mode flag information, so that a different 

number of motion information prediction processes may be performed.  

[00745] For example, composition of the motion information prediction
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candidate group for the lower left motion vector may be provided in addition to the 

upper left motion vector and the upper right motion vector. In this case, the motion 

information prediction candidate group for the lower left motion vector may include 

motion information of left and lower left blocks.  

[00746] Using the composition of the plurality of motion information prediction 

candidate groups, the merge motion encoding process may be performed.  

[00747] The above example is just an example of composition of the motion 

information candidate group of the non-translation motion model. The present 

disclosure is not limited thereto, and other compositions and modifications may be 

provided thereto.  

[00748] Motion-related information generated by the motion information 

encoding part may be transmitted to the encoding part and added to a bitstream.  

[00749] Inter-prediction in the image decoding method according to some 

embodiments of the present disclosure may be configured as follows.  

Inter-prediction of the prediction part may include a motion information decoding step, 

a reference picture construction step, and a motion compensation step. Further, 

the image decoding apparatus may be configured to include a motion information 

decoding part, a reference picture construction part, and a motion compensation part, 

which perform the motion information decoding step, the reference picture 

construction step, and the motion compensation step. Some of the 

above-described processes may be omitted, other processes may be added, or the 

order may be changed into another order. Further, a redundant description of the 

encoder will be omitted.  

[00750] The motion information decoding part may receive the motion 

information from the decoding part to restore the motion information of the current 

block. The motion information may be restored from information such as a motion 

vector, a reference picture list, reference picture index, and the like for an image and 

a region that are referenced to generate the prediction block. Further, information 

on the reference picture and the reference region may be restored from the motion 

information encoding mode. Further, the inter-prediction related setting information 

may be restored.  

[00751] The reference picture construction part may construct the reference 

picture in the same manner as the reference picture construction part of the encoder, 

and a detailed description thereof will be omitted.
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[00752] The motion compensation part may perform motion compensation in 

the same manner as the motion compensation part of the encoder, and a detailed 

description thereof will be omitted. The prediction block generated through the 

process may be transmitted to the adder.  

[00753] Hereinafter, inter-prediction according to some embodiments of the 

present disclosure will be described in detail. In the following example the encoder 

will be mainly described.  

[00754] In a resizing process of an image, resizing may be performed during 

the prediction step or before performing prediction. In the case of inter-prediction, 

resizing of the reference picture may be performed. Alternatively, in the resizing 

process of the image, resizing may be performing at the initial stage of 

encoding/decoding. In the case of inter-prediction, resizing of an encoding picture 

may be performed.  

[00755] For example, when expanding a reference picture (a default size), 

expansion into a reference picture (an expanded size) of the current encoding 

picture is possible. Alternatively, when expanding an encoding picture (a default 

size), storage (an expanded size) in a memory is possible after encoding is 

completed, and use as a reference picture (an expanded size) of another encoding 

picture is possible. Alternatively, when expanding an encoding picture (a default 

size), reduction and storage (a default size) in a memory is possible after encoding is 

completed, and use as a reference picture (an expanded size) of another encoding 

picture is possible through a reference picture expansion process.  

[00756] Inter-prediction of a 360-degree image in which an image resized 

through various cases as described above is used will be described.  

[00757] FIG. 40 is an example diagram illustrating that inter-prediction is 

performed using an expanded picture according to some embodiments of the 

present disclosure. It shows inter-prediction in a CMP projection format of a 

360-degree image.  

[00758] Referring to FIG. 40, an image means a reference picture, and an 

example of a prediction block (V to Z in FIG. 40, a size of 2Mx2N) obtained from the 

current block (not shown in the drawings) of an encoding picture through 

inter-prediction is shown. In FIG. 40, existing regions may be S'0,0 to S'2,1, and 

expanded regions may be El to E14. This example may be an example of resizing 

as shown in Section 27C. Resizing values are expanded by b, d, a, and c in up,
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down, left, and right directions. Description is provided assuming expansion into a 

size (2Mx2N) of a prediction block obtained from the block partitioning part.  

[00759] A description is provided assuming that some data processing methods 

(e.g., a filling method by transforming a specific region of an image) are used for 

resizing a picture. Further, a group of S'0,0 + S'1,0 + S'2,0, and a group of S'0,1 + 

S'1,1 + S'2,2 may be in succession. E8 may be obtained from S'2,1, or E9 may be 

obtained from S'0,1. A detailed description of continuity between faces references 

FIGS. 21, 24, and 25.  

[00760] In the case of V, V may be obtained as a prediction block in the 

existing region (S'0,0).  

[00761] In the case of W, W is positioned over a plurality of existing regions 

(S'1,0, S'2,0), and the plurality of existing regions are faces having continuity, so that 

W may be obtained as a prediction block. Alternatively, division into Mx2N 

belonging to a specific existing region (S'1,0) and Mx2N belonging to a specific 

existing region (S'2,0) is possible. The plurality of existing regions has the 

characteristics of distorted continuity with respect to a face boundary, so that 

acquisition as a sub-prediction block is possible.  

[00762] In the case of X, X is positioned in an expanded region (E8), and the 

expanded region is a region obtained using data of the region (S'2,1) having a high 

correlation with the existing region (S'0,1), so that acquisition as a prediction block is 

possible. When resizing of an image is not performed, acquisition as a prediction 

block from the existing region (S'2,1) is possible.  

[00763] In the case of Y, Y is positioned over a plurality of existing regions 

(S'1,0, S'1,1), and the plurality of existing regions are faces not having continuity, so 

that acquisition as a sub-prediction block is possible by being partitioned into 2MxN 

belonging to a specific existing region (S'1,0) and 2MxN belonging to a specific 

existing region (S'1,1).  

[00764] In the case of Z, Z is positioned over a specific existing region (S'2,1) 

and a specific expanded region (E9), and the expanded region is a region obtained 

using data of the region (S'0,1) having a high correlation with the existing region 

(S'2,1), so that acquisition as a prediction block is possible. When resizing of an 

image is not performed, acquisition as a sub-prediction block is possible by being 

partitioned into Mx2N belonging to a specific existing region (S'2,1) and Mx2N 

belonging to a specific existing region (S'0,1).
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[00765] Like the above-described example, prediction blocks such as X and Z 

are obtained by expanding the outer boundary of an image (assuming that distorted 

continuity between the existing region and the expanded region is removed by using 

data processing method in this example), thereby enhancing encoding performance.  

However, due to the face boundary within an image having no continuity, partitioning 

into sub-blocks such as Y takes place, which may degrade encoding performance.  

Further, there is a case in which although continuity within an image is present, it is 

difficult to obtain an accurate prediction block like W due to the face boundary having 

distorted continuity. To this end, resizing at the inner boundary (e.g., the boundary 

between faces) of the image may be considered.  

[00766] FIG. 41 is a conceptual diagram illustrating expansion of a face unit 

according to some embodiments of the present disclosure.  

[00767] As shown in FIG. 41, inter-prediction efficiency may be enhanced by 

performing expansion of the face unit. This example may be an example of resizing 

as shown in Section 27A. In Section 27A, resized faces compose one picture.  

Conversely, in this example, resized faces are configured as individual sub-pictures.  

In this example, an expanded face unit is referred to as a partial image.  

[00768] The partial image may be temporarily used for the existing reference 

picture, or may be used instead of the existing reference picture, or may be used 

continuously with the existing reference picture. In the following example, the case 

of being used instead of the existing reference picture will be mainly described.  

[00769] During inter-prediction in an image (picture), a prediction block may be 

obtained from a block designated by the motion vector of the current block.  

[00770] During inter-prediction in the partial image (face), it is possible to check 

which partial image the block designated by the motion vector of the current block 

belongs to, thereby obtaining the prediction block in the partial image. Here, it is 

possible to determine, from the picture, which partial image the block belongs to.  

[00771] Hereinafter, various cases in which a prediction block is obtained from 

a partial image will be described. Here, various examples will be described with 

reference to V to Z in FIG. 40. In FIG. 40, a case of non-expanded image (SWidth 

x S_Height) is assumed.  

[00772] For example, in the case (V) of belonging to one face, a prediction 

block may be obtained from a partial image (fO) related to the face.  

[00773] For example, in the cases (W and Y) of belonging to a plurality of faces,



158 

a prediction block may be obtained from a partial image (f1 or f2 for w, and f1 or f4 

for Y) related to a face including more pixels. Here, when including the same 

number of pixels, which face the block belongs to may be determined according to a 

preset rule.  

[00774] For example, in the case (Z) of partially belonging to one face, a 

prediction block may be obtained from a partial image (f5) related to the face.  

[00775] For example, in the case (X) of not belonging to any face, a prediction 

block may be obtained from a partial image (f3) related to the adjacent face.  

[00776] The above example is a specific example in which the partial image is 

used to perform inter-prediction. The present disclosure is not limited thereto, and 

other definitions and other modifications may be provided thereto.  

[00777] FIG. 42 is an example diagram illustrating that inter-prediction is 

performed using an expanded image according to some embodiments of the present 

disclosure.  

[00778] Referring to FIG. 42, an example of obtaining prediction blocks (A' to D', 

C", and D" in FIG. 42) from reference pictures (Ref 0[1], Ref 0[0], Ref 1[0], and Ref 

1[1] in FIG. 42) by performing inter-prediction of the current blocks (A to D in FIG.  

42) is shown. Alternatively, an example of obtaining a prediction block from a 

partial image (fO to f3 in FIG. 42) of the reference picture. In the following example, 

inter-prediction in an expanded image as shown in FIG. 40 and inter-prediction in a 

partial image will be described and are referred to as a first method and a second 

method, respectively. Further, a description is provided assuming that some data 

processing methods (e.g., a filling method by transforming a specific region of an 

image) are used for resizing.  

[00779] In the case of block A, in the first method, a prediction block (A') may 

be obtained from a default region of a specific reference picture (Ref 0[1]), and in the 

second method, a prediction block (A') may be obtained from a specific partial image 

(f) of a specific reference picture (Ref 0[1]).  

[00780] In the case of block B, in the first method, a prediction block (B') may 

be obtained from a default region of a specific reference picture (Ref 1[1]), and in the 

second method, a prediction block (B') may be obtained from a specific partial image 

(f) of a specific reference picture (Ref 1[1]).  

[00781] In the case of block C, in the first method, a sub-prediction block (C' is 

assumed as a case of vertical partitioning) may be obtained from a plurality of default
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regions of a specific reference picture (Ref 0[0]), and in the second method, a 

prediction block (C") may be obtained from a specific partial image (f2) of a specific 

reference picture (Ref 0[0]).  

[00782] In the case of block D, in the first method, a prediction block (D') may 

be obtained from a default region and an expanded region of a specific reference 

picture (Ref 1[0]), and in the second method, a prediction block (D") may be obtained 

from a specific partial image (f3) of a specific reference picture (Ref 1[0]).  

[00783] In the above example, in the case of blocks A and B, the 

inter-prediction results of the existing image, the expanded image, and the partial 

image are the same. In the case of block D, the inter-prediction results of the 

expanded image and the partial image are the same, but are different from the 

inter-prediction result of the existing image. In the case of block C, the 

inter-prediction results of the existing image and the expanded image are the same, 

but are different from the inter-prediction result of the partial image.  

[00784] In summary, in inter-prediction of the expanded image, considering the 

characteristics of the 360-degree image, the outside of the image boundary is 

expanded, and the region is filled with data having a high correlation for use in 

inter-prediction, but due to the characteristic of the inner boundary of the image, 

prediction efficiency may be decreased. In inter-prediction of the partial image, 

inter-prediction may be performed considering the above-described problem, so that 

prediction efficiency may be increased.  

[00785] A 360-degree image may be composed of a plurality of faces according 

to the projection format. It has been described that each 2D plane coordinate 

system is defined for each face. This characteristic may cause reduction in 

inter-prediction efficiency in a 360-degree image.  

[00786] Referring to FIG. 42, regarding block A, a prediction block may be 

obtained from block A', and block A' may be a block that belongs to the same face 

(the upper left face of the picture) as block A. This may mean that blocks A and A' 

have coordinate systems of the same face.  

[00787] In contrast, regarding block B, a prediction block may be obtained from 

block B', and block B' may be a block that belongs to a face different from block B 

(the upper right face for block B, and upper left face for block B'). In spite of the 

same object, when motion to another face occurs due to the coordinate system 

characteristics of each face, rotation is generated for arrangement by comparison
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with the existing face within the face. In the above example, accurate prediction (or 

motion compensation of large block size) through a specific motion model (the 

translation motion model) may be difficult, and to this end, when using the 

non-translation motion model, accuracy of prediction may be enhanced.  

[00788] Hereinafter, various cases in which inter-prediction is performed using 

a translation motion model and a non-translation motion model will be described.  

Description is provided targeting blocks A to D in FIG. 42 and assuming the case of 

using inter-prediction of a partial image.  

[00789] For example, regarding blocks A, C, and D, the translation motion 

model may be used to obtain prediction blocks (A', C', and D') that belong to the 

same face (or partial image). Alternatively, regarding block B, one among the 

translation motion model and the non-translation motion model may be used to 

obtain a prediction block (B') that belongs to a different face.  

[00790] For example, regarding blocks A, C, and D, one among the translation 

motion model and the non-translation motion model may be used to obtain prediction 

blocks (A', C', and D') that belong to the same face. Alternatively, regarding block B, 

the non-translation motion model may be used to obtain a prediction block (B') that 

belongs to a different face.  

[00791] The above example may be an example of using one preset motion 

model or one of a plurality of motion models according to which faces the current 

block and the prediction block belong to, respectively. That is, in the former case, 

the motion model selection information is implicitly determined, and in the latter case, 

the motion model selection information is explicitly determined.  

[00792] As another example, regarding blocks A to D, one among the 

translation motion model and the non-translation motion model may be used to 

obtain a prediction block. Blocks A, C, and D may follow a probability setting 1 for 

motion model selection information, and block B may a follow probability setting 2 for 

motion model selection information. Here, the probability setting 1 may be a setting 

in which there is a high probability that the translation motion model is selected.  

The probability setting 2 may be a setting in which there is a high probability that the 

non-translation motion model is selected.  

[00793] The above example is a specific example in which a plurality of motion 

models is used to perform inter-prediction. The present disclosure is not limited 

thereto, and modifications may be provided thereto.
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[00794] FIG. 43 is an example diagram illustrating that inter-prediction is 

performed using an expanded reference picture according to some embodiments of 

the present disclosure. It shows inter-prediction in an ERP projection format of a 

360-degree image.  

[00795] Referring to FIG. 43, an example of obtaining prediction blocks (blocks 

P1 to P5, and F1 to F4 in FIG. 43) from reference pictures (T-1 and T+1 in FIG. 43) 

by performing inter-prediction of current blocks (blocks C1 to C6 in FIG. 43) is 

shown.  

[00796] In the case of block C1, a prediction block (P1) may be obtained from 

an expanded region (S2). Here, when the reference picture is not expanded, a 

prediction block may be obtained by partitioning into a plurality of sub-blocks.  

[00797] In the case of block C2, a temporary prediction block (P2) may be 

obtained from a specific expanded region (S3), a temporary prediction block (F1) 

may be obtained from a specific existing region (U), and a prediction block may be 

obtained from a weighted sum of the temporary prediction blocks.  

[00798] In the case of blocks C3 and C4, prediction blocks (P3, and P4 + F2) 

may be obtained from existing regions (S1 and U2).  

[00799] In the case of block C5, a prediction block (F3) may be obtained from 

an expanded region (U3). Here, when the reference picture is not expanded, a 

prediction block (F3") is obtained without block partitioning, but the amount of motion 

information (C5 is positioned on the right of the image, F3 is positioned on the right 

of the image, and F3" is positioned on the left of the image) for representing the 

prediction block increases.  

[00800] In the case of block C6, a temporary prediction block (P5) may be 

obtained from a specific expanded region (S2), a temporary prediction block (F4) 

may be obtained from a specific expanded region (U3), and a prediction block may 

be obtained from an average of the temporary prediction blocks.  

[00801] FIG. 44 is an example diagram illustrating composition of a motion 

information prediction candidate group for inter-prediction in a 360-degree image 

according to some embodiments of the present disclosure.  

[00802] Referring to FIG. 44, an example of obtaining an expanded picture (B) 

by performing resizing on an encoding picture (A) is shown. In the following 

example, various cases of compositions of motion information prediction candidate 

groups of a to c blocks will be described.
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[00803] In the case of a block, the motion information prediction candidate 

group may include motion information of aO to a4 blocks. Alternatively, when 

reference of a resized region is limited, the candidate group includes motion 

information of a3 and a4 blocks.  

[00804] In the case of b block, the motion information prediction candidate 

group may include motion information of bO to b4 blocks. Alternatively, the 

candidate group may include motion information of b3 and b4 blocks excluding a 

block positioned on a face in which continuity with a face to which the current block 

belongs is not present. Further, motion information of upper left, upper, and upper 

right blocks that are positioned on the same face in which continuity is not present 

with a block in the center which is the same as the current block temporally adjacent 

thereto, may be excluded from the candidate group.  

[00805] In the case of c block, the motion information prediction candidate 

group may include motion information of cO to c4 blocks. Alternatively, the 

candidate group may include motion information of c1 and c2 blocks excluding a 

block that has continuity with a face to which the current block belongs but is 

positioned in another face. Alternatively, motion information of c, c3, and c4 

blocks obtained through the transformation process according to the coordinate 

system characteristics of the current face may be included, and motion information of 

cO to c4 blocks may be included.  

[00806] The examples show compositions of motion information prediction 

candidate groups for inter-prediction. As the above example, the motion 

information prediction candidate group may be determined according to 

encoding/decoding settings. The present disclosure is not limited thereto, and other 

compositions and modifications may be provided thereto.  

[00807] A method of decoding a 360-degree image according to some 

embodiments of the present disclosure may include receiving a bitstream in which 

the 360-degree image is encoded, generating a predicted image with reference to 

syntax information acquired from the received bitstream, acquiring a decoded image 

by combining the generated predicted image with a residual image acquired by 

inversely quantizing and inversely transforming the bitstream, and reconstructing the 

decoded image into the 360-degree image according to a projection format.  

[00808] Here, the syntax information may include projection format information 

for the 360-degree image.
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[00809] Here, the projection format information may be information indicating at 

least one of an ERP format in which the 360-degree image is projected into a 2D 

plane, a CMP format in which the 360-degree image is projected to a cube, an OHP 

format in which the 360-degree image is projected to an octahedron, and an ISP 

format in which the 360-degree image is projected to a polyhedron.  

[00810] Here, the reconstructing may include acquiring arrangement 

information according to region-wise packing with reference to the syntax information 

and rearranging blocks of the decoded image according to the arrangement 

information.  

[00811] Here, the generating of the predicted image may include performing 

image expansion on a reference picture acquired by restoring the bitstream, and 

generating a predicted image with reference to the reference picture on which the 

image expansion is performed.  

[00812] Here, the performing of the image expansion may include performing 

image expansion on the basis of a partitioning unit of the reference picture.  

[00813] Here, the performing of the image expansion on the basis of the 

partitioning units may include generating an expanded region individually for each 

partitioning unit, using a boundary pixel of the partitioning unit.  

[00814] Here, the expanded region may be generated using a boundary pixel of 

a partitioning unit spatially adjacent to a partitioning unit to be expanded or using a 

boundary pixel of a partitioning unit having image continuity with a partitioning unit to 

be expanded.  

[00815] Here, the performing of the image expansion on the basis of the 

partitioning unit may include generating an expanded image for a region where two 

or more partitioning units that are spatially adjacent to each other among the 

partitioning units are combined, using a boundary pixel of the combined region.  

[00816] Here, the performing of the image expansion on the basis of the 

partitioning unit may include generating an expanded region between the adjacent 

partitioning units that are spatially adjacent to each other among the partitioning units, 

using all adjacent pixel information of the adjacent partitioning units.  

[00817] Here, the performing of the image expansion on the basis of the 

partitioning unit may include generating the expanded region using an average value 

of adjacent pixels of each of the spatially adjacent partitioning units.  

[00818] Here, the generating of the predicted image may include, acquiring,
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from motion information included in the syntax information, a motion vector 

candidate group that includes a motion vector of a block adjacent to a current block 

to be decoded, deriving, on the basis of selection information extracted from the 

motion information, a prediction motion vector from the motion vector candidate 

group, and determining a prediction block of the current block to be decoded by 

using a final motion vector that is derived by adding the prediction motion vector and 

a difference motion vector extracted from the motion information.  

[00819] Here, the motion vector candidate group may be, when blocks adjacent 

to the current block are different from a face to which the current block belongs, 

composed of only a motion vector for a block, among the adjacent blocks, which 

belongs to a face having image continuity with the face to which the current block 

belongs.  

[00820] Here, the block adjacent to the current block may mean a block 

adjacent to the current block in at least one direction selected from upper left, up, 

upper right, down, and lower left.  

[00821] Here, the final motion vector may indicate, on the basis of the current 

block, a reference region that is included within at least one reference picture and is 

set in a region having image continuity between faces according to the projection 

format.  

[00822] Here, the reference picture may be expanded in up, down, left, and 

right directions on the basis of image continuity according to the projection format, 

and then the reference region may be set.  

[00823] Here, the reference picture may be expanded in the face unit, and the 

reference region may be set over the face boundary.  

[00824] Here, the motion information may include at least one among a 

reference picture list to which the reference picture belongs, an index of the 

reference picture, and a motion vector indicating the reference region.  

[00825] Here, the generating of the prediction block of the current block may 

include partitioning the current block into a plurality of sub-blocks and generating a 

prediction block for each of the plurality of sub-blocks that result from the partitioning.  

[00826] The methods according to the present disclosure may be realized in a 

program command format that may be executed by using diverse computing means, 

so as to be recorded in a computer-readable medium. The computer-readable 

medium may independently include a program command, a data file, a data structure,
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and so on, or may include a combination of the same. The program command 

being recorded in the computer-readable medium may correspond to a program 

command that is specifically designed and configured for some embodiments of the 

present disclosure, or the program command may correspond to a program 

command that is disclosed and available to anyone skilled in or related to computer 

software.  

[00827] Examples of the computer-readable recording medium may include 

hardware devices, such as ROMs, RAMs, flash memories, and so on, specially 

configured for storing and executing program commands. Examples of a program 

command may not only include machine language codes, which are created by a 

compiler, but may also include high-level language codes, which may be executed 

by a computer by using an interpreter, and so on. The above-mentioned hardware 

equipment may be configured to be operated as one or more software modules for 

executing the operations of some embodiments of the present disclosure, and vice 

versa.  

[00828] In addition, a part or whole of the configurations or functions of the 

above-described method or apparatus may be implemented in a combined manner 

or separately.  

[00829] Although the present disclosure has been described with reference to 

the exemplary embodiments, those skilled in the art will appreciate that various 

modifications and variations can be made in the present disclosure without departing 

from the spirit or scope of the disclosure described in the appended claims.
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[CLAIMS] 

1. A method for decoding a 360-degree image, the method comprising: 

receiving a bitstream in which the 360-degree image is encoded, the 

bitstream including data of an extended 2-dimensional image, the extended 

2-dimensional image including a 2-dimensional image and a predetermined 

extension region, and the 2-dimensional image being projected from an image with a 

3-dimensional projection structure and including at least one face; and 

reconstructing the extended 2-dimensional image by decoding the data of an 

extended 2-dimensional image, 

wherein a size of the extension region is determined based on width 

information indicating a width of the extension region, the width information being 

obtained from the bitstream, 

wherein sample values of the extension region are determined differently 

according to a padding method selected from a plurality of padding methods, 

wherein the width information includes both first width information of the 

extension region on a left side of the face and second width information of the 

extension region on a right side of the face, 

wherein the reconstructing the extended 2-dimensional image comprises 

generating a prediction image, and 

wherein the prediction image is generated by intra prediction.  

2. The method of claim 1, wherein the padding method is selected from the 

plurality of padding methods based on selection information obtained from the 

bitstream.  

3. The method of claim 1 or claim 2, wherein the plurality of padding methods 

includes at least a first padding method which copies sample values of the face for 

the sample values of the extension region.
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4. The method of claim 3, wherein the first padding method horizontally copies 

the sample values of the face to the sample values of the extension region.  

5. The method of any one of claims 1 to 4, wherein the plurality of padding 

methods includes at least a second padding method which changes sample values 

of the face for the sample values of the extension region.  

6. A method for encoding a 360-degree image, the method comprising: 

obtaining a 2-dimensional image projected from an image with a 

3-dimensional projection structure and including at least one face; 

obtaining an extended 2-dimensional image including the 2-dimensional 

image and a predetermined extension region; and 

encoding data of the extended 2-dimensional image into a bitstream in which 

the 360-degree image is encoded, 

wherein a size of the extension region is encoded based on width information 

indicating a width of the extension region, the width information being encoded into 

the bitstream, 

wherein sample values of the extension region are determined differently 

according to a padding method selected from a plurality of padding methods, 

wherein the width information includes both first width information of the 

extension region on a left side of the face and second width information of the 

extension region on a right side of the face, 

wherein the encoding data of the extended 2-dimensional image comprises 

generating a prediction image, and 

wherein the prediction image is generated by intra prediction.  

7. A non-transitory computer-readable recording medium storing a bitstream 

that is generated by a method for encoding a 360-degree image, the method 

comprising:
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obtaining a 2-dimensional image projected from an image with a 

3-dimensional projection structure and including at least one face; 

obtaining an extended 2-dimensional image including the 2-dimensional 

image and a predetermined extension region; and 

encoding data of the extended 2-dimensional image into a bitstream in which 

the 360-degree image is encoded, 

wherein a size of the extension region is encoded based on width information 

indicating a width of the extension region, the width information being encoded into 

the bitstream, 

wherein sample values of the extension region are determined differently 

according to a padding method selected from a plurality of padding methods, 

wherein the width information includes both first width information of the 

extension region on a left side of the face and second width information of the 

extension region on a right side of the face, 

wherein the encoding data of the extended 2-dimensional image comprises 

generating a prediction image, and 

wherein the prediction image is generated by intra prediction.
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