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(57) ABSTRACT

Provided is an image processing device including a hard-
ware processor. The hardware processor: obtains a static
image and a dynamic image of a same subject by radio-
graphic imaging; detects, on the static image, a first analysis
target area; detects, on the dynamic image, a second analysis
target area corresponding to the first analysis target area;
analyzes the second analysis target area of the dynamic
image to generate a functional information representative
from change caused by biological motion; deforms and
positions the second analysis target area so that the second
analysis target area corresponds to the first analysis target
area; overlays the functional information representative of
the deformed and positioned second analysis target area on
the static image.

15 Claims, 8 Drawing Sheets

ABNORMAL SITE {(LUNG MOTION AMOUNT)



US 11,915,418 B2

Sheet 1 of 8

Feb. 27, 2024

U.S. Patent

d3T104LNOD
NOISSING NOLLVIAYY

AN ,
W 1IN w | 1INA — NOLLIGNOD
g~ L NOLLYOINNAHOD W oz _ A NOLLYOINNWIOD W w zo%@_ﬁ v —>
m AYIdSIC | : A1 ]
pel i 2T YIS o7 | «STYNDIS ONAS —
\\ TOVIUaIN L 9g [ Fovim W M
gg- L__NOlive3do gy 4 L_NOUvEd0 W w o
\m\ JOVHOLS \V IOVHOLS A.... <.ﬁqd FOVWI
A A A : . [OITI0uINGD
W : : m “ ONIQYIY
: W ; ' SNOLLIGNOD
ot HITIOHLNOD A HITIONLINOD om0 v e O)
mN-:%awzmwmmw%mym N\ ....... T10SNOD HNIDYWI “ W
I

001

| Old

4l
W\UI
3




915,418 B2

US 11

Sheet 2 of 8

. 27,2024

Feb

U.S. Patent

JALLVINISTYd3

NOLLYIWHOANI
TYNOLLONAA
+

JOVA

I

VLS

JAILYINISIdd3Y
NOLLVINYOANI
TYNOILONAA

YRV L30HVL
NOLLYWHOANI TYNOLLONAA SISATVNY ONOJAS JOVINL QINYNAG

av

INFWNOTTY
ANy
NOLLYAMQO43d

o e o e o e

a am m st e e e s e e e e e e e e A e am e e s s P

VaHY {308V SISATYNY 1SHi JOVINL OILVLS

4/

¢ Ol



U.S. Patent Feb. 27, 2024 Sheet 3 of 8 US 11,915,418 B2

FIG. 3

Y

INPUT PATIENT INFORMATION, ST
EXAMINATION INFORMATION, -

ETC.
Y
SET RADIATION EMISSION | - S2
GCONDITIONS AND IMAGE
READING GONDITIONS
S3
COMMAND IMAGING
YES
S4
STATIC IMAGING -
y S5
DYNAMIC IMAGING -
A 4 S6
DISPLAY IMAGES -
S7
NO
IMAGING SUW
YES
Y S8 Y S9
SEND STATIC IMAGE AND |- DELETE STATIC 1~
DYNAMIC IMAGE TO IMAGE AND DYNAMIC
DIAGNOSTIC CONSOLE IMAGE

Y
END




U.S. Patent

Feb. 27, 2024 Sheet 4 of 8

FIG. 4

START

S11

SELECT TYPE OF FUNCTIONAL
INFORMATION REPRESENTATIVE

-

!

S12

OBTAIN STATIC IMAGE AND
DYNAMIC IMAGE

Y

DETECT FIRST ANALYSIS TARGET
AREA IN STATIC IMAGE

- S13

\

DETECT SEGCOND ANALYSIS TARGET
AREA CORRESPONDING TO FIRST
ANALYSIS TARGET AREA IN
DYNAMIC IMAGE

S14

4

ANALYZE SECOND ANALYSIS
TARGET AREA OF DYNAMIC IMAGE
AND GENERATE FUNCTIONAL
INFORMATION REPRESENTATIVE

S15

!

DEFORM AND POSITION SECOND
ANALYSIS TARGET AREA TO
CORRESPOND TO FIRST ANALYSIS
TARGET AREA

S16

Y

SUPERIMPOSE FUNCTIONAL
INFORMATION REPRESENTATIVE
ON STATIC IMAGE

S17

Y

DISPLAY STATIC IMAGE WITH
FUNCTIONAL INFORMATION
REPRESENTATIVE

S18

END

US 11,915,418 B2



U.S. Patent Feb. 27, 2024 Sheet 5 of 8 US 11,915,418 B2




US 11,915,418 B2

Sheet 6 of 8

. 27,2024

Feb

U.S. Patent

ABNORMAL SITE (LUNG MOTION AMOUNT)

8

»

FIG

THORAX WIDTH



US 11,915,418 B2

Sheet 7 of 8

FIG

Feb

U.S. Patent

9

THORAX WIDTH

LUNG FIELD AREA



U.S. Patent Feb. 27, 2024 Sheet 8 of 8 US 11,915,418 B2

FIG. 11

1 EXHALATION

./\y/\ I/\\

P1 P2 P3 P4

PIXEL v
VALUES SYSTOLIC PHASE

MAXIMUM
INHALATION

FRAMES



US 11,915,418 B2

1
IMAGE PROCESSING APPARATUS AND
IMAGE PROCESSING METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

The entire disclosure of Japanese Patent Application No.
2020-101305 filed on Jun. 11, 2020 is incorporated herein by
reference in its entirety.

BACKGROUND
Technological Field

The present invention relates to an image processing
apparatus and an image processing method.

Description of the Related Art

A static image obtained in a conventional radiological
imaging examination does not contain information on
motions that give functional information, and allows evalu-
ation of morphological information only. On contrary, a
dynamic image obtained by radiological imaging of dynam-
ics of a living body enables observations of lung motion
along with respiration, blood flow motion, and the like, and
are expected to be beneficially used for diagnosis of dis-
eases.

However, a dynamic image, which is constituted of mul-
tiple frame images, contains a lot of information compared
to a static image, and it takes time to extract useful infor-
mation from a dynamic image.

To deal with such a problem, there is disclosed a tech-
nique for an X-ray diagnostic device in which X-rays are
emitted to a subject and X-rays transmitted through the
subject are detected so as to display an X-ray moving image,
where images of high importance are selected from an X-ray
moving image and the selected images are listed as thumb-
nails (see JP2012011120A).

There is disclosed another technique for an X-ray diag-
nostic device that records multiple X-ray transmission
images obtained by X-ray imaging of multiple times in a
predetermined period of time as continuous images, where
a region of interest in a series of images is set based on pixel
values on X-ray transmission images and the X-ray trans-
mission images of the set region of interest are continuously
displayed (see JP2006130129A).

SUMMARY

However, even in the techniques of JP2012011120A and
JP2006130129A, multiple images are selected from a
dynamic image, and therefore it takes some time to interpret
the images. As described above, it takes more time to read
information from a dynamic image than from a static image,
requiring doctors to take more time to give a diagnosis.

The present invention has been conceived in view of the
above problems in the prior art, and has an object of saving
doctors time for diagnosis.

To achieve at least one of the abovementioned objects, an
image processing apparatus reflecting one aspect of the
present invention includes a hardware processor,

wherein the hardware processor:

obtains a static image and a dynamic image of a same
subject by radiographic imaging;
detects, on the static image, a first analysis target area;
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detects, on the dynamic image, a second analysis target
area corresponding to the first analysis target area;

analyzes the second analysis target area of the dynamic
image to generate a functional information represen-
tative from change caused by biological motion;

deforms and positions the second analysis target area so
that the second analysis target area corresponds to
the first analysis target area;

overlays the functional information representative of
the deformed and positioned second analysis target
area on the static image.

To achieve at least one of the abovementioned objects, an
image processing method reflecting another aspect of the
present invention includes:

obtaining a static image and a dynamic image of a same

subject by radiographic imaging;

detecting, on the static image, a first analysis target area;

detecting, on the dynamic image, a second analysis target

area corresponding to the first analysis target area;
analyzing the second analysis target area of the dynamic
image to generate a functional information representa-
tive from change caused by biological motion;
deforming and positioning the second analysis target area
so that the second analysis target area corresponds to
the first analysis target area;
overlaying the functional information representative of
the deformed and positioned second analysis target area
on the static image.

BRIEF DESCRIPTION OF THE DRAWINGS

The advantages and features provided by one or more
embodiments of the invention will become more fully
understood from the detailed description given hereinbelow
and the appended drawings which are given by way of
illustration only, and thus are not intended as a definition of
the limits of the present invention, wherein:

FIG. 1 shows an overall configuration of an imaging
system according to an embodiment of the present inven-
tion;

FIG. 2 shows an outline of the present invention;

FIG. 3 is a flowchart showing an imaging control process
executed on an imaging console;

FIG. 4 is a flowchart showing a functional information
representative addition process executed on a diagnostic
console;

FIG. 5 is an explanatory drawing showing an exemplary
method of detecting an abnormal site;

FIG. 6 shows an exemplary image where a functional
information representative indicating a lung motion amount
is overlaid on a frontal chest image;

FIG. 7 shows an exemplary image where the functional
information representative indicating an abnormal site
obtained from a lung motion amount is overlaid on a frontal
chest image;

FIG. 8 shows an exemplary image where the functional
information representative indicating a thorax width is over-
laid on a frontal chest image;

FIG. 9 shows an exemplary image where the functional
information representative indicating a thorax width is over-
lapped with a frontal chest image;

FIG. 10 shows an exemplary image where the functional
information representative indicating a lung field area is
overlaid on a frontal chest image; and
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FIG. 11 is an explanatory drawing showing a method of
creating a static image from part of a dynamic image.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Hereinafter, one or more embodiments of the present
invention are described with reference to the drawings.
However, the scope of the invention is not limited to the
disclosed embodiments.

[Configuration of Imaging System]|

FIG. 1 shows an overall configuration of an imaging
system 100 according to this embodiment.

As shown in FIG. 1, the imaging system 100 includes: an
imaging device 1; an imaging console 2 connected with the
imaging device 1 via a communication cable or the like; and
a diagnostic console 3 connected with the imaging console
2 via a communication network NT, such as a LAN (local
area network). The components of the imaging system 100
are in conformity with DICOM (Digital Image and Com-
munications in Medicine) standard and communicate with
one another in conformity with DICOM.

[Configuration of Imaging Device]

The imaging device 1 is an imaging device that images a
cyclic dynamic state. The cyclic dynamic state includes:
change in shape of the lungs by expansion and contraction
of the lungs with breathing; and pulsation of the heart.
Dynamic imaging is performed by repeatedly emitting
pulsed radiation, such as X-rays, to a subject M at prede-
termined time intervals (pulse emission) or continuously
emitting radiation without a break to a subject M at a low
dose rate (continuous emission), thereby obtaining a plural-
ity of images showing the dynamic state of the subject M. A
series of images obtained by dynamic imaging is called a
dynamic image Images constituting a dynamic image are
called frame images. In the embodiment below, dynamic
imaging of the frontal chest by pulse emission is described
as an example. The imaging device 1 can also take a static
image.

A radiation source 11 is disposed to face a radiation
detector 13 having a subject M in between, and emits
radiation (X-rays) to the subject M under the control of a
radiation emission controller 12.

The radiation emission controller 12 is connected with the
imaging console 2, and controls the radiation source 11 on
the basis of radiation emission conditions input from the
imaging console 2 so as to perform radiation imaging. The
radiation emission conditions input from the imaging con-
sole 2 include a pulse rate, a pulse width, a pulse interval, the
number of frames (frame images) to be taken by one
imaging, a value of current of an X-ray tube, a value of
voltage of the X-ray tube, and a type of added filter. The
pulse rate is the number of times radiation is emitted per
second, and matches the frame rate described below. The
pulse width is a period of time for one radiation emission.
The pulse interval is a period of time from the start of one
radiation emission to the start of the next radiation emission,
and matches the frame interval described below.

The radiation detector 13 is constituted of a semiconduc-
tor image sensor such as a flat panel detector (FPD). The
FPD is constituted of detection elements (pixels) arranged at
predetermined points on a substrate, such as a glass sub-
strate, in a matrix. The detection elements detect radiation
(intensity of radiation) that has been emitted from the
radiation source 11 and passed through at least a subject M,
convert the detected radiation into electric signals, and
accumulate the electric signals therein. The pixels are pro-
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vided with switches, such as TFTs (Thin Film Transistors).
There are an indirect conversion type FPD that converts
X-rays into electric signals with photoelectric conversion
element(s) via scintillator(s) and a direct conversion type
FPD that directly converts X-rays into electric signals.
Either of them can be used.

The radiation detector 13 is disposed to face the radiation
source 11 having a subject M in between.

A reading controller 14 is connected with the imaging
console 2. The reading controller 14 controls the switches of
the pixels of the radiation detector 13 on the basis of image
reading conditions input from the imaging console 2 to
switch the pixels to read the electric signals accumulated in
the pixels, thereby reading the electric signals accumulated
in the radiation detector 13 and obtaining image data. The
image data is each frame image of a dynamic image or a
static image. In each frame image of a dynamic image and
each pixel of a static image, existence of a structure
decreases an amount of radiation reaching the radiation
detector 13 and decreases pixel values (density values). For
example, in the lung field area of the chest image containing
ribs, pulmonary vessels, tumors, and the like, density values
are lower than in the background lung field area. The reading
controller 14 outputs the obtained dynamic or static image to
the imaging console 2. The image reading conditions include
a frame rate, a frame interval, a pixel size, and an image size
(matrix size). The frame rate is the number of frame images
to be obtained per second, and matches the pulse rate
described above. The frame interval is a period of time from
the start of one frame image obtaining action to the start of
the next frame image obtaining action, and matches the
pulse interval described above.

The radiation emission controller 12 and the reading
controller 14 are connected to each other, and exchange sync
signals so as to synchronize radiation emission actions with
image reading actions.

[Configuration of Imaging Console 2]

The imaging console 2 outputs the radiation emission
conditions and the image reading conditions to the imaging
device 1 so as to control the radiation imaging and the
radiation image reading actions performed by the imaging
device 1, and also displays a dynamic image or static image
obtained by the imaging device 1 so that a radiographer,
such as a radiologist, can check if positioning has no
problem, and also can determine if the dynamic image is
suitable for diagnosis.

The imaging console 2 includes, as shown in FIG. 1, a
controller 21, a storage 22, an operation interface 23, a
display 24 and a communication unit 25. These components
are connected with one another via a bus 26.

The controller 21 includes a CPU (Central Processing
Unit) and a RAM (Random Access Memory). The CPU of
the controller 21 reads a system program and various
process programs stored in the storage 22 in response to
operation on the operation interface 23, opens the read
programs in the RAM, and performs various processes, such
as an imaging control process (see FIG. 3), in accordance
with the opened programs, thereby performing concentrated
control of actions of the components of the imaging console
2 and the radiation emission actions and the reading actions
of the imaging device 1.

The storage 22 is constituted of a non-volatile semicon-
ductor memory, a hard disk, or the like. The storage 22 stores
therein various programs to be executed by the controller 21,
parameters necessary to perform processes of the programs,
data, such as process results, and the like. For example, the
storage 22 stores therein a program for the imaging control
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process. The storage 22 also stores therein the radiation
emission conditions and the image reading conditions for
respective regions to be imaged. The programs are stored in
the form of a computer readable program code(s), and the
controller 21 executes operations in accordance with the
program code.

The operation interface 23, which includes a keyboard
with cursor keys, letter and number input keys, various
function keys, etc. and a pointing device such as a mouse,
outputs operation signals input through keyboard operations
or mouse operations to the controller 21. The operation
interface 23 may have a touchscreen on the display screen of
the display 24. In that case, the operation interface 23
outputs command signals input via the touchscreen to the
controller 21.

The display 24 is constituted of a monitor such as an LCD
(Liquid Crystal Display), and displays thereon commands
input from the operation interface 23, data and the like in
accordance with commands of display signals input from the
controller 21.

The communication unit 25 includes a LAN adapter, a
modem and a TA (Terminal Adapter), and controls data
exchange with devices connected to the communication
network NT.

[Configuration of Diagnostic Console 3]

The diagnostic control 3 is an image processing apparatus
that obtains a dynamic image or a static image from the
imaging console 2, analyzes the image, and displays the
obtained image and/or the analysis result of the image to
help a doctor(s) make a diagnosis.

The diagnostic console 3 includes, as shown in FIG. 1, a
controller 31 (hardware processor), a storage 32, an opera-
tion interface 33, a display 34, and a communication unit 35.
These components are connected with one another via a bus
36.

The controller 31 includes a CPU and a RAM. The CPU
of the controller 31 reads a system program and various
process programs stored in the storage 32 in response to
operation on the operation interface 33, opens the read
programs in the RAM, and performs various processes such
as the functional information representative addition process
(see FIG. 4), in accordance with the opened programs,
thereby performing central control of actions of the compo-
nents of the diagnostic console 3.

The storage 32 is constituted of a non-volatile semicon-
ductor memory, a hard disk or the like. The storage 32 stores
therein various programs, including a program for the func-
tional information representative addition process, to be
executed by the controller 31, parameters necessary to
perform processes of the programs, data such as process
results, and the like. The programs are stored in a form of a
computer readable program code(s), and the controller 31
executes operations in accordance with the program code.

The storage 32 stores dynamic or static images associated
with patient information (patient ID, patient name, height,
weight, age, sex, etc.) and examination information (exami-
nation ID, examination date, imaged region, etc.).

The operation interface 33, which includes a keyboard
with cursor keys, letter and number input keys, various
function keys, etc. and a pointing device such as a mouse,
outputs command signals input through keyboard operations
or mouse operations to the controller 31. The operation
interface 33 may have a touchscreen on the display screen of
the display 34. In that case, the operation interface 33
outputs command signals input via the touchscreen to the
controller 31.
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The display 34 is constituted of a monitor such as an LCD,
and performs various types of display in accordance with
commands of display signals input from the controller 31.

The communication unit 35 includes a LAN adapter, a
modem and a TA, and controls data exchange with devices
connected to the communication network NT.

The controller 31 obtains a static image and a dynamic
image obtained by radiological imaging of the same subject
M. The controller 31 functions as an obtaining means.

The controller 31 detects a first analysis target area on the
static image. The controller 31 functions as a first detecting
means.

The controller 31 detects a second analysis target area
corresponding to the first analysis target area on a dynamic
image. The controller 31 functions as a second detecting
means.

The analysis target areas (first analysis target area, second
analysis target area) are specified in advance for each
function (functional information representative). The analy-
sis target areas for each function (functional information) are
stored in the storage 32. For example, the lung field is
detected on a frontal chest image by which ventilation and
blood flow are analyzed.

The controller 31 analyzes a dynamic image in the second
analysis target area, and generates a “functional information
representative” from change caused by biological motion.
The controller 31 functions as a generating means.

Specifically, the controller 31 analyses the second analy-
sis target area in each frame image of a dynamic image and
generates functional information for each frame image. The
functional information is information obtained from change
caused by biological motion. The controller 31 generates the
functional information representative as information on the
representative function in a dynamic image based on the
functional information generated for each frame image.

The functional information representative includes infor-
mation indicating ventilation, blood flow, a ventilation and
blood flow balance, a lung motion amount, lung movement
directions, and the like.

The functional information representative also includes
information indicating an abnormal site.

The functional information representative also includes
information concerning a measurement of thorax width,
diaphragm motion amount, respiratory tract diameter, heart
width, lung field area, respiratory tract area, heart area, and
the like.

The functional information (functional information rep-
resentative) is divided into an image group and a measure-
ment group.

The functional information (functional information rep-
resentative) included in the image group is, for example,
ventilation, blood flow, a ventilation and blood flow balance,
a lung motion amount, lung movement directions, an abnor-
mal site, and the like.

Ventilation is presented by change in pixel values of'a low
frequency synchronized with respiration. The functional
information indicating ventilation is information on the size
of change in flows of exhalation and inhalation by respira-
tion in each position (pixel) given as pixel values. The
functional information (functional information representa-
tive) indicating ventilation is displayed as an image colored
according to such pixel values.

Blood flow is presented by change in pixel values of a
high frequency synchronized with heartbeat. The functional
information indicating blood flow is information on the size
of change in blood flow in each position (pixel) given as
pixel values. The functional information (functional infor-
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mation representative) indicating blood flow is displayed as
an image colored according to such pixel values.

A ventilation and blood flow balance is a ratio between
ventilation and blood flow. The functional information indi-
cating a ventilation and blood flow balance is information on
the ratio between ventilation and blood flow in each position
(pixel) given as pixel values. The functional information
(functional information representative) indicating a ventila-
tion and blood flow balance is displayed as an image colored
according to such pixel values.

A lung motion amount is an amount of movement at each
position of the lungs along with respiration, which is
obtained, for example, by an amount of movement at a
required position calculated by an optical flow process. The
functional information indicating a lung motion amount is
information on an amount of movement in each position
(pixel) given as pixel values. The functional information
(functional information representative) indicating a lung
motion amount is displayed as an image colored according
to such pixel values.

Lung movement directions (angle) are information on
directions of movement of the lungs along with respiration,
which is obtained, for example, by movement directions at
positions calculated by an optical flow process. The func-
tional information indicating lung movement directions is
information on movement directions at positions associated
with respective positions (pixels). The functional informa-
tion (functional information representative) indicating direc-
tions of movement is displayed as an image colored accord-
ing to the directions of movement at respective positions
(pixels).

An abnormal site is a site with an abnormality detected
from results of analysis of ventilation, blood flow, ventila-
tion and blood flow balance, lung motion amount, lung
movement directions, or the like. For example, a threshold
value of a movement is 1 ¢m, a site where the movement is
smaller than 1 cm is an abnormal site. The functional
information representative indicating an abnormal site is
displayed on an image on which pixels of a part correspond-
ing to an abnormal site are represented by a color distin-
guished from the rest of the image.

An abnormal site is detected on each image that corre-
sponds to each frame image of a dynamic image and that has
signal values of the functional information indicating ven-
tilation, blood flow, a ventilation and blood flow balance, a
lung motion amount, lung movement directions, or the like
given as pixel values. Which function is used in detection of
an abnormal site may be determined by a user or preset in
advance.

The functional information (functional information rep-
resentative) included in the measurement group is, for
example, a thorax width, a diaphragm motion amount, a
respiratory tract diameter, a heart width, a lung field area, a
respiratory tract area, and a heart area.

The functional information representative indicating the
thorax width, diaphragm motion amount, respiratory tract
diameter, or heart width includes the minimum value and the
maximum value (or change amount) of measured results
concerning each part. The functional information represen-
tative indicating the thorax width, diaphragm motion
amount, respiratory tract diameter, or heart width may
include lines, dots, or arrows indicating the part of the
measurement target.

The functional information representative indicating the
lung field area, respiratory tract area, or heart area includes
the minimum value and the maximum value (or change
amount) of measured results concerning each part. The
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functional information representative indicating the lung
field area, respiratory tract area, or heart area may include
contours indicating the area corresponding to the measured
area.

The controller 31 generates the functional information
representative from a frame image (singular point) where
change caused by biological motion is the maximum among
multiple frame images of a dynamic image. The singular
point is a representative frame image corresponding to a
representative moment in dynamics among frame images of
a dynamic image.

For example, for ventilation or blood flow, the controller
31 specifies a frame image where the average signal value of
ventilation or blood flow in the lung field as a singular point,
and specifies the functional information (visualized infor-
mation indicating signal values of ventilation or blood flow)
at the singular point as the functional information represen-
tative.

For a thorax width or lung field area, the controller 31
specifies a frame image where the thorax width or lung field
area is the maximum and a frame image where the thorax
width or lung field area is the minimum as singular points,
and generates the functional information representative from
the functional information (maximum and minimum values)
at the singular points.

The controller 31 generates a single representative image
by image processing of multiple images with pixel values
indicating change caused by biological motion correspond-
ing to each of multiple frame images of a dynamic image.

The image processing may be maximum intensity pro-
jection processing, minimum intensity projection process-
ing, or peak-to-peak processing, for example.

In the maximum intensity projection processing, the
maximum signal values for respective pixels (positions)
along time are calculated from a functional information
image (an image with pixel values of signal values indicat-
ing ventilation, blood flow, etc.) corresponding to each
frame image and are used as pixel values.

In the minimum intensity projection processing, the mini-
mum signal values for respective pixels (positions) along
time are calculated from a functional information image (an
image with pixel values of signal values indicating ventila-
tion, blood flow, etc.) corresponding to each frame image
and are used as pixel values.

In the peak-to-peak processing, the maximum and mini-
mum signal values for respective pixels (positions) along
time are calculated from a functional information image (an
image with pixel values of signal values indicating ventila-
tion, blood flow, etc.) corresponding to each frame image,
and differences between the maximum and minimum values
are used as pixel values.

The controller 31 deforms and positions the second analy-
sis target area so that the second analysis target area corre-
sponds to the first analysis target arca. The controller 31
functions as a position adjusting means.

The controller 31 overlays on the static image the func-
tional information representative in the second analysis
target area which has undergone the deformation and posi-
tioning. The controller 31 functions as an overlaying means.

The controller 31 displays, on the display 34, the static
image on which the functional information representative is
overlaid. The controller 31 functions as a display controlling
means.

[Outline of Invention]

FIG. 2 shows an outline of the present invention.

The first analysis target area 42 is detected on the static
image 41, and the second analysis target area 44 correspond-
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ing to the first analysis target area 42 is detected on each
frame image of the dynamic image 43. The order of detec-
tion of the first analysis target area 42 and the second
analysis target area 44 is not limited, and whichever area
may be detected first.

The functional information 45 is generated for the second
analysis target area 44 on each frame image, and the
functional information representative 46 representing the
dynamic image 43 is generated from the functional infor-
mation 45 of each frame image.

The second analysis target area 44 including the func-
tional information representative 46 is deformed and posi-
tioned so that the second analysis target area 44 corresponds
to the first analysis target area 42.

The deformed and positioned functional information rep-
resentative 46 is overlaid on the static image 41, and a static
image 47 with the functional information representative is
generated.

The functional information 45 (functional information
representative 46) obtained from the dynamic image 43 may
be read on the static image 47 with the functional informa-
tion representative even though the static image 47 is a
single image.

[Operation of Imaging System]

Next, the operation of the imaging system 100 is
described.

(Actions of Imaging Device and Imaging Console)

First, imaging actions by the imaging device 1 and the
imaging console 2 are described.

FIG. 3 shows the imaging control process performed by
the imaging console 2. The imaging control process is
performed by the controller 21 in cooperation with the
program(s) stored in the storage 22.

First, an examiner operates the operation interface 23 of
the imaging console 2 to input patient information of the
subject (M) and examination information (Step S1).

Next, the controller 21 reads radiation emission condi-
tions from the storage 22 so as to set them in the radiation
emission controller 12, and also reads image reading con-
ditions from the storage 22 so as to set them in the reading
controller 14 (Step S2).

Next, the controller 21 is on standby for an imaging
command to be input via the operation interface 23 (Step
S3). Here, the examiner places the subject M between the
radiation source 11 and the radiation detector 13 for posi-
tioning. When imaging is ready, the examiner operates the
operation interface 23 so as to input an imaging command.

In receipt of the imaging command input via the operation
interface 23 (Step S3; YES), the controller 21 outputs an
imaging command of a static image to the radiation emission
controller 12 and the reading controller 14 and starts static
imaging (Step S4). The static image obtained by imaging are
input to the imaging console 2 and stored in the storage 22.

Next, the controller 21 outputs an imaging command of a
dynamic image to the radiation emission controller 12 and
the reading controller 14 and starts dynamic imaging (Step
S5). Specifically, the radiation source 11 emits radiation at
pulse intervals set in the radiation emission controller 12,
and accordingly the radiation detector 13 obtains (generates)
a series of frame images. When imaging of a predetermined
number of frame images is done, the hardware processor 21
outputs an imaging end command to the radiation emission
controller 12 and the reading controller 14 and stops the
imaging actions. The frame images obtained by imaging are
successively input to the imaging console 2 and stored in the
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storage 22, being associated with successive numbers indi-
cating the imaging order of the respective frame images
(frame numbers).

Next, the controller 21 displays the static image and the
dynamic image on the display 24 (Step S6).

The examiner checks the static image and the dynamic
image, and determines whether the images are suitable for
diagnosis (imaging successful) or re-imaging is necessary
(imaging unsuccessful). The examiner then operates the
operation interface 23 to input the determination.

If the determination indicating “successful imaging” is
input via the operation interface 23 (Step S7; YES), the
controller 21 attaches, to the static image and the respective
frame images obtained by dynamic imaging (e.g. writes in
the header region of the image data in DICOM), information
such as IDs to identify the images, the patient information,
the examination information, the radiation emission condi-
tions, the image reading conditions, and the like, and sends
them to the diagnostic console 3 by the communication unit
25 (Step S8). The successive numbers indicating the imag-
ing order of the respective frame images (frame numbers)
are attached to the frame images of the dynamic image.

On contrary, if the determination indicating “unsuccessful
imaging” is input via the operation interface 23 (Step S7;
YES), the controller 21 deletes the static image and the
dynamic image stored from the storage 22 (Step S9). In that
case, re-imaging is required.

After Step S8 or S9, the imaging control process ends.
(Actions of Diagnostic Console)

Next, actions of the diagnostic console 3 are described.

FIG. 4 shows a functional information representative
addition process executed on the diagnostic console 3. The
functional information representative addition process is
executed by the controller 31 in cooperation with the pro-
gram(s) stored in the storage 32.

First, on the diagnostic console 3, a type of the functional
information representative to be displayed is selected with
operation via the operation interface 33 by an image diag-
nostician such as a doctor (Step S11). For example, in a case
where the functional information representative indicating
ventilation is to be added on a static image, “ventilation” is
selected. Multiple types of the functional information rep-
resentative may be selected. The type of the functional
information representative may be preset.

Next, the controller 31 obtains the static image and the
dynamic image (a series of frame images) from the imaging
console 2 via the communication unit 35 (Step S12), and the
obtained static image and dynamic image are stored in the
storage 32.

The controller 31 then detects the first analysis target area
on the static image (Step S13). For example, the “lung field”
is detected on a frontal chest image (static image). Specifi-
cally, a contour of the lung field is recognized by known
image processing technologies of edge detection, dynamic
contour model, segmentation, and the like.

The controller 31 then detects the second analysis target
area corresponding to the first analysis target areca on the
dynamic image (Step S14). For example, the “lung field” is
detected on a frontal chest image (each frame image of the
dynamic image). Specifically, a contour of the lung field is
recognized by known image processing technologies of edge
detection, dynamic contour model, segmentation, and the
like.

Next, the controller 31 analyzes the second analysis target
area of the dynamic image and generates the functional
information representative from the change caused by bio-
logical motion (Step S15).
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For example, for ventilation, blood flow, a ventilation and
blood flow balance, a lung motion amount, or lung move-
ment directions, the controller 31 specifies a frame image
(singular point) where change caused by the biological
motion is the maximum as a singular point, and sets the
functional information at the singular point as the functional
information representative.

Alternatively, the controller 31 generates the functional
information representative (a single representative image)
by image processing of multiple images with pixel values
indicating change caused by biological motion correspond-
ing to each of multiple frame images of a dynamic image.
The image processing includes maximum intensity projec-
tion processing, minimum intensity projection processing,
and peak-to-peak processing.

For an abnormal site, the controller 31 detects an abnor-
mal site in the functional information corresponding to each
frame image of the dynamic image and generates an image
indicating the abnormal site as the functional information
representative.

For example, signal values indicating the functional infor-
mation in the normal state (normal values) are stored as the
reference values, and an area largely deviating from the
normal values is specified as an abnormal site.

As shown in FIG. 5, an abnormal site may be detected by
assigning ROIs 51 to 58 in the lung field on a frontal chest
image 50, where the ROIs are aligned to the same height on
the left and right. A difference between the average signal
values indicating the functional information of the ROIs
aligned to the same height on the left and right (for example,
ROI 51 and ROI 52) is calculated, and a region with a large
difference on one side is specified as an abnormal site.

For a thorax width, a respiratory tract diameter, a heart
width, a lung field area, a respiratory tract area, or a heart
area, the controller 31 specifies frame images where the
measured values are the maximum and the minimum as
singular points, and generates the functional information
representative (the maximum and minimum measured val-
ues, lines, arrows, contours, or the like) from the functional
information at the singular points.

For a diaphragm motion amount, the controller 31 speci-
fies frame images where the diaphragm is at the highest and
the lowest positions as singular points, and generates the
functional information representative (lines or the like indi-
cating the diaphragm motion amount or the diaphragm
position) from a difference in the diaphragm position
between those frame images (change amount).

Next, the controller 31 deforms and positions the second
analysis target area so that the second analysis target area
including the functional information representative corre-
sponds to the first analysis target area (Step S16). For
example, multiple pairs of corresponding points are obtained
on the contours of the first analysis target area and the
second analysis target area, and shift vectors between the
corresponding points (motion amount vectors) are calcu-
lated. Then, an affine transformation is performed in the
second analysis target area based on the shift vectors and
thereby the second analysis target area corresponds to the
first analysis target area.

Next, the controller 31 overlays the functional informa-
tion representative in the deformed and positioned second
analysis target area on the static image (Step S17). The
functional information representative may be layered on the
static image after the functional information representative
is made transparent with a predetermined transparency.
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The controller 31 then displays, on the display 34, the
static image on which the functional information represen-
tative is overlaid (Step S18).

The functional information representative addition pro-
cess ends here.

In a case where the functional information representative
in the image group is selected, an image indicating the
motion along with biological motion is added to the static
image.

FIG. 6 shows an exemplary image where the functional
information representative indicating a lung motion amount
is overlaid on a frontal chest image (static image). In FIG.
6, the functional information representative is visualized by
coloring according to the lung motion amounts.

FIG. 7 shows an exemplary image where the functional
information representative indicating an abnormal site
obtained from a lung motion amount is overlaid on a frontal
chest image (static image). In FIG. 7, a position correspond-
ing to an abnormal site as the functional information repre-
sentative is visualized by predetermined coloring. In a case
where the lung motion amount is locally decreased, a
pleurodesis or emphysema may be present.

In a case where the functional information representative
in the measurement group is selected, the measured values
and measurement positions are added to the static image. As
the measured values vary along with biological motion, a
combination of the maximum value and the minimum value,
the maximum change amount, or the like is displayed as the
measured values.

Specifically, the measurement positions are displayed by
lines and dots on the static image. In a case where a width
or diameter is measured, the measured range is displayed by
arrows and measured values.

FIG. 8 shows an exemplary image where the functional
information representative indicating a thorax width is over-
laid on a frontal chest image (static image). In FIG. 8, the
maximum and minimum values of the thorax width and a
line and arrows indicating and the position of the thorax
width are shown as the functional information representa-
tive.

The displayed arrows and the measured values are pref-
erably positioned not to overlap with the analysis target area
(region of interest). If the arrows and measured values
indicating the thorax width overlap with the lung field on the
frontal chest image as shown in FIG. 9, it may be a hindrance
to diagnosis. Thus, the displayed arrows and the measured
values are positioned not to overlap with the lung field on the
frontal chest image as shown in FIG. 8.

For example, when the measured area is in the upper half
of the image, the arrows and values are shown between the
lung field area and the upper end of the image. When the
measured area is in the lower half of the image, the arrows
and values are shown between the lung field area and the
lower end of the image.

In a case where an area is measured, the measured range
is displayed by a contour and measured values.

FIG. 10 shows an exemplary image where the functional
information representative indicating a lung field area is
overlaid on a frontal chest image (static image). In FIG. 10,
the minimum and maximum values of the lung field area
calculated for left and right lungs and the contour of the lung
field area on the left and right are shown as the functional
information representative.

As described hereinbefore, according to this embodiment,
a representative result (functional information representa-
tive) is generated from functional information obtained by
analysis of a dynamic image and is overlaid on a static



US 11,915,418 B2

13

image, which makes it possible to read the functional
information representative on a single image. This saves
doctors time for diagnosis.

As the static image on which the representative functional
image is overlaid is displayed, diagnostic evaluation for the
dynamic image can be omitted.

In a case where the representative functional information
is generated from a frame image where change caused by
biological motion is the maximum among multiple frame
images of a dynamic image, the functional information
representative capturing a moment when the biological
motion is largest may be generated.

In a case where a single representative image by image
processing (maximum intensity projection processing, mini-
mum intensity projection processing, peak-to-peak process-
ing, or the like) of multiple images with pixel values
indicating change caused by biological motion correspond-
ing to each of multiple frame images of a dynamic image, a
type of the image processing may be selected according to
the object.

The above description of the embodiments is an example
of the image processing apparatus and the image processing
method according to the present invention, and is not
intended to limit the scope of the invention. The detailed
configurations/components and operations of the compo-
nents constituting the image forming apparatus can also be
appropriately modified within the scope of the present
invention.

For example, a static image may not be taken separately
from a dynamic image. Part of frame images of a dynamic
image may be combined to generate a composite image as
a static image. A composite image may also be generated
from the average pixel values of frame images calculated for
each pixel.

In a frontal chest image during respiration, the image
densities vary according to the respiratory movement of
exhalation and inhalation. A composite image may be gen-
erated by combining frame images in the same phase (or a
near phase) in the respiratory movement among multiple
frame images of a dynamic image, or frame images during
the maximum inhalation (or exhalation) in the respiratory
movement.

FIG. 11 shows changes in the average pixel values in the
lung field along frames (time) of a dynamic image (frontal
chest image). The part where the pixel values are small
corresponds to exhalation, and the part where the pixel
values are large corresponds to inhalation. The average pixel
values vary according to the heartbeat in a period shorter
than that of the respiration. A composite image may be
generated by combining frame images of the maximum
inhalation in the systolic phase corresponding to points P1 to
P4 as shown in FIG. 11, and used as the static image.

In a case where a dynamic image (frontal chest image) is
taken while the subject holds the breath, a composite image
may be generated by combining multiple frames during the
breath holding or combining frame images corresponding to
a systolic (or diastolic) phase.

In the functional information representative addition pro-
cess (see FIG. 4), the steps after Step S13 are performed
after both a static image and a dynamic image are obtained
(Step S12). However, any performable step may be started
when either one of a static image and a dynamic image is
obtained (Step S13 when a static image is obtained, and
Steps S14 and S15 when a dynamic image is obtained).

In the above embodiment, the diagnostic console 3
executes the functional information representative addition
process. However, the image management device (PACS)
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may store the functional information representative gener-
ated by the image processing apparatus such as the diag-
nostic console 3 and overlays the functional information
representative on the static image in response to a command
from a computer to obtain the image so that the static image
with the functional information representative imposed is
displayed on the display of the computer.

In a case where the measured values are displayed on the
static image as the functional information representative, the
positions of the lines and contour indicating the measured
object may be obtained from the first analysis target area of
the static image.

In the above description, a non-volatile semiconductor
memory, a hard disk, and the like are used as the computer-
readable medium storing the programs for executing the
operations, but the present invention is not limited to these
examples. A portable storage medium such as a CD-ROM
can be used as the computer readable recording medium. A
carrier wave may be also used as a medium providing the
program data via a communication line.

What is claimed is:
1. An image processing device comprising a hardware
processot,

wherein the hardware processor:

obtains a static image and a dynamic image of a same
subject by radiographic imaging;

detects, on the static image, a first analysis target area;

detects, on the dynamic image, a second analysis target
area corresponding to the first analysis target area;

analyzes the second analysis target area of the dynamic
image to generate a functional information representa-
tive from change caused by biological motion;

deforms and positions the second analysis target area so
that the second analysis target area corresponds to the
first analysis target area;

overlays the functional information representative of the
deformed and positioned second analysis target area on
the static image to generate a single final output image;
and

displays the single final output image on a display, and the
functional information representative which is overlaid
on the static image is placed at a position that is not
covered by the first and second analysis target areas.

2. The image processing device according to claim 1,

wherein the functional information representative indi-
cates ventilation, blood flow, a ventilation and blood
flow balance, a lung motion amount, or a lung move-
ment direction.

3. The image processing device according to claim 2,

wherein the hardware processor generates the functional
information representative from a frame image where
the change caused by the biological motion is a maxi-
mum among multiple frame images of the dynamic
image.

4. The image processing device according to claim 2,

wherein the hardware processor generates a representa-
tive image as the functional information representative
by image processing on multiple images that include
pixel values indicating the change caused by the bio-
logical motion, and that respectively correspond to
multiple frame images of the dynamic image.

5. The image processing device according to claim 4,

wherein the image processing is maximum intensity pro-
jection processing, minimum intensity projection pro-
cessing, or peak-to-peak processing.
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6. The image processing device according to claim 1,

wherein the functional information representative indi-

cates a measurement of thorax width, diaphragm
motion amount, respiratory tract diameter, heart width,
lung field area, respiratory tract area, or heart area.

7. The image processing device according to claim 1,

wherein the functional information representative indi-

cates an abnormal site.

8. The image processing device according to claim 1,

wherein the static image is a composite image of part of

multiple frame images of the dynamic image.

9. The image processing device according to claim 1,
wherein the functional information representative which is
overlaid on the static image varies in color according to a
value or a position, or in size and position according to lines
and arrows.

10. The image processing device according to claim 1,
wherein the analysis target areas are lung fields.

11. An image processing method comprising:

obtaining a static image and a dynamic image of a same

subject by radiographic imaging;

detecting, on the static image, a first analysis target area;

detecting, on the dynamic image, a second analysis target

area corresponding to the first analysis target area;
analyzing the second analysis target area of the dynamic
image to generate a functional information representa-
tive from change caused by biological motion;
deforming and positioning the second analysis target area
so that the second analysis target area corresponds to
the first analysis target area;
overlaying the functional information representative of
the deformed and positioned second analysis target area
on the static image to generate a single final output
image; and

displaying the single final output image on a display,

wherein the functional information representative which
is overlaid on the static image is placed at a position
that is not covered by the first and second analysis
target areas.

30
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12. An image processing device comprising a hardware

processor,

wherein the hardware processor:

obtains a static image and a dynamic image of a same
subject by radiographic imaging;

detects, on the static image, a first analysis target area;

detects, on the dynamic image, a second analysis target
area corresponding to the first analysis target area;

analyzes the second analysis target area of the dynamic
image to generate a functional information representa-
tive from change caused by biological motion;

deforms and positions the second analysis target area so
that the second analysis target area corresponds to the
first analysis target area;

overlays the functional information representative of the
deformed and positioned second analysis target area on
the static image to generate a single final output image;
and

displays the single final output image on a display, and

the functional information representative indicates a mea-
surement of thorax width, diaphragm motion amount,
respiratory tract diameter, heart width, lung field area,
respiratory tract area, or heart area.

13. The image processing device according to claim 12,

wherein the hardware processor generates the functional
information representative from a frame image where
the change caused by the biological motion is a maxi-
mum among multiple frame images of the dynamic
image.

14. The image processing device according to claim 12,

wherein the static image is a composite image of part of
multiple frame images of the dynamic image.

15. The image processing device according to claim 12,

wherein the functional information representative which is
overlaid on the static image varies in color according to a
value or a position, or in size and position according to lines
and arrows.



