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BRIEF DESCRIPTION OF DRAWINGS PROJECTING APPARATUS AND 
PROJECTING CALIBRATION METHOD 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] The present application is based on , and claims 
priority from , Taiwan Application Serial Number 
108144913 , filed Dec. 9 , 2019 , the disclosure of which is 
hereby incorporated by reference herein in its entirety . 

TECHNICAL FIELD 

[ 0007 ] FIG . 1 is a schematic view of a projecting appa 
ratus according to an embodiment of the disclosure ; 
[ 0008 ] FIG . 2 is a schematic view of a projection of a 
reversible structured light code according to an embodiment 
of the disclosure ; 
[ 0009 ] FIG . 3 is a schematic view of a corresponding 
relationship of a pixel point and a plurality of pixel shift 
quantities according to an embodiment of the disclosure ; 
[ 0010 ] FIG . 4 is a flowchart of a projecting calibration 
method of a projecting apparatus according to an embodi 
ment of the disclosure ; 
[ 0011 ] FIG . 5 is a detailed flowchart of step S406 in FIG . 
4 ; 
[ 0012 ] FIG . 6 is another detailed flowchart of step S406 in 
FIG . 4 ; and 
[ 0013 ] FIG . 7 is a flowchart of a projecting calibration 
method of a projecting apparatus according to another 
embodiment of the disclosure . 

[ 0002 ] The disclosure relates to a projecting apparatus and 
a projecting calibration method . 

BACKGROUND 

DETAILED DESCRIPTION OF DISCLOSED 
EMBODIMENTS 

[ 0003 ] With the development of technology , structured 
light 3D scanners are gradually being adopted by users . In 
general , the cost of a structured - light 3D scanner mainly 
depends on the projector that is installed in the structured 
light 3D scanner . Currently , in terms of what is available on 
the consumer market , the projector used in a structured - light 
3D scanner may be a digital light processing ( DLP ) projec 
tor or a micro electro mechanical systems scanning mirror 
( MEMS scanning mirror ) projector , or something similar . 
[ 0004 ] The cost of a MEMS scanning mirror projector is 
less than the cost of a DLP projector . However , although the 
cost of a MEMS scanning mirror projector is low , scanning 
shift of projector may occur with the digital light generated 
by a MEMS scanning mirror projector , deforming the pro 
jected image from the MEMS scanning mirror projector , and 
affecting the accuracy of the 3D point cloud that is gener 
ated . Therefore , how to effectively improve the quality of the 
point cloud information and decrease the cost of the hard 
ware has become an important issue . 

SUMMARY 

[ 0005 ] The disclosure provides a projecting apparatus , 
which includes a projecting device , an image - capturing 
device and a processing device . The projecting device is 
configured to project a reversible structured light code onto 
a surface . The image capturing device is configured to 
capture the reversible structured light code projected onto 
the surface and obtain image data . The processing device is 
coupled to the projecting device and the image capturing 
device . The processing device is configured to receive the 
image data , generate three - dimensional point cloud infor 
mation by performing decoding on the image data , and 
obtain scanning shift information corresponding to the pro 
jecting device according to the three - dimensional point 
cloud information and three - dimensional information corre 
sponding to the surface . 
[ 0006 ] In addition , the disclosure provides a projecting 
calibration method , which includes steps of projecting a 
reversible structured light code onto a surface by a project 
ing device ; capturing the reversible structured light code 
projected onto the surface and obtaining image data by an 
image - capturing device ; receiving the image data , generat 
ing three - dimensional point cloud information by perform 
ing decoding on the image data , and obtaining scanning shift 
information corresponding to the projecting device accord 
ing to the three - dimensional point cloud information and 
three - dimensional information corresponding to the surface 
by a processing device . 

[ 0014 ] Technical terms of the disclosure are based on their 
general definition in the technical field of the disclosure . If 
the disclosure describes or explains one or some terms , 
definition of the terms is based on the description or expla 
nation of the disclosure . Each of the disclosed embodiments 

has one or more technical features . In possible implemen 
tation , a person skilled in the art would selectively imple 
ment all or some technical features of any embodiment of 
the disclosure or selectively combine all or some technical 
features of the embodiments of the disclosure . 

[ 0015 ] In each of the following embodiments , the same 
reference number represents the same or a similar element or 
component . 
[ 0016 ] FIG . 1 is a schematic view of a projecting appa 
ratus 100 according to an embodiment of the disclosure . In 
the embodiment , the projecting apparatus 100 is suitable to 
a three - dimensional ( 3D ) scanner , a mobile phone , a tablet 
computer , a notebook computer , etc. , but the application of 
the disclosure is not limited thereto . Please refer to FIG . 1 . 
The projecting apparatus 100 includes a projecting device 
110 , an image - capturing device 120 and a processing device 
130 . 
[ 0017 ] The projecting device 110 configured to project a 
reversible structured light code onto a surface 150. In the 
embodiment , the projecting device 110 is , for example , a 
micro electro mechanical systems mirror ( MEMS mirror ) 
projector . In addition , the reversible structured light code is , 
for example , a gray stripe light code . That is , the reversible 
structured light code is encoded by using the gray code , and 
the reversible structured light code after projecting is pre 
sented as shown in FIG . 2 , but the embodiment of the 
disclosure is not limited thereto . The reversible structured 
light code may be encoded by using other manners , such as 
a binary - coded decimal ( BCD ) code , an excess 3 - BCD code , 
etc. , and the same effect may be achieved . It should be noted 
that FIG . 2 shows a projecting result when the projecting 
device 110 is not calibrated . 

[ 0018 ] Furthermore , in one embodiment , the reversible 
structured light includes , for example , obtaining three - di 
mensional ( 3D ) depth information through structured light 
coding information . In another embodiment , the reversible 
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structured light coding information may also be obtained by 
reversing the 3D depth information back to the structured 
light spot . 
[ 0019 ] In some embodiments , the above surface 150 is , for 
example , a surface of a standard part , wherein the standard 
part may be a physical object , such as an accessory with 
particular specification , or an existing object , such as a table , 
a screen , a block gauge , etc. In addition , a size of the 
standard part is known , for example . In some embodiments , 
the above surface 150 may also be a surface of a ground or 
a wall . In addition , a size or a range of the reversible 
structured light code projected onto the surface of the 
ground or the wall is known , for example . 
[ 0020 ] The image - capturing device 120 is configured to 
capture the reversible structured light code projected onto 
the surface 150 and obtain image data . The image data 
obtained by the image - capturing device 120 is , for example , 
two - dimensional ( 2D ) image data . In the exemplary embodi 
ment , image - capturing device 120 is , for example , a charge 
coupled device ( CCD ) or other cameras with image captur 
ing function . 
[ 0021 ] The processing device 130 is coupled to the pro 
jecting device 110 and the image - capturing device 120. The 
processing device 130 is configured to receive the image 
data , generate three - dimensional point cloud information by 
performing decoding on the image data . Furthermore , for 
example , the processing device 130 computes the image 
data according to a stereo vision triangulation method to 
obtain a depth message corresponding to the surface 150 and 
then generate the three - dimensional point cloud information 
corresponding to the image data . Then , the processing 
device 130 obtains scanning shift information corresponding 
to the projecting device 110 by performing computation 
according to the three - dimensional point cloud information 
and the three - dimensional information corresponding to the 
surface 150. Therefore , the embodiment of the disclosure 
may effectively obtain the scanning shift information cor 
responding to the projecting device 110 , so as to further 
calibrate the projecting device 110 and improve the quality 
of the point cloud information . 
[ 0022 ] In some embodiments , the user may store the 
three - dimensional information corresponding to the surface 
150 in a storage device ( not shown ) of the projecting 
apparatus 100 in advance , such as a memory or a hard disk . 
In some embodiments , the user may also use the image 
capturing device 120 to capture the image of the surface 150 
and obtain the image data corresponding to the surface 150 . 
[ 0023 ] Then , the processing device 130 may process the 
image data to obtain the three - dimensional information 
corresponding to the surface 150 and store the three - dimen 
sional information corresponding to the surface 150 in a 
storage device of the ( not shown ) of the projecting apparatus 
100. In the embodiment , the three - dimensional information 
corresponding to the surface 150 includes , for example , 
three - dimensional coordinate information of each position 
of the surface 150. Specifically , the three - dimensional infor 
mation corresponding to the surface 150 may include a value 
of X - axis , a value of Y - axis and a value of Z - axis of each 
position on the surface 150 . 
[ 0024 ] Furthermore , after the processing device 130 
receives the image data generated by the image - capturing 
device 120 , the processing device 130 may decode the image 
data . That is , the processing device 130 may use the decod 
ing manner of the gray code and the stereo vision triangu 

lation method to decode the reversible structured light code 
in the image data , so as to generate the three - dimensional 
point cloud information . In addition , the three - dimensional 
point cloud information may include three - dimensional 
coordinate information of a plurality of pixels in the image 
data , i.e. , a value of X - axis , a value of Y - axis and a value of 
Z - axis corresponding to each pixel in the image data . 
[ 0025 ] In addition , the processing device 130 may also 
obtain the three - dimensional information of the surface 150 . 
For example , the processing device 130 obtains the three 
dimensional information of the surface 150 from the storage 
device ( not shown ) of the projecting device 110 , i.e. , the 
coordinate ( such as the value of X - axis , the value of Y - axis 
and the value of Z - axis ) corresponding to each position of 
the surface 150. The supplemental description is that the 
image - capturing device 120 may capture the image of a part 
of region of the surface 150. In this case , the image data only 
includes the part of the region corresponding to the surface 
150. Accordingly , the processing device 130 may obtain the 
coordinates in the range of the region according to the range 
of the region corresponding to the surface 150 included in 
the image data . That is , a part of the three - dimensional 
information of the surface 150 is only obtained according to 
the computing requirements . 
[ 0026 ] Then , the processing device 130 may obtain depth 
error information according to the three - dimensional point 
cloud information and the three - dimensional information of 
the surface 150. For example , the processing device 130 
may subtract the three - dimensional information of the sur 
face 150 from the three - dimensional point cloud information 
to obtain the depth error information . Specifically , the depth 
error information is a difference between a value of Z - axis 
of the three - dimensional point cloud information and a value 
of Z - axis of the three - dimensional information correspond 
ing to the surface 150 . 
[ 0027 ] In the embodiment , the depth error information 
may be computed based on the following equation ( 1 ) : 

AZ ( x , y ) = ZA ( x , y ) -ZR ( x , y ) , ( 1 ) 

tion , ZA ( x , y ) 

[ 0028 ] wherein ( x , y ) indicates a two - dimensional coordi 
nate on the surface 150 , AZ ( x , y ) is the depth error informa 

is the three - dimensional point cloud informa 
tion , ZR ( x , y ) is the three - dimensional information of the 
surface 150. In the embodiment , the processing device 130 
may subtract the value of Z - axis of the three - dimensional 
information of the point ( x , y ) on the surface 150 from the 
value of Z - axis of the three - dimensional point cloud infor 
mation corresponding to the point ( x , y ) on the surface 150 
based on equation ( 1 ) . That is , the processing device 130 
computes the three - dimensional point cloud information 
( i.e. , ZA ( x , y ) of the pixel points corresponding to the region 
of the coordinate ( x , y ) on the surface 150 and the value ( i.e. , 
ZR ( x , y ) ) of Z - axis of the three - dimensional information of the 
coordinate ( x , y ) on the surface 150 , so as to obtain the depth 
error information ( i.e. , AZ ( x , y ) ) corresponding to each pixel 
point . 
[ 0029 ] Then , the processing device 130 may obtain pro 
jecting error information according to the depth error infor 
mation , the three - dimensional point cloud information and a 
plurality of pieces of compensation depth information . Fur 
thermore , the processing device 130 may obtain a pixel shift 
quantity corresponding to each pixel point according to the 
depth error information , the three - dimensional point cloud 
information and the pieces of compensation depth informa 
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tion . Specifically , the compensation depth information is a 
depth value of the coordinate point of the projecting coor 
dinate of the projecting device 110 compensated by using 
the pixel shift quantity , and the pixel shift quantity is a pixel 
compensation quantity of the compensation depth informa 
tion . Then , the processing device 130 computes the a plu 
rality of compensation depth differences between the pieces 
of compensation depth information and the three - dimen 
sional point cloud information , and minimizes the differ 
ences between the compensation depth differences and the 
depth error information to obtain the best pixel shift quan 
tity . That is , the processing device 130 selects one of the 
pixel shift quantities corresponding to a smallest difference 
of the differences between the depth error information and 
the compensation depth differences . 
[ 0030 ] In the embodiment , an algorithm for determining 
the pixel shift quantity of each pixel point is , for example , 
equation ( 2 ) : 

point 310 is a base point , the pixel point 310 shifts the 
coordinate of the pixel point of ( 0,0 ) . 
[ 0033 ] Then , since AZ ( 1,1 ) is obtained and P ( C ( 1,1 ) , ( 1,1 ) ) 
is known , the processing device 130 may perform the 
computation based on equation ( 2 ) to select one of the above 
441 pixel shift quantities that may minimize the value of the 
equation corresponding to the coordinate ( 1,1 ) . The pixel 
shift quantity ( i , j ) = ( 0,5 ) is taken as an example . That is , 
when the pixel shift quantity is ( 0,5 ) , the value of equation 
( 2 ) corresponding to ( x , y ) = ( 1,1 ) is the minimum value . The 
pixel shift quantity ( 0,5 ) is determined as the pixel shift 
quantity of the pixel point of the projecting coordinate = ( 1,1 ) 
of the projecting device 110. The computation manner of the 
pixel shift quantities corresponding to the pixel points of the 
rest of coordinate are the same as the description of the 
above embodiment , and the description thereof is not 
repeated herein . 
[ 0034 ] In equation ( 2 ) , the setting of -10sis10 and 
-10sjs10 is only one exemplary embodiment of the 
embodiments of the disclosure , but the embodiment of the 
disclosure is not limited thereto . The user may adjust the 
ranges of i and j of equation ( 2 ) according to the require 
ments thereof , and the same effect may be achieved . For 
example , -5sis5 and -5sjs5 , -3sis3 and -3sjs3 , -6sis . 
and -6sjs6 , -8sis8 and -8sjs8 , etc. The rest of ranges of 
i and j are similar . In addition , the embodiment of the 
adjusted ranges of i and j are the same as the description of 
the above embodiment , and the description thereof is not 
repeated herein . 
[ 0035 ] Furthermore , in the embodiment , for example , PC 
( x , y ) , Gxcvc ) may be computed based on the following 
equation ( 3 ) : 

min_10sisio | AZ x , y ) – ( P ( C ( x , y ) , G ( Xc ; yc ) ) – P ( C ( x , y ) , G « c » yc ) + ( 1 , 1 ) , ( 2 ) 
-10sis10 

( 3 ) Normal Vector ( Po - Lo ) 
P ( C ( x , y ) , G & C.Yc ) ) = Lo + Normal Vector . L 

[ 0036 ] wherein Cay ) is the coordinate corresponding to 
the image capturing device 120 , GXcvc ) is the coordinate corresponding to the projecting device 110 , Normal 
Vector = the coordinate vector of X - axis of the projecting 
device 110xVP 

[ 0031 ] wherein CX ) is an image coordinate correspond 
ing to the image - capturing device 120 G ( xcvc ) is an image 
coordinate corresponding to the projecting device 110 , P ( C 
( x , y ) , Goxc?c ) ) = 24 ( x , y ) is the depth value of the three - dimen 
sional point cloud information , P ( C ( x , y ) , Gxcvs + ( 1.3 ) ) is the compensation depth information , ( ij ) is the pixel shift 
quantity of the projecting device 110 in the X - axis direction 
and the Y - axis direction on the projecting coordinate ( as 
shown in FIG . 3 ) , P ( x , y ) , Grey ) -P ( C ( x , y ) , Gexcyo + ( 1.3 ) ) is 
the compensation depth difference , ( x , y ) is the point coor 
dinate on the surface 150 , ( Xc , Y c ) is the point coordinate of 
the image data obtained by the image capturing device 120 
( i.e. , through C ( x , y ) transforming ) , Greve transforms the 
point coordinate ( i.e. , ( Xc , Yc ) ) of the image data obtained by 
the image - capturing device 120 into the data coordinate 
projected by the projecting device 110 , and P ( * ) is an 
operator and obtains the three - dimensional coordinate infor 
mation by performing computation according to the two 
dimensional coordinate data . 

[ 0032 ] For example , assume the coordinate ( 1,1 ) on the 
surface 150 is taken as an example , i.e. , the coordinate 
V ) = ( 1,1 ) , and the coordinate point ( x , y ) = ( 1,1 ) of the surface 
150 is expressed as the coordinate ( Xc y . ) = ( 1,1 ) through the 
coordinate point corresponding to the image data captured 
by the image capturing device 120 from the surface 150 , and 
then the coordinate point ( xc , y . ) of the image - capturing 
device 120 is transformed into the coordinate point Ga 
of the projecting device 110. In the embodiment , the pixel 
point 310 of Gxcus = ( 1,1 ) is taken as an example , i.e. , the 
pixel point 310 corresponding to the coordinate Gxcys = ( 1 , 
1 ) Then , the processing device 130 generates the coordinates 
of 441 shifted pixel points according to the pixel point of the 
coordinate Gæovo ( 1,1 ) corresponding to the projecting 
device 110 and 441 pixel shift quantities ( 1,3 ) . That is , the 
coordinates of 441 shifted pixel points are that the pixel 
point of the coordinate Gacy = ( 1,1 ) shift the coordinates of 
the pixel points of ( 1,0 ) , ( 2,0 ) ... , ( 10,0 ) , ( 0,1 ) , ( 0,2 ) ... 
( 0,10 ) , ... ( 10,10 ) , ( -1,0 ) , ( -10,0 ) , ( -10,10 ) , ( 0 , 
-1 ) , ... , ( 0 , -10 ) , ... , ( - 10 , -10 ) , ... , ( 10 , -10 ) , i.e. , 
Gxcvc ) + ( 1.3 ) , as shown in FIG . 3. In addition , since the pixel 

by + Y - axis of the mirror center of 
the projecting device 110 

the focal length of the projecting device 110 
Vp = 

( xxvc 
Lo is the center coordinate of the image data corresponding 
to the image - capturing device 120 , and L = Vc - Lo is defined , 

az + X - axis of the mirror center of 

Vc = 
the image capturing device 120 

the focal length of the image capturing device 120 ' 

dy + Y - axis of the mirror center of 
the image capturing device 120 

the focal length of the image capturing device 120 

Po is a center coordinate of the projecting device 110 . 
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[ 0037 ] Then , the processing device 130 may compute the 
pixel shift quantity of each pixel point coordinate G ( #cvc ) corresponding to the projecting device 110 ( such as the pixel 
point quantity ( 0,5 ) of the pixel point of Gxcvc ) = ( 1,1 ) ) and 
a transforming ratio to compute the projecting error infor 
mation . In the embodiment , for example , the projecting error 
information be computed based on the following equa 
tion ( 4 ) : 

may 

Adx , y ) = ( i , j ) xPd , ( 4 ) 

[ 0038 ] wherein Adx ) is the projecting error information , 
( 1 , j ) are the pixel shift quantities , Pd is a transforming ratio 
between a pixel and a length ( for example , a pixel is 
transformed into a corresponding centimeter , and the unit is 
cm / pixel ) . Specifically , the projecting error information is 
the difference between the X - axis direction and the Y - axis 
direction of the reversible structured light code actually 
projected by the projecting device 110 and the ideal revers 
ible structured light code . 
[ 0039 ] After the processing device 130 obtains the pro 
jecting error information , the processing device 130 may 
obtain the scanning shift information corresponding to the 
projecting device 110 by performing computation according 
to the projecting error information and a projection distance . 
In the embodiment , for example , the scanning shift infor 
mation corresponding to the projecting device 110 may be 
computed based on the following equation ( 5 ) : 

Ad ( x , y ) ( 5 ) -1 0 ( x , y ) = tan h 

by a projecting device . In step S404 , the method involves 
capturing the reversible structured light code projected onto 
the surface and obtaining image data by an image - capturing 
device . In step S406 , the method involves receiving the 
image data , generating three - dimensional point cloud infor 
mation by performing decoding on the image data , and 
obtaining scanning shift information corresponding to the 
projecting device according to the three - dimensional point 
cloud information and three - dimensional information corre 
sponding to the surface by a processing device . 
[ 0044 ] In the embodiment , the above reversible structured 
light code is a gray stripe light code . In addition , the above 
projecting device is a micro electro mechanical systems 
scanning mirror projector . Furthermore , the above surface is 
a surface of a standard part . Moreover , the scanning shift 
information is computed based on equation ( 5 ) . 
[ 0045 ] FIG . 5 is a detailed flowchart of step S406 in FIG . 
4. In step S502 , the method involves obtaining depth error 
information by performing computation according to the 
three - dimensional point cloud information and three - dimen 
sional information corresponding to the surface . In step 
S504 , the method involves obtaining projecting error infor 
mation by performing computation according to the depth 
error information , the three - dimensional point cloud infor 
mation and a plurality of pieces of compensation depth 
information . In step S506 , the method involves obtaining the 
scanning shift information by performing computation 
according to the projecting error information and a projec 
tion distance . In the embodiment , the scanning shift infor 
mation is computed based on equation ( 5 ) . 
[ 0046 ] FIG . 6 is another detailed flowchart of step S406 in 
FIG . 4. In the embodiment , steps S502 and S506 in FIG . 6 
are the same as steps S502 and S506 in FIG . 5. Accordingly , 
steps S502 and S506 in FIG . 6 are the same as the descrip 
tion of the embodiment of FIG . 5 , and the description thereof 
is not repeated herein . In step S602 , the method involves 
obtaining the pieces of compensation depth information by 
performing computation according to a plurality of pixel 
shift quantities by the processing device . In step S604 , the 
method involves computing a plurality of compensation 
depth differences between the three - dimensional point cloud 
information and the pieces of compensation depth informa 
tion by the processing device . In step S606 , the method 
involves selecting one of the pixel shift quantities corre 
sponding to a smallest difference of the differences between 
the depth error information and the compensation depth 
differences , and compute the projecting error information 
according to the selected pixel shift quantity by the process 
ing device . In the embodiment , the projecting error infor 
mation is computed based on equation ( 4 ) , and the scanning 
shift information is computed based on equation ( 5 ) . 
[ 0047 ] FIG . 7 is a flowchart of a projecting calibration 
method of a projecting apparatus according to another 
embodiment of the disclosure . In the embodiment , steps 
S402 - S406 in FIG . 7 are the same as steps S402 - S406 in 
FIG . 4. Accordingly , steps S402 - S406 in FIG . 7 are the 
same as the description of the embodiment of FIG . 4 , and the 
description thereof is not repeated herein . 
[ 0048 ] In step S702 , the method involves calibrating the 
projecting device according to the scanning shift informa 
tion . In the embodiment , the above reversible structured 
light code is a gray stripe light code . In addition , the above 
projecting device is a micro electro mechanical systems 
scanning mirror projector . Furthermore , the above surface is 

[ 0040 ] wherein wy ) is the scanning shift information , 
dx , y ) is the projecting error information , and h is the pro 
jection distance ( such as a distance between the projecting 
device 110 and the surface 150 ) . In addition , in some 
embodiments , the projection distance may be stored in the 
storage device of the projecting apparatus 100 in advance . 
[ 0041 ] In some embodiments , the projecting apparatus 
100 may be configured with a distance measurement device . 
Before computing the scanning shift information corre 
sponding to the projecting device 110 , the projecting appa 
ratus 100 may measures the distance between the projecting 
device 110 and the surface 150 through the distance mea 
surement device , so as to generate distance measurement 
information . The distance measurement information is trans 
mitted to the processing device 130 , such that the processing 
device 130 obtains the projection distance corresponding to 
the distance measurement information , and stores the pro 
jection distance in the storage device of the projecting 
apparatus 100 . 
[ 0042 ] Furthermore , after the processing device 130 
obtains the scanning shift information corresponding to the 
projecting device 110 , the processing device 130 may cali 
brate the projecting device 110 according to the above 
scanning shift information , such that the reversible struc 
tured light code projected by the projecting device 110 is 
more accurate . Therefore , the scanning shift quantity of the 
projecting device 110 is decreased and the quality of the 
three - dimensional point cloud information is increased . 
[ 0043 ] FIG . 4 is a flowchart of a projecting calibration 
method of a projecting apparatus according to an embodi 
ment of the disclosure . In step S402 , the method involves 
projecting a reversible structured light code onto a surface 
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scanning shift information by performing computation 
according to the projecting error information and a projec 
tion distance . 

3. The projecting apparatus as claimed in claim 2 , wherein 
the scanning shift information is computed based on the 
following equation : 

d ( x , y ) 0 ( x , y ) = tan h 

a surface of a standard part . Moreover , the scanning shift 
information is computed based on equation ( 5 ) . 
[ 0049 ] In summary , according to the projecting apparatus 
and the projecting calibration method disclosed by the 
disclosure , the projecting device is used to project the 
reversible structured light code onto the surface . The image 
capturing device is used to capture the reversible structured 
light code projected onto the surface and obtain the image 
data . The processing device is used to receive the image 
data , generate three - dimensional point cloud information by 
performing decoding on the image data , and obtain scanning 
shift information corresponding to the projecting device 
according to the three - dimensional point cloud information 
and three - dimensional information corresponding to the 
surface Therefore , the scanning shift quantity corresponding 
to the projecting device may be effectively obtained , the 
quality of the point cloud information is improved and the 
cost of hardware is decreased . 
[ 0050 ] In addition , the processing device of the embodi 
ment of the disclosure may further calibrate the projecting 
device according to the scanning shift information , such that 
the reversible structured light code projected by the project 
ing device is more accurate . Therefore , the quality of the 
three - dimensional point cloud information is increased and 
the cost of the entire hardware is decreased while consid 
ering the quality of the point cloud information . 
[ 0051 ] The supplemental description is that in some 
embodiments , the processing device may be one or more 
single - core processors or multi - core processors combined 
with the memory , and be driven through software / hardware 
to operate . 
[ 0052 ] While the disclosure has been described by way of 
example and in terms of the embodiments , it should be 
understood that the disclosure is not limited to the disclosed 
embodiments . On the contrary , it is intended to cover various 
modifications and similar arrangements ( as would be appar 
ent to those skilled in the art ) . Therefore , the scope of the 
appended claims should be accorded the broadest interpre 
tation to encompass all such modifications and similar 
arrangements . 
What is claimed is : 
1. A projecting apparatus , comprising : 
a projecting device , configured to project a reversible 

structured light code onto a surface ; 
an image - capturing device , configured to capture the 

reversible structured light code projected onto the sur 
face and obtain image data ; and 

a processing device , coupled to the projecting device and 
the image capturing device , and configured to receive 
the image data , generate three - dimensional point cloud 
information by performing decoding on the image data , 
and obtain scanning shift information corresponding to 
the projecting device according to the three - dimen 
sional point cloud information and three - dimensional 
information corresponding to the surface . 

2. The projecting apparatus as claimed in claim 1 , wherein 
the processing device is further configured to obtain depth 
error information by performing computation according to 
the three - dimensional point cloud information and three 
dimensional information corresponding to the surface , 
obtain projecting error information by performing compu 
tation according to the depth error information , the three 
dimensional point cloud information and a plurality of 
pieces of compensation depth information , and obtain the 

wherein 09. ) is the scanning shift information , dx , y ) is the 
projecting error information , and h is the projection 
distance . 

4. The projecting apparatus as claimed in claim 2 , wherein 
the processing device is further configured to obtain the 
pieces of compensation depth information by performing 
computation according to a plurality of pixel shift quantities . 

5. The projecting apparatus as claimed in claim 4 , wherein 
the processing device is further configured to compute a 
plurality of compensation depth differences between the 
three - dimensional point cloud information and the pieces of 
compensation depth information , select one of the pixel shift 
quantities corresponding to a smallest difference of the 
differences between the depth error information and the 
compensation depth differences , and compute the projecting 
error information according to the selected pixel shift quan 
tity . 

6. The projecting apparatus as claimed in claim 5 , wherein 
the projecting error information is computed based on the 
following equation : 

Ad ( x , y ) = ( i , j ) xPd , 
wherein Ad ( x , y ) is the projecting error information , ( ij ) are 

the pixel shift quantities , and Pd is a transformation 
ratio between a pixel and a length . 

7. The projecting apparatus as claimed in claim 1 , wherein 
the reversible structured light code is a gray stripe light code . 

8. The projecting apparatus as claimed in claim 1 , wherein 
the projecting device is a micro electro mechanical systems 
scanning mirror projector . 

9. The projecting apparatus as claimed in claim 1 , wherein 
the surface is a surface of a standard part . 

10. The projecting apparatus as claimed in claim 1 , 
wherein the processing device further calibrates the project 
ing device according to the scanning shift information . 

11. A projecting calibration method , comprising : 
projecting a reversible structured light code onto a surface 

by a projecting device ; 
capturing the reversible structured light code projected 

onto the surface and obtaining image data by an image 
capturing device ; and 

receiving the image data , generating three - dimensional 
point cloud information by performing decoding on the 
image data , and obtaining scanning shift information 
corresponding to the projecting device according to the 
three - dimensional point cloud information and three 
dimensional information corresponding to the surface 
by a processing device . 

12. The projecting calibration method as claimed in claim 
11 , wherein the step of receiving the image data , generating 
the three - dimensional point cloud information by perform 
ing decoding on the image data , and obtaining the scanning 
shift information corresponding to the projecting device 
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according to the three - dimensional point cloud information 
and three - dimensional information corresponding to the 
surface by the processing device further comprises : 

obtaining depth error information by performing compu 
tation according to the three - dimensional point cloud 
information and three - dimensional information corre 
sponding to the surface ; 

obtaining projecting error information by performing 
computation according to the depth error information , 
the three - dimensional point cloud information and a 
plurality of pieces of compensation depth information ; 
and 

obtaining the scanning shift information by performing 
computation according to the projecting error informa 
tion and a projection distance . 

13. The projecting calibration method as claimed in claim 
12 , wherein the scanning shift information is computed 
based on the following equation : 

15. The projecting calibration method as claimed in claim 
13 , wherein the step of obtaining projecting error informa 
tion by performing computation according to the depth error 
information , the three - dimensional point cloud information 
and the pieces of compensation depth information com 
prises : 

computing a plurality of compensation depth differences 
between the three - dimensional point cloud information 
and the pieces of compensation depth information by 
the processing device ; and 

selecting one of the pixel shift quantities corresponding to 
a smallest difference of the differences between the 
depth error information and the compensation depth 
differences by the processing device , and computing 
the projecting error information according to the 
selected pixel shift quantity by the processing device . 

16. The projecting calibration method as claimed in claim 
15 , wherein the projecting error information is computed 
based on the following equation : 

Ad ( x , y ) = ( ij ) xPd , 
0 ( x , y ) -1 d { x , y ) = tan 

h h 

wherein is the scanning shift information , d ( x , y ) is the 
projecting error information , and h is the projection 
distance . 

14. The projecting calibration method as claimed in claim 
12 , wherein the step of receiving the image data , generating 
the three - dimensional point cloud information by perform 
ing decoding on the image data , and obtaining the scanning 
shift information corresponding to the projecting device 
according to the three - dimensional point cloud information 
and three - dimensional information corresponding to the 
surface by the processing device further comprises : 

obtaining the pieces of compensation depth information 
by performing computation according to a plurality of 
pixel shift quantities by the processing device . 

wherein Adx , y ) is the projecting error information , ( i , j ) are 
the pixel shift quantities , and Pd is a transformation 
ratio between a pixel and a length . 

17. The projecting calibration method as claimed in claim 
11 , wherein the reversible structured light code is a gray 
stripe light code . 

18. The projecting calibration method as claimed in claim 
11 , wherein the projecting device is a micro electro mechani 
cal systems scanning mirror projector . 

19. The projecting calibration method as claimed in claim 
11 , wherein the surface is a surface of a standard part . 

20. The projecting calibration method as claimed in claim 
11 , further comprising : 

calibrating the projecting device according to the scan 
ning shift information . 


