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METHODS , SYSTEMS , AND MEDIA FOR images is associated with at least one domain from a 
DISCRIMINATING AND GENERATING plurality of domains , and wherein each domain corresponds 

TRANSLATED IMAGES to an attribute of an image ; training a generator network of 
a generative adversarial network to generate , using a first 

CROSS REFERENCE TO RELATED 5 image from the set of training images that is associated with 
APPLICATIONS a first domain from the plurality of domains : i ) a first fake 

image that is associated with the first domain from the 
This application claims the benefit of U.S. Provisional plurality of domains ; and ii ) a second fake image that is 

Application No. 62 / 849,030 , filed May 16 , 2019 , which is associated with a second domain from the plurality of 
hereby incorporated by reference herein in its entirety . 10 domains ; training a discriminator network of the generative 

adversarial network using as inputs to the discriminator 
STATEMENT REGARDING GOVERNMENT network : i ) an image from the set of training images ; ii ) the 

FUNDED RESEARCH first fake image that is associated with the first domain from 
the plurality of domains ; and iii ) the second fake image that 

This invention was made with government support under 15 is associated with the second domain from the plurality of 
R01 HL128785 awarded by the National Institutes of domains ; and in response to determining that training of the 
Health . The government has certain rights in the invention . generator network and the discriminator network is com 

plete , using the generator network to generate , for an image 
TECHNICAL FIELD not included in the set of training images that is associated 

20 with the first domain from the plurality of domains at least 
The disclosed subject matter relates to methods , systems , one of : i ) a third fake image that is associated with the first 

and media for discriminating and generating translated domain from the plurality of domains ; and ii ) a fourth fake 
images . image that is associated with the second domain from the 

plurality of domains . 
BACKGROUND In accordance with some embodiments of the disclosed 

subject matter , a system for discriminating and generating 
Generative Adversarial Networks ( GANs ) are based on a translated images is provided , the system comprising : a 

neural network architecture that uses two neural networks , a memory ; and hardware processor that , when executing com 
generator and a discriminator , to mimic distributions of data . puter - executable instructions stored in the memory , is con 
In particular , a generator network is trained , using real data 30 figured to : identify a set of training images , wherein each 
( e.g. , real images , real sounds , etc. ) , to generate fake data image in the set of training images is associated with at least 
( e.g. , fake images , fake sounds , etc. ) that are similar to the one domain from a plurality of domains , and wherein each 
real data , and a discriminator network can be trained to domain corresponds to an attribute of an image ; train a 
discriminate between real and fake data . By combining the generator network of a generative adversarial network to 
generator network and the discriminator network , GANs can 35 generate , using a first image from the set of training images 
produce fake data that is quite similar to real data . that is associated with a first domain from the plurality of 
As a particular application , GANs can be trained , using domains : i ) a first fake image that is associated with the first 

real images , to generate fake images . For example , GANS domain from the plurality of domains ; and ii ) a second fake 
can be used to translate a real image , that has particular image that is associated with a second domain from the 
attributes , to generate a fake image that changes one or more 40 plurality of domains ; train a discriminator network of the 
of the attributes . As a more particular example , GANs can be generative adversarial network using as inputs to the dis 
used to take an image of a face of a person with particular criminator network : i ) an image from the set of training 
attributes ( e.g. , a particular hair color , a particular eye color , images ; ii ) the first fake image that is associated with the first 
etc. ) and translate the image with respect to one or more of domain from the plurality of domains ; and iii ) the second 
the attributes ( e.g. , to have a different hair color , to have a 45 fake image that is associated with the second domain from 
different eye color , etc. ) . However , one problem with many the plurality of domains ; and in response to determining that 
GANs is that even if a fake image translated from a real training of the generator network and the discriminator 
image with respect to one attribute is desired , such as an network is complete , use the generator network to generate , 
image of a face with a different hair color relative to the real for an image not included in the set of training images that 
image , the generated fake image may have additional , 50 is associated with the first domain from the plurality of 
undesired changes . For example , continuing with the above domains at least one of : i ) a third fake image that is 
example where a fake image with a different hair color is associated with the first domain from the plurality of 
desired , the generated fake image may have undesired domains ; and ii ) a fourth fake image that is associated with 
artifacts , such as a mustache , an additional change in eye the second domain from the plurality of domains . 
color , etc. In accordance with some embodiments of the disclosed 

Accordingly , it is desirable to provide new methods , subject matter , non - transitory computer - readable media con 
systems , and media for discriminating and generating trans- taining computer executable instructions that when 
lated images . executed by a processor , cause the processor to perform a 

method for discriminating and generating translated images 
SUMMARY 60 is provided . The method comprises : identifying a set of 

training images , wherein each image in the set of training 
Methods , systems , and media for discriminating and images is associated with at least one domain from a 

generating translated images are provided . In accordance plurality of domains , and wherein each domain corresponds 
with some embodiments of the disclosed subject matter , a to an attribute of an image ; training a generator network of 
method for discriminating and generating translated images 65 a generative adversarial network to generate , using a first 
is provided , the method comprising : identifying a set of image from the set of training images that is associated with 
training images , wherein each image in the set of training a first domain from the plurality of domains : i ) a first fake 
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image that is associated with the first domain from the embodiments , a discriminator network and a generator net 
plurality of domains ; and ii ) a second fake image that is work can be trained using medical images , such as MRI 
associated with a second domain from the plurality of images or CT images of a particular portion of a body of a 
domains ; training a discriminator network of the generative patient ( e.g. , a brain or a brain region , a lung , a liver , etc. ) . 
adversarial network using as inputs to the discriminator 5 In some embodiments , training images can be annotated as 
network : i ) an image from the set of training images ; ii ) the being associated with one or more particular domains . For 
first fake image that is associated with the first domain from example , in some embodiments , a domain can indicate 
the plurality of domains ; and iii ) the second fake image that whether a particular image is classified as being associated 
is associated with the second domain from the plurality of with a particular attribute . As a more particular example , in 
domains ; and in response to determining that training of the 10 an instance in which images correspond to faces of people , 
generator network and the discriminator network is com- domains can indicate that a person associated with par 
plete , using the generator network to generate , for an image ticular face in an image has black hair , that a person 
not included in the set of training images that is associated associated with a particular face in an image has blonde hair , 
with the first domain from the plurality of domains at least that a person associated with a particular face in an image is 
one of : i ) a third fake image that is associated with the first 15 male , that a person associated with a particular face in an 
domain from the plurality of domains ; and ii ) a fourth fake image is young , and / or any other suitable attribute ( s ) . As 
image that is associated with the second domain from the another more particular example , in an instance in which 
plurality of domains . images correspond to MRI images of one or more particular 

brain images , domains can include “ healthy , ” “ diseased , ” 
BRIEF DESCRIPTION OF THE DRAWINGS 20 “ tumor , ” “ non - tumor , " " cyst , ” and / or any other suitable 

domains . 
Various objects , features , and advantages of the disclosed In some embodiments , a generator network can be trained 

subject ma can be more fully appreciated with reference to gen ate a fake image that is a translation of an input real 
to the following detailed description of the disclosed subject image with respect to a particular domain . For example , in 
matter when considered in connection with the following 25 an instance in which images correspond to faces of people , 
drawings , in which like reference numerals identify like a generator network can be trained to take , as an input , an 
elements . image of a face of a person who has black hair and generate 
FIGS . 1A , 1B , and 1C show examples of processes for a fake image that corresponds to an image of the person with 

discriminating and generating translated images in accor- blond hair . As another example , in an instance in which 
dance with some embodiments of the disclosed subject 30 images correspond to medical images of a particular portion 
matter . of a body , a generator network can be trained to take , as an 

FIG . 2 shows an example of a schematic diagram of an input , a real image of the portion of the body and generate 
illustrative system suitable for implementation of mecha- a translated image corresponding to a healthy domain ( that 
nisms described herein for discriminating and generating is , a generated image corresponding to a same portion of the 
translated images in accordance with some embodiments of 35 body in a healthy state ) , regardless of whether the input real 
the disclosed subject matter . image depicts a healthy or diseased portion of the body . In 
FIG . 3 shows a detailed example of hardware that can be some such embodiments , the mechanisms can further gen 

used in a server and / or a user device of FIG . 2 in accordance erate a difference map that indicates a difference between the 
with some embodiments of the disclosed subject matter . generated , translated image ( e.g. , the translated image in the 

40 healthy domain ) and the input image . In some embodiments , 
DETAILED DESCRIPTION the difference map can therefore be used to indicate a 

location of an anomalous portion of the body , such as a 
In accordance with various embodiments , mechanisms location of a lesion or tumor . 

( which can include methods , systems , and media ) for dis- Note that , as described below in more detail in connection 
criminating and generating translated images are provided . 45 with FIGS . 13 and 1C , in some embodiments , a generator 

In some embodiments , the mechanisms described herein network can be trained to generate a translated image with 
can be used to train a Generative Adversarial Network respect to a real input image for both a same - domain 
( GAN ) to generate images and / or generate a new image by translation and a cross - domain translation . For example , in 
translating an input image . In some embodiments , a GAN an instance in which images correspond to images of faces 
can include a discriminator network and a generator network 50 and in which domains include hair colors included in the 
that are trained in connection with each other . For example , images , a generator network can be trained to generate a 
in some embodiments , a generator network can be trained to cross - domain translated image ( e.g. , by changing a hair 
generate a fake image ( e.g. , a generated image that is a color relative to an input image ) and a same - domain trans 
translation of a real image with respect to a particular lated image ( e.g. , by generating a fake image that maintains 
attribute , and / or any other suitable fake image ) , and the 55 attributes in the input image , such as hair color ) . 
discriminator network can be trained to discriminate real Turning to FIGS . 1A - 1C , examples of processes 100-160 
images ( that is , images that were captured by a camera or for training a generator network ( referred to herein as G ) and 
other imaging modality ) from fake images generated by the a discriminator network ( referred to herein as D ) are shown 
generator . Techniques for training a discriminator network in accordance with some embodiments of the disclosed 
and a generator network in connection with each other are 60 subject matter . Note that , in some embodiments , training of 
shown in and described below in more detail in connection the generator network and / or the discriminator network can 
with FIGS . 1A - 1C . be done on any suitable device , such as a server , a desktop 

In some embodiments , a discriminator network and a computer , a laptop computer , and / or any other suitable 
generator network can be trained using any suitable type of device . 
images . For example , in some embodiments , a discriminator 65 In some embodiments , an iteration through processes 
network and a generator network can be trained using 100-160 as shown in FIGS . 1A - 1C can be considered one 
images of faces of people . As another example , in some training iteration for the generator network and the discrimi 
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nator network . In some embodiments , any suitable number network ( e.g. , one thousand images , two thousand images , 
of iterations ( e.g. , 200,000 iterations , 300,000 iterations , and / or any other suitable number ) . In some embodiments , 
and / or any other suitable number of iterations ) can be used the mechanisms described herein can use a dataset of images 
to train the generator network and the discriminator net- ( e.g. , a dataset of images of faces , a dataset of MRI images 
work . In some embodiments , processes 100-160 can be 5 of a particular portion of a body , a dataset of CT images of 
performed in any suitable order within a training iteration . a particular portion of a body , and / or any other suitable 
Note that , with respect to FIGS . 1A - 1C , dashed blocks dataset ) and can construct a training set , a validation set , indicate that the corresponding network ( either D or G ) is and / or a testing set using the dataset of images . In some such being trained , whereas a solid block indicates that the embodiments , the training set , the validation set , and / or the corresponding network is frozen , or held constant , during 10 testing set can each include any suitable number of images . the process . Additionally , note that x and y refer to real In some embodiments , real images that are used for images , x ' , y ' , and x " refer to fake images generated by the training and / or testing the generator network and / or the generator network , and cE { cx , cy } refers to a domain of a target image . Note that more particular examples of domains discriminator network can be processed in any suitable 
will be described below in connection with FIGS . 1A - 1C . manner prior to training . For example , in some embodi 

Note that , FIGS . 1A - 1C are described below as generally ments , images can be cropped and / or re - scaled to any 
relating to real and fake images . In some embodiments , the suitable size ( e.g. , 128x128 pixels , 512x512 pixels , and / or 
images can depict any suitable objects or entities and can be any other suitable size ) . As another example , in an instance 
from any suitable source . For example , in some embodi- in which images correspond to MRI images , slices that are 
ments , an image can be of a face of a person , a natural image 20 blank or contain relatively little of the portion of the body of 
( e.g. , of a landscape , etc. ) , and / or any other suitable object . interest can be discarded . As yet another example , in an 
As another example , in some embodiments , an image can be instance in which images are medical images of a portion of 
a medical image , such as an image of a portion of a body of a body ( e.g. , brain images , liver images , etc. ) , images can be 
a patient ( e.g. , an image of a brain or a portion of a brain , cropped and / or re - centered such that the portion of the body 
and / or any other suitable portion of a body of a patient ) . In 25 is centered within the image . 
some embodiments , images can be captured in any suitable Turning to FIG . 1A , processes 100 and 110 for training 
manner . For example , in instances where the images are the discriminator network are shown in accordance with 
medical images , images can be captured from any suitable some embodiments of the disclosed subject matter . Refer type of medical imaging device ( e.g. , from an MRI scanner , ring to process 100 , the discriminator network can take real from a CT scanner , and / or any other suitable type of imaging 30 images as training samples and can be trained to produce an device ) . In some embodiments , images can be received from output that classifies domains of the real images . For any suitable database of images . As another example , in example , in some embodiments , the discriminator network some embodime images can be frames captured from a 
video ( e.g. , a video from a medical procedure , and / or any can be trained to take a real image and classify the real image 
other suitable type of video ) . Additionally , in some embodi- 35 as being associated with one or more domains . In some 
ments , any suitable type of data augmentation can be used embodiments , the one or more domains can correspond to 
to generate additional real images for training . For example , any suitable attributes of images . For example , in an 
in some embodiments , a real training image can be cropped , instance in which images correspond to images of faces of 
translated , and / or rotated in any suitable manner to generate people , the one or more domains can include : { black hair ; 
additional real training images . blonde hair ; brown hair ; male ; and young } . That is , in some 

Note that , in some embodiments , training images can be embodiments , in process 100 , the discriminator network can 
annotated in any suitable manner . For example , in some take , as an input , a real image of a face of a person , and 
embodiments , training images can be manually annotated as produce , as an output , classifications indicating whether the 
being associated with particular domains . As a more par- input face image has black hair , blonde hair , brown hair , is 
ticular example , in an instance in which training images 45 an image of a male , and / or is an image of a young person . 
correspond to images of faces of people , each training image As another example , in an instance in which images corre 
can be associated with manual annotations indicating attri- spond to MRI brain images , the one or more domains can 
butes of the images that correspond to different domains , include : { non - brain , non - tumor , necrosis , cyst , and / or hem 
such as a hair color , a gender , an age group , and / or any other orrhage ; surrounding edema ; non - enhancing tumor ; enhanc 
suitable attributes . As another example , in some embodi- 50 ing tumor core ; and miscellaneous } . As yet another 
ments , in instances in which the training images correspond example , in an instance in which images correspond to CT 
to medical images ( e.g. , MRI images , CT images , and / or any images of lungs , the one or more domains can include : 
other suitable type of medical images ) , annotations can be { pulmonary embolism ; and non - pulmonary embolism } . 
automatically generated using radiological reports associ- Note that , in some embodiments , a particular image can be 
ated with the images . As a more particular example , in some 55 classified as being associated with any suitable number of 
embodiments , any suitable Natural Language Processing domains of the one or more domains . For example , referring 
( NLP ) techniques can be applied to a radiological report to the example given above of images of faces , a first face 
associated with a particular training image to identify attri- image can be associated with domains of black hair , male , 
butes associated with the training image , such as whether the and young . As another example , in some embodiments , a 
training image shows a healthy portion of a body of a 60 second face image can be associated with one domain of 
patient , whether the training image includes a tumor , lesion , blonde hair . As yet another example , referring to the 
or other pathology at a location , and / or any other suitable example given above of MRI brain images , a particular 
information that can be used to generate annotations for the image can be associated with a single domain of a group of 
training image . potential domains ( e.g. , non - enhancing tumor , enhancing 

Additionally , note that , in some embodiments , any suit- 65 tumor core , and / or any other suitable domain ) . As still 
able number of images from a dataset of images can be used another example , referring to the example given above of 
for training the generator network and the discriminator lung CT images , a particular image can be associated with 
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a single domain of a group of potential domains ( e.g. , be trained to take as an input , an image ( either real or fake ) 
pulmonary embolism , non - pulmonary embolism , and / or any that is associated with a first domain , and generate , as an 
other suitable domain ) . output , a fake image that is associated with a second domain 

Referring to process 110 , in some embodiments , the that is different than the first domain . As a more particular 
discriminator network can be trained to take a fake image , 5 example , in an instance in which the generator network is 
y ' , generated by the generator network , and classify the trained using images of faces of people , the generator 
image as real or fake . Note that , as shown by the solid box network can take as an input an image of a face of a person 
around the generator network G , in process 110 , the gen- who has black hair ( either a real image or a fake image ) , and 
erator network can be held constant or frozen while the can be trained to produce , as an output , a fake image of a 
discriminator network is being trained . In some embodi- 10 face of a person who has a different color of hair , such as 
ments , referring to process 110 , the generator network can blonde hair . 
take as inputs a real image x and a domain of the target fake Referring to process 120 , in some embodiments , the 
image , cy . For example , in an instance in which the images generator network , G , can be trained to take as inputs a real 
correspond to images of faces of people , real image x can be image x and a domain associated with a target fake image c , 
an image of a face of a person who has black hair and is 15 where the domain associated with the target fake image is a 
male , and c ,, can correspond to a domain of the generated domain not associated with the real image x , and produce , as 
fake image y ' , where y ' is associated with at least one domain an output , a fake image y ' . For example , in an instance in 
that is different than the domains associated with real image which the real image x is an image of a face of a person who 
X. As a more particular example , in an instance in which real has black hair , the domain c ,, can correspond to a different 
image x is associated with the domains of black hair and 20 hair color , such as blonde hair , thereby indicating that the 
male , c , can be blonde hair , indicating that the fake image y ' generated fake image y ' is to have blonde hair . In some 
generated by the generator network is to perform a cross- embodiments , the discriminator network D can take as an 
domain translation by translating the real input image x such input , the fake image y ' and can produce as an output , a 
that y ' is an image of a face with blonde hair . domain classification associated with the fake image y ' . Note 

In some embodiments , the discriminator network can be 25 that , as shown in FIG . 1B , the discriminator network D can 
trained using any suitable discriminator loss function , Lj . be held constant , or frozen , during training of the generator 
For example , in some embodiments , Ly can be a combina- network G. 
tion of an adversarial loss function L and a domain loss Referring to process 130 , in some embodiments , the 
function L domain , which are described in more detail below . generator network can be trained to take as inputs , the fake 
As a more particular example , an example of the discrimi- 30 image y ' and a domain associated with a target fake image 
nator loss function Ly can be : LD = -Laduth domainL domain " . Ct , where the domain associated with the target fake image 

In some embodiments , optimization of the adversarial is a domain not associated with the fake image y ' . For 
loss function Lady can cause the generator network learn example , in an instance where the fake image y ' is an image 
cross- and same - domain translations that look realistic for of a face of a person who has blonde hair , the domain cz can 
both . In some embodiments , an example of Lady can be : 35 correspond to a different hair color , such as black hair , 

thereby indicating that the generated fake image x ' is to have 
black hair . 

Lady = Ex [ Dreall fake ( x ) ] – Turning to FIG . 1C , examples 140 , 150 , and 160 of 
processes for training the generator network G to generate 

Exc [ Dreat fake G ( x , c ) – AppEx [ ] 1 : Dreat foke ( 8 ) || – 1 ) * ] 40 fake images in a same - domain translation are shown in ( a 
ce { cz?cy } accordance with some embodiments of the disclosed subject 

matter . For example , in some embodiments , the generator 
network can be trained to take as an input , an image ( either In some embodiments , can be uniformly sampled along 

a straight line between a pair of a real image and a fake real or fake ) that is associated with a first domain , and 
image . In some embodiments , à gp can be a gradient penalty 45 generate , as an output , a fake image that is associated with 

the first domain . As a more particular example , in an with any suitable value ( e.g. , ten , and / or any other suitable 
value ) instance in which the generator network is trained using 

In some embodiments , the discriminator network can be images of faces of people , the generator network can take as 
trained using the domain loss function L domain , which can an input , an image of a face of a person who has black hair 

50 ( either a real image or a fake image ) , and can be trained to cause generated images to be of the correct domain . In some 
embodiments , the domain loss function can have two com produce , as an output , a fake image of a face of a person who 

has the same color hair ( that is , black hair ) . ponents , L domain ” that is incorporated in the discriminator 
loss function Ly as shown above , and Ldomain that is Referring to process 140 , in some embodiments , the 
incorporated in a generator loss function LG , described generator network G can be trained to take as inputs , a real 
below in more detail . In some embodiments , an example of 55 image x , and an indication of a target domain C that 
L domain " can be : corresponds to a domain associated with the real image x , 

L and produce , as an output , a fake image x ' that is also r = Ex , cz [ -log Ddomain ( Czlx ) ] associated with the same domain as the real image x . For 
In some embodiments , 1 domain can be any suitable weight example , in an instance where the images correspond to 

associated with the domain loss function , and can have any 60 images of faces of people , and where x is a real image of a 
suitable value ( e.g. , one , five , ten , and / or any other suitable face of a person who has black hair ( that is , where cz 
value ) . corresponds to black hair ) , x ' can be a fake image generated 

Turning to FIG . 1B , examples 120 and 130 of processes by the generator network of the face of the person having 
for training the generator network to generate fake images in black hair . Note that , in some embodiments , the generator 
a cross - domain translation are shown in accordance with 65 network can be trained such that x ' is ideally substantially 
some embodiments of the disclosed subject matter . For the same or close to x . In some such embodiments , loss 
example , in some embodiments , the generator network can functions that cause the generator network to find a minimal 
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transformation such that x ' is substantially the same or close 
to x are described below in more detail below . In some L'domain Ex , c [ -log Ddomain ( c | G ( x , c ) ) ] . embodiments , the generated fake image x ' can then be used CE { cx , cy ! 
as an input to the discriminator network , which can produce , 
as an output , domain classifications for the fake image x ' . 5 
Note that , in some embodiments , the discriminator network In some embodiments , Lcye can be a cycle consistency 
can be held constant , or frozen , during execution of process loss function that can be used to cause the generator network 
140 . G to learn a transformation that preserves enough input 

Referring to process 150 , in some embodiments , the information such that the generated image can be translated 
generator network G can be trained to take as inputs a real 10 back to the original domain . In some embodiments , the cycle 
image x and the domain cz , and produce , as an output , a fake consistency loss function L can additionally ensure that 
image x ' that is also associated with the same domain as the both cross - domain and same - domain translations are cycle 
real image x . For example , in an instance where the images consistent . In some embodiments , an example of L cye can be : 
correspond to images of faces of people , and where x is a L real image of a face of a person who has black hair ( that is , 15 eye = Ex , crc [ G ( G ( x , c » ) , C , ) - * || 1+ Excx [ 1G ( G ( x , 

Cx ) , cx ) -x || . ] where c , corresponds to black hair ) , x ' can be a fake image 
generated by the generator network of the face of the person In some embodiments , à cve can be any suitable weight 
having black hair . Note that , in some embodiments , a associated with the cycle consistency loss function Lcyc , and 
conditional identity loss function Lid can be used during can have any suitable value ( e.g. , five , ten , and / or any other 
training of the generator network during execution of pro 20 suitable value ) . 
cess 150. In some embodiments , the conditional identity loss Note that , in some embodiments , weights for portions of 
function Lid can cause the generator network to be penalized a loss function ( e.g. , a domain , à cye , and / or rid ) can be set 
when the generator network produces changes in the fake based on a particular application . For example , in some 
image x ' that are irrelevant to the target domain cz . That is , embodiments , a weight such as hid can have a first value 
during training of the generator network using same - domain 25 ( e.g. , ten ) when used for an application for translating 
translation ( as shown in FIG . 1C ) , use of the conditional images of faces , and can have a second value ( e.g. , 0.1 ) 
identity loss function Lid can cause the generator network to when used for generating images of healthy and / or diseased 
learn a minimal transformation for translating the input brain images . 
image . In some embodiments , Lid can correspond to a In some embodiments , the generator network and the 
difference between the real image x and the fake image x ' , 30 discriminator network can be trained using any suitable 
such that Lid | x - x ' || . In some embodiments , an example of number of iterations ( e.g. , 200,000 iterations , 300,000 itera 
Lid can be : tions , and / or any other suitable number ) . In some embodi 

ments , the number of iterations required to train the dis 
criminator network and the generator network can vary 

C = Cy 35 based on an application ( e.g. , a type of image used for 
Lid training ) . In some embodiments , loss functions as shown 

and described above can be optimized in any suitable 
manner ( e.g. , using the Adam optimizer , and / or in any other 

Referring to process 160 , in some embodiments , the suitable manner ) and / or with any suitable learning rate ( e.g. , 
generator network G can be trained to take , as inputs , the 40 le - 4 , and / or any other suitable learning rate ) . 
fake image x ' and the domain c , and produce , as an output , In some embodiments , the generator network can be used 
a second fake image x " that is also associated with the same to predict a residual ( delta ) map rather than generating the 
domain corresponding to Cx . For example , in an instance desired image directly . For example , in some embodiments , 
where the images correspond to images of faces of people , an output of the generator network can be computed by 
and where x ' is a fake image of a face of a person who has 45 adding the delta map to the input image followed by 
black hair ( that is , where cz corresponds to black hair ) , x " application of a tanh activation function . As a more particu 
can be a second fake image generated by the generator lar example , in some embodiments , the output of the gen 
network of the face of the person having black hair . Note erator network can be computed as : tanh ( G ( x , c ) + x ) . In some 
that , in some embodiments , the conditional identity loss embodiments , delta map learning can be combined with 
function Lid ( as described above in connection with process 50 fixed - point translation learning , as described above in con 
150 ) can be used during training of the generator network nection with FIGS . 1A , 1B , and 1C . 
during execution of process 160. In some embodiments , Lid Note that , in some embodiments , a trained generator 
can correspond to a difference between the first fake image network can be used to generate a difference map . In some 
x ' and the second fake image x " , such that Lid # x ' - x " ||- embodiments , the difference map can indicate a location of 

Referring to FIGS . 1B and 1C , in some embodiments , the 55 an anomaly in a medical image of a portion of a body of a 
generator network G can be trained to optimize a generator patient , such as a location of a lesion , tumor , nodule , etc. For 
loss function LG . For example , in some embodiments , the example , in an instance in which the discriminator network 
generator loss function LG be : Lg = Lady + and the generator network are trained using MRI images of 
a domain L domain + eveLcvethicLid . Note that , Lady , Pedomain , one or more brain regions which are annotated as being 
and Lid are described above . In some embodiments , hid can 60 associated with domains such as “ healthy , " " diseased , ” 
be any suitable weight associated with the conditional “ tumor , ” “ non - tumor , ” etc. as described above , the generator 
identity loss function Lid , and can have any suitable value network can then take as an input a test image of an MRI of 
( e.g. , 0.1 , one , five , ten , and / or any other suitable value ) . one or more brain regions . Continuing with this example , the 

In some embodiments , L domain can be a domain classifi- generator network can then produce as an output the test 
cation loss function that is incorporated into the generator 65 image translated to a healthy domain . The generator network 
loss function LG , as shown above . In some embodiments , an can then calculate the difference map as a difference between 
example of Ldomain can be : the test image translated to the healthy domain and the input 
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test image , and the difference map can therefore indicate a a wide - area network ( WAN ) , a local - area network ( LAN ) , a 
location of a diseased portion of the brain ( e.g. , a location of wireless network , a digital subscriber line ( DSL ) network , a 
a tumor , etc. ) , if any . In some embodiments , a difference frame relay network , an asynchronous transfer mode ( ATM ) 
map can then be evaluated or processed in any suitable network , a virtual private network ( VPN ) , and / or any other 
manner to detect and / or identify a diseased portion . For 5 suitable communication network . User devices 206 can be 
example , in some embodiments , a maximum value across all connected by one or more communications links to com 
pixels in the difference map can be calculated as the detec- munication network 204 that can be linked via one or more 
tion score , and receiver operating characteristic ( ROC ) communications links to server 202. The communications 
curves can then be calculated using the resultant detection links can be any communications links suitable for commu 
scores . As another example , in some embodiments , differ- 10 nicating data among user devices 206 and server 202 such as 
ence maps can be binarized using color quantization or any network links , dial - up links , wireless links , hard - wired links , 
other suitable technique ( s ) followed by clustering fore- any other suitable communications links , or any suitable 
ground pixels into connected components . In some embodi- combination of such links . 
ments , a connected component with an area larger than a User devices 206 can include any one or more user 
predetermined threshold ( e.g. , ten pixels , and / or any other 15 devices . In some embodiments , user devices 206 can per 
suitable size ) can be considered as a diseased portion ( e.g. , form any suitable function ( s ) . For example , in some embodi 
a lesion , tumor , etc. ) . In some such embodiments , a lesion or ments , user devices 206 can execute any suitable blocks 
other diseased portion can be considered detected if the shown in and described above in connection with FIGS . 1A , 
centroid of a lesion candidate falls inside a lesion ground 1B , and / or 1C for discriminating and generating translated 
truth area . 20 images . As another example , in some embodiments , user 

In some embodiments , a performance of the discriminator devices 206 can initiate execution of any suitable blocks of 
network and / or the generator network can be evaluated in the processes shown in and described above in connection 
any suitable manner . For example , in some embodiments , with FIGS . 1A , 1B , and / or 1C on server 202 , for example , 
cross - domain image translation can be evaluated qualita- by transmitting instructions to server 202 in connection with 
tively by changing one attribute ( e.g. , hair color , gender , age , 25 any suitable parameters for training a network for discrimi 
etc. ) from the source domain at a time , facilitating tracking nating and generating translated images . In some embodi 
changes to image content . As a more particular example , in ments , user devices 206 can include any suitable types of 
some embodiments , the mechanisms can identify changes user devices , such as a desktop computer , a laptop computer , 
made to a generated image other than desired changes a mobile phone , a tablet computer , and / or any other suitable 
related to the desired target domain . As another example , in 30 type of user device . 
some embodiments , same - domain image translation can be Although server 202 is illustrated as one device , the 
evaluated both qualitatively and quantitatively by measuring functions performed by server 202 can be performed using 
image - level Li distance between input and translated any suitable number of devices in some embodiments . For 
images . example , in some embodiments , multiple devices can be 

Turning to FIG . 2 , an example 200 of hardware for 35 used to implement the functions performed by server 202 . 
discriminating and generating translated images that can be Although two user devices 208 and 210 are shown in FIG . 
used in accordance with some embodiments of the disclosed 2 to avoid over - complicating the figure , any suitable number 
subject matter is shown . As illustrated , hardware 200 can of user devices , and / or any suitable types of user devices , 
include a server 202 , a communication network 204 , and / or can be used in some embodiments . 
one or more user devices 206 , such as user devices 208 40 Server 202 and user devices 206 can be implemented 
and / or 210 . using any suitable hardware in some embodiments . For 

Server 202 can be any suitable server ( s ) for storing example , in some embodiments , devices 202 and 206 can be 
information , datasets , programs , and / or any other suitable implemented using any suitable general - purpose computer 
type of content . For example , in some embodiments , server or special - purpose computer . For example , a mobile phone 
202 can store any suitable datasets used for training , vali- 45 may be implemented using a special - purpose computer . Any 
dating , or testing a network for discriminating and generat- such general - purpose computer or special - purpose computer 
ing translated images . In some embodiments , server 202 can can include any suitable hardware . For example , as illus 
transmit any portion of any suitable dataset to user devices trated in example hardware 300 of FIG . 3 , such hardware 
206 , for example , in response to a request from user devices can include hardware processor 302 , memory and / or storage 
206. Note that , in some embodiments , server 202 can 50 304 , an input device controller 306 , an input device 308 , 
execute any suitable programs or algorithms for discrimi- display / audio drivers 310 , display and audio output circuitry 
nating and generating translated images . For example , in 312 , communication interface ( s ) 314 , an antenna 316 , and a 
some embodiments , server 202 can execute any of the bus 318 . 
blocks shown in and described above in connection with Hardware processor 302 can include any suitable hard 
FIGS . 1A , 1B , and / or 1C for training a network to discrimi- 55 ware processor , such as a microprocessor , a micro - control 
nating and generating translated images . In some such ler , digital signal processor ( s ) , dedicated logic , and / or any 
embodiments , server 202 can receive any suitable param- other suitable circuitry for controlling the functioning of a 
eters associated with training the network ( e.g. , a learning general - purpose computer or a special - purpose computer in 
rate to be used , an indication of an optimization library to be some embodiments . In some embodiments , hardware pro 
used , values of weights included in one or more loss 60 cessor 302 can be controlled by a server program stored in 
functions , and / or any other suitable parameters ) from user memory and / or storage of a server , such as server 202. In 
devices 206. In some embodiments , server 202 can be some embodiments , hardware processor 302 can be con 
omitted . trolled by a computer program stored in memory and / or 

Communication network 204 can be any suitable combi- storage 304 of user device 206 . 
nation of one or more wired and / or wireless networks in 65 Memory and / or storage 304 can be any suitable memory 
some embodiments . For example , communication network and / or storage for storing programs , data , and / or any other 
204 can include any one or more of the Internet , an intranet , suitable information in some embodiments . For example , 
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memory and / or storage 304 can include random access In accordance with some embodiments of the disclosed 
memory , read - only memory , flash memory , hard disk stor- subject matter , a method for discriminating and generating 
age , optical media , and / or any other suitable memory . translated images is provided , the method comprising : iden 

Input device controller 306 can be any suitable circuitry tifying a set of training images , wherein each image in the 
for controlling and receiving input from one or more input 5 set of training images is associated with at least one domain 
devices 308 in some embodiments . For example , input from a plurality of domains , and wherein each domain 
device controller 306 can be circuitry for receiving input corresponds to an attribute of an image ; training a generator 
from a touchscreen , from a keyboard , from one or more network of a generative adversarial network to generate , 
buttons , from a voice recognition circuit , from a micro- using a first image from the set of training images that is 
phone , from a camera , from an optical sensor , from an 10 associated with a first domain from the plurality of domains : 
accelerometer , from a temperature sensor , from a near field i ) a first fake image that is associated with the first domain 
sensor , from a pressure sensor , from an encoder , and / or any from the plurality of domains ; and ii ) a second fake image 
other type of input device . that is associated with a second domain from the plurality of 

Display / audio drivers 310 can be any suitable circuitry for domains ; training a discriminator network of the generative 
controlling and driving output to one or more display / audio 15 adversarial network using as inputs to the discriminator 
output devices 312 in some embodiments . For example , network : i ) an image from the set of training images ; ii ) the 
display / audio drivers 310 can be circuitry for driving a first fake image that is associated with the first domain from 
touchscreen , a flat - panel display , a cathode ray tube display , the plurality of domains ; and iii ) the second fake image that 
a projector , a speaker or speakers , and / or any other suitable is associated with the second domain from the plurality of 
display and / or presentation devices . 20 domains ; and in response to determining that training of the 

Communication interface ( s ) 314 can be any suitable cir- generator network and the discriminator network is com 
cuitry for interfacing with one or more communication plete , using the generator network to generate , for an image 
networks ( e.g. , computer network 204 ) . For example , inter- not included in the set of training images that is associated 
face ( s ) 314 can include network interface card circuitry , with the first domain from the plurality of domains at least 
wireless communication circuitry , and / or any other suitable 25 one of : i ) a third fake image that is associated with the first 
type of communication network circuitry . domain from the plurality of domains ; and ii ) a fourth fake 

Antenna 316 can be any suitable one or more antennas for image that is associated with the second domain from the 
wirelessly communicating with a communication network plurality of domains . 
( e.g. , communication network 204 ) in some embodiments . In some embodiments , each image in the set of training 
In some embodiments , antenna 316 can be omitted . 30 images corresponds to an image of a portion of a body of a 

Bus 318 can be any suitable mechanism for communi- patient , and wherein each domain in the plurality of domains 
cating between two or more components 302 , 304 , 306 , 310 , corresponds to a presence or an absence of a disease state in 
and 314 in some embodiments . an image . 
Any other suitable components can be included in hard- In some embodiments , the first domain corresponds to a 

ware 300 in accordance with some embodiments . 35 presence of a lesion in the image of the portion of the body 
In some embodiments , at least some of the above of the patient , and wherein the second domain corresponds 

described blocks of the processes of FIGS . 1A , 1B , and 1C to a lack of a lesion in the image of the portion of the body 
can be executed or performed in any order or sequence not of the patient . 
limited to the order and sequence shown in and described in In some embodiments , the method further comprises 
connection with the figures . Also , some of the above blocks 40 generating a difference map by subtracting the fourth fake 
of FIGS . 1A , 1B , and 1C can be executed or performed image that is associated with the second domain from the 
substantially simultaneously where appropriate or in parallel image not included in the training set . 
to reduce latency and processing times . Additionally or In some embodiments , training the generator network 
alternatively , some of the above described blocks of the comprises optimizing a generator loss function , and wherein 
processes of FIGS . 1A - 1C can be omitted . 45 the generator loss function includes a penalty based on the 

In some embodiments , any suitable computer readable generated first fake image associated with the first domain of 
media can be used for storing instructions for performing the the plurality of domains . 
functions and / or processes herein . For example , in some In some embodiments , training the generator network 
embodiments , computer readable media can be transitory or comprises optimizing a generator loss function , and wherein 
non - transitory . For example , non - transitory computer read- 50 the generator loss function includes a penalty based on the 
able media can include media such as non - transitory forms generated second fake image associated with the second 
of magnetic media ( such as hard disks , floppy disks , and / or domain of the plurality of domains . 
any other suitable magnetic media ) , non - transitory forms of In accordance with some embodiments of the disclosed 
optical media ( such as compact discs , digital video discs , subject matter , a system for discriminating and generating 
Blu - ray discs , and / or any other suitable optical media ) , 55 translated images is provided , the system comprising : a 
non - transitory forms of semiconductor media ( such as flash memory ; and hardware processor that , when executing com 
memory , electrically programmable read - only memory puter - executable instructions stored in the memory , is con 
( EPROM ) , electrically erasable programmable read - only figured to : identify a set of training images , wherein each 
memory ( EEPROM ) , and / or any other suitable semiconduc- image in the set of training images is associated with at least 
tor media ) , any suitable media that is not fleeting or devoid 60 one domain from a plurality of domains , and wherein each 
of any semblance of permanence during transmission , and / domain corresponds to an attribute of an image ; train a 
or any suitable tangible media . As another example , transi- generator network of a generative adversarial network to 
tory computer readable media can include signals on net- generate , using a first image from the set of training images 
works , in wires , conductors , optical fibers , circuits , any that is associated with a first domain from the plurality of 
suitable media that is fleeting and devoid of any semblance 65 domains : i ) a first fake image that is associated with the first 
of permanence during transmission , and / or any suitable domain from the plurality of domains ; and ii ) a second fake 
intangible media . image that is associated with a second domain from the 
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plurality of domains ; train a discriminator network of the domain from the plurality of domains ; and ii ) a fourth fake 
generative adversarial network using as inputs to the dis- image that is associated with the second domain from the 
criminator network : i ) an image from the set of training plurality of domains . 
images ; ii ) the first fake image that is associated with the first In some embodiments , each image in the set of training 
domain from the plurality of domains ; and iii ) the second 5 images corresponds to an image of a portion of a body of a 
fake image that is associated with the second domain from patient , and wherein each domain in the plurality of domains 
the plurality of domains ; and in response to determining that corresponds to a presence or an absence of a disease state in 
training of the generator network and the discriminator an image . 
network is complete , use the generator network to generate , In some embodiments , the first domain corresponds to a 
for an image not included in the set of training images that 10 presence of a lesion in the image of the portion of the body 
is associated with the first domain from the plurality of of the patient , and wherein the second domain corresponds 
domains at least one of : i ) a third fake image that is to a lack of a lesion in the image of the portion of the body 
associated with the first domain from the plurality of of the patient . 
domains ; and ii ) a fourth fake image that is associated with In some embodiments , the method further comprises 
the second domain from the plurality of domains . 15 generating a difference map by subtracting the fourth fake 

In some embodiments , each image in the set of training image that is associated with the second domain from the 
images corresponds to an image of a portion of a body of a image not included in the training set . 
patient , and wherein each domain in the plurality of domains In some embodiments , training the generator network 
corresponds to a presence or an absence of a disease state in comprises optimizing a generator loss function , and wherein 
an image . 20 the generator loss function includes a penalty based on the 

In some embodiments , the first domain corresponds to a generated first fake image associated with the first domain of 
presence of a lesion in the image of the portion of the body the plurality of domains . 
of the patient , and wherein the second domain corresponds In some embodiments , training the generator network 
to a lack of a lesion in the image of the portion of the body comprises optimizing a generator loss function , and wherein 
of the patient . 25 the generator loss function includes a penalty based on the 

In some embodiments , the hardware processor is further generated second fake image associated with the second 
configured to generate a difference map by subtracting the domain of the plurality of domains . 
fourth fake image that is associated with the second domain Accordingly , methods , systems , and media for discrimi 
from the image not included in the training set . nating and generating translated images are provided . 

In some embodiments , training the generator network 30 Although the invention has been described and illustrated 
comprises optimizing a generator loss function , and wherein in the foregoing illustrative embodiments , it is understood 
the generator loss function includes a penalty based on the that the present disclosure has been made only by way of 
generated first fake image associated with the first domain of example , and that numerous changes in the details of imple 
the plurality of domains . mentation of the invention can be made without departing 

In some embodiments , training the generator network 35 from the spirit and scope of the invention , which is limited 
comprises optimizing a generator loss function , and wherein only by the claims that follow . Features of the disclosed 
the generator loss function includes a penalty based on the embodiments can be combined and rearranged in various 
generated second fake image associated with the second ways . 
domain of the plurality of domains . 

In accordance with some embodiments of the disclosed 40 What is claimed is : 
subject matter , non - transitory computer - readable media con- 1. A method for discriminating and generating translated 
taining computer executable instructions that , when images , comprising : 
executed by a processor , cause the processor to perform a identifying a set of training images , wherein each image 
method for discriminating and generating translated images in the set of training images is associated with at least 
is provided . The method comprises : identifying a set of 45 one domain from a plurality of domains , and wherein 
training images , wherein each image in the set of training each domain corresponds to an attribute of an image ; 
images associated with at least one domain from a training a generator network of a generative adversarial 
plurality of domains , and wherein each domain corresponds network to generate , using a first image from the set of 
to an attribute of an image ; training a generator network of training images that is associated with a first domain 
a generative adversarial network to generate , using a first 50 from the plurality of domains : i ) a first fake image that 
image from the set of training images that is associated with is associated with the first domain from the plurality of 
a first domain from the plurality of domains : i ) a first fake domains ; and ii ) a second fake image that is associated 
image that is associated with the first domain from the with a second domain from the plurality of domains ; 
plurality of domains ; and ii ) a second fake image that is training a discriminator network of the generative adver 
associated with a second domain from the plurality of 55 sarial network using as inputs to the discriminator 
domains ; training a discriminator network of the generative network : i ) an image from the set of training images ; ii ) 
adversarial network using as inputs to the discriminator the first fake image that is associated with the first 
network : i ) an image from the set of training images ; ii ) the domain from the plurality of domains ; and iii ) the 
first fake image that is associated with the first domain from second fake image that is associated with the second 
the plurality of domains ; and iii ) the second fake image that 60 domain from the plurality of domains ; and 
is associated with the second domain from the plurality of in response to determining that training of the generator 
domains ; and in response to determining that training of the network and the discriminator network is complete , 
generator network and the discriminator network is com using the generator network to generate , for an image 
plete , using the generator network to generate , for an image not included in the set of training images that is 
not included in the set of training images that is associated 65 associated with the first domain from the plurality of 
with the first domain from the plurality of domains at least domains at least one of : i ) a third fake image that is 
one of : i ) a third fake image that is associated with the first associated with the first domain from the plurality of 
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domains ; and ii ) a fourth fake image that is associated 9. The system of claim 8 , wherein the first domain 
with the second domain from the plurality of domains . corresponds to a presence of a lesion in the image of the 

2. The method of claim 1 , wherein each image in the set portion of the body of the patient , and wherein the second 
of training images corresponds to an image of a portion of domain corresponds to a lack of a lesion in the image of the 
a body of a patient , and wherein each domain in the plurality 5 portion of the body of the patient . 
of domains corresponds to a presence or an absence of a 10. The system of claim 9 , wherein the hardware proces 
disease state in an image . sor is further configured to generate a difference map by 

3. The method of claim 2 , wherein the first domain subtracting the fourth fake image that is associated with the 
corresponds to a presence of a lesion in the image of the second domain from the image not included in the training 
portion of the body of the patient , and wherein the second set . 
domain corresponds to a lack of a lesion in the image of the 11. The system of claim 7 , wherein training the generator 
portion of the body of the patient . network comprises optimizing a generator loss function , and 

4. The method of claim 3 , further comprising generating wherein the generator loss function includes a penalty based 
a difference map by subtracting the fourth fake image that is on the generated first fake image associated with the first 
associated with the second domain from the image not domain of the plurality of domains . 
included in the training set . 12. The system of claim 7 , wherein training the generator 

5. The method of claim 1 , wherein training the generator network comprises optimizing a generator loss function , and 
network comprises optimizing a generator loss function , and wherein the generator loss function includes a penalty based 
wherein the generator loss function includes a penalty based 20 on the generated second fake image associated with the 
on the generated first fake image associated with the first second domain of the plurality of domains . 
domain of the plurality of domains . 13. A non - transitory computer - readable medium contain 

6. The method of claim 1 , wherein training the generator ing computer executable instructions that , when executed by 
network comprises optimizing a generator loss function , and a processor , cause the processor to perform a method for 
wherein the generator loss function includes a penalty based 25 discriminating and generating translated images , the method 
on the generated second fake image associated with the comprising : 
second domain of the plurality of domains . identifying a set of training images , wherein each image 

7. A system for discriminating and generating translated in the set of training images is associated with at least 
images , the system comprising : one domain from a plurality of domains , and wherein 

a memory ; and each domain corresponds to an attribute of an image ; 
a hardware processor that , when executing computer- training a generator network of a generative adversarial 

executable instructions stored in the memory , is con- network to generate , using a first image from the set of 
figured to : training images that is associated with a first domain 
identify a set of training images , wherein each image in from the plurality of domains : i ) a first fake image that 

the set of training images is associated with at least 35 is associated with the first domain from the plurality of 
one domain from a plurality of domains , and wherein domains ; and ii ) a second fake image that is associated 
each domain corresponds to an attribute of an image ; with a second domain from the plurality of domains ; 

train a generator network of a generative adversarial training a discriminator network of the generative adver 
network to generate , using a first image from the set sarial network using as inputs to the discriminator 
of training images that is associated with a first 40 network : i ) an image from the set of training images ; ii ) 
domain from the plurality of domains : i ) a first fake the first fake image that is associated with the first 
image that is associated with the first domain from domain from the plurality of domains ; and iii ) the 
the plurality of domains ; and ii ) a second fake image second fake image that is associated with the second 
that is associated with a second domain from the domain from the plurality of domains ; and 
plurality of domains ; in response to determining that training of the generator 

train a discriminator network of the generative adver- network and the discriminator network is complete , 
sarial network using as inputs to the discriminator using the generator network to generate , for an image 
network : i ) an image from the set of training images ; not included in the set of training images that is 
ii ) the first fake image that is associated with the first associated with the first domain from the plurality of 
domain from the plurality of domains ; and iii ) the 50 domains at least one of : i ) a third fake image that is 
second fake image that is associated with the second associated with the first domain from the plurality of 
domain from the plurality of domains ; and domains ; and ii ) a fourth fake image that is associated 

in response to determining that training of the generator with the second domain from the plurality of domains . 
network and the discriminator network is complete , 14. The non - transitory computer - readable medium of 
use the generator network to generate , for an image 55 claim 13 , wherein each image in the set of training images 
not included in the set of training images that is corresponds to an image of a portion of a body of a patient , 
associated with the first domain from the plurality of and wherein each domain in the plurality of domains cor 
domains at least one of : i ) a third fake image that is responds to a presence or an absence of a disease state in an 
associated with the first domain from the plurality of image . 
domains ; and ii ) a fourth fake image that is associ- 60 15. The non - transitory computer - readable medium of 
ated with the second domain from the plurality of claim 14 , wherein the first domain corresponds to a presence 
domains . of a lesion in the image of the portion of the body of the 

8. The system of claim 7 , wherein each image in the set patient , and wherein the second domain corresponds to a 
of training images corresponds to an image of a portion of lack of a lesion in the image of the portion of the body of the 
a body of a patient , and wherein each domain in the plurality 65 patient . 
of domains corresponds to a presence or an absence of a 16. The non - transitory computer - readable medium of 
disease state in an image . claim 15 , wherein the method further comprises generating 
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a difference map by subtracting the fourth fake image that is 
associated with the second domain from the image not 
included in the training set . 

17. The non - transitory computer - readable medium of 
claim 13 , wherein training the generator network comprises 5 
optimizing a generator loss function , and wherein the gen 
erator loss function includes a penalty based on the gener 
ated first fake image associated with the first domain of the 
plurality of domains . 

18. The non - transitory computer - readable medium of 10 
claim 13 , wherein training the generator network comprises 
optimizing a generator loss function , and wherein the gen 
erator loss function includes a penalty based on the gener 
ated second fake image associated with the second domain 
of the plurality of domains . 15 


