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AUTONOMOUS DRIVING METHOD AND 
APPARATUS 

CROSS - REFERENCE TO RELATED 
DISCLOSURE 

[ 0001 ] This application claims priority to Chinese Patent 
Disclosure No. 201811633970.X , filed on Dec. 29 , 2018 , 
which is hereby incorporated by reference in its entirety . 

TECHNICAL FIELD 

[ 0002 ] The present disclosure relates to the field of 
autonomous driving technologies and , in particular , to an 
autonomous driving method and an apparatus . 

BACKGROUND 

[ 0003 ] An autonomous vehicle is also known as an 
unmanned vehicle , a computer - driven vehicle or a wheeled 
mobile robot , which is an intelligent vehicle that achieves 
unmanned driving through a computer system . Mainstream 
methods for achieving autonomous driving include a per 
ception - decision - control method and an end - to - end method . 
Where the end - to - end method needs to achieve the purpose 
of autonomous driving through processes such as data 
collecting and model training . 
[ 0004 ] In the prior art , a model obtained from the end - to 
end method is subject to data that is collected . When the 
collected data is data collected in a certain scenario , a model 
obtained from training based on the data can only be used in 
this scenario , and if the autonomous vehicle is in another 
scenario , the model cannot produce appropriate output . It 
can be seen that the autonomous driving method provided in 
the prior art has a limited application scenario and low 
robustness . 

[ 0014 ] acquiring the sample image of the target scenario 
according to the sample image of the known scenario and a 
pre - trained domain conversion model , where the domain 
conversion model is used to indicate a relationship between 
an image of the known scenario and an image of the target 
scenario . 
[ 0015 ] Optionally , the sample image of the known sce 
nario is a daytime sample image , and the sample image of 
the target scenario is a night sample image ; and 
[ 0016 ] the acquiring the sample image of the target sce 
nario according to the sample image of the known scenario 
and a pre - trained domain conversion model includes : 
[ 0017 ] acquiring the night sample image according to the 
daytime sample image and the pre - trained domain conver 
sion model , where the domain conversion model is used to 
indicate a relationship between a daytime image and a night 
image . 
[ 0018 ] Optionally , the sample image of the known sce 
nario is a sunny - day sample image , and the sample image of 
the target scenario is a rainy - day sample image ; and 
[ 0019 ] the acquiring the sample image of the target sce 
nario according to the sample image of the known scenario 
and a pre - trained domain conversion model includes : 
[ 0020 ] acquiring the rainy - day sample image according to 
the sunny - day sample image and the pre - trained domain 
conversion model , where the domain conversion model is 
used to indicate a relationship between a sunny - day image 
and a rainy - day image . 
[ 0021 ] Optionally , before the acquiring the sample image 
of the target scenario according to the sample image of the 
known scenario and a pre - trained domain conversion model , 
the method further includes : 
[ 0022 ] training a model with a generative adversarial 
network ( GAN ) technique to obtain the domain conversion 
model . 
[ 0023 ] Optionally , the sample image of the known sce 
nario is a sample image in which there is no pedestrian and 
vehicle in front of a vehicle , and the sample image of the 
target scenario is a sample image in which there is a 
pedestrian and a vehicle in front of the vehicle ; and 
[ 0024 ] the generating a sample image of the target sce 
nario according to a sample image of a known scenario 
includes : 
[ 0025 ] performing vehicle marking and pedestrian mark 
ing on the sample image in which there is no pedestrian and 
vehicle in front of the vehicle to obtain the sample image in 
which there is a pedestrian and a vehicle in front of the 
vehicle . 
[ 0026 ] In a second aspect , the present disclosure provides 
an autonomous driving apparatus , including : 
[ 0027 ] a receiving module , configured to receive a cur 
rently collected image sent by an unmanned vehicle , where 
the currently collected image is an image collected in a 
target scenario ; 
[ 0028 ] an acquiring module , configured to acquire current 
driving data according to the currently collected image and 
a pre - trained autonomous driving model , where the autono 
mous driving model is configured to indicate a relationship 
between an image and driving data in at least two scenarios , 
and the at least two scenarios include the target scenario ; and 
[ 0029 ] a sending module , configured to send the current 
driving data to the unmanned vehicle . 

SUMMARY 

[ 0005 ] The present disclosure provides an autonomous 
driving method and an apparatus for solving the problem of 
low robustness in the prior art . 
[ 0006 ] In a first aspect , the present disclosure provides an 
autonomous driving method , including : 
[ 0007 ] receiving a currently collected image sent by an 
unmanned vehicle , where the currently collected image is an 
image collected in a target scenario ; 
[ 0008 ] acquiring current driving data according to the 
currently collected image and a pre - trained autonomous 
driving model , where the autonomous driving model is used 
to indicate a relationship between an image and driving data 
in at least two scenarios , and the at least two scenarios 
include the target scenario ; and 
[ 0009 ] sending the current driving data to the unmanned 
vehicle . 
[ 0010 ] Optionally , before the acquiring current driving 
data according to the currently collected image and a pre 
trained autonomous driving model , the method includes : 
[ 0011 ] generating a sample image of the target scenario 
according to a sample image of a known scenario ; and 
[ 0012 ] acquiring the autonomous driving model according 
to the sample image of the known scenario and the sample 
image of the target scenario . 
[ 0013 ] Optionally , the generating a sample image of the 
target scenario according to a sample image of a known 
scenario includes : 
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rently collected image herein is an image collected in a 
target scenario , the server then acquires current driving data 
according to the currently collected image and a pre - trained 
autonomous driving model , and returns the driving data to 
the unmanned vehicle so that the unmanned vehicle can 
travel in at least two scenarios , thereby improving the 
robustness of the unmanned driving method . 

[ 0030 ] Optionally , the acquiring module is further config 
ured to : 
[ 0031 ] generate a sample image of the target scenario 
according to a sample image of a known scenario ; and 
[ 0032 ] acquire the autonomous driving model according 
to the sample image of the known scenario and the sample 
image of the target scenario . 
[ 0033 ] Optionally , the acquiring module is specifically 
configured to : 
[ 0034 ) acquire the sample image of the target scenario 
according to the sample image of the known scenario and a 
pre - trained domain conversion model , where the domain 
conversion model is used to indicate a relationship between 
an image of the known scenario and an image of the target 
scenario . 
[ 0035 ] Optionally , the sample image of the known sce 
nario is a daytime sample image , and the sample image of 
the target scenario is a night sample image ; and the acquiring 
module is specifically configured to : 
[ 0036 ] acquire the night sample image according to the 
daytime sample image and the pre - trained domain conver 
sion model , where the domain conversion model is used to 
indicate a relationship between a daytime image and a night 
image . 
[ 0037 ] Optionally , the sample image of the known sce 
nario is a sunny - day sample image , and the sample image of 
the target scenario is a rainy - day sample image ; and the 
acquiring module is specifically configured to : 
[ 0038 ] acquire the rainy day sample image according to 
the sunny - day sample image and the pre - trained domain 
conversion model , where the domain conversion model is 
used to indicate a relationship between a sunny - day image 
and a rainy - day image . 
[ 0039 ] Optionally , the acquiring module is specifically 
configured to : 
[ 0040 ] train a model with a generative adversarial network 
( GAN ) technique to obtain the domain conversion model . 
[ 0041 ] Optionally , the sample image of the known sce 
nario is a sample image in which there is no pedestrian and 
vehicle in front of a vehicle , and the sample image of the 
target scenario is a sample image in which there is a 
pedestrian and a vehicle in front of the vehicle ; and the 
acquiring module is specifically configured to : 
[ 0042 ] perform vehicle marking and pedestrian marking 
on the sample image in which there is no pedestrian and 
vehicle in front of the vehicle to obtain the sample image in 
which there is a pedestrian and a vehicle in front of the 
vehicle . 
[ 0043 ] In a third aspect , the present disclosure provides a 
compu readable storage medium having a computer pro 
gram stored thereon , where the computer program imple 
ments the autonomous driving method described above 
when executed by a processor . 
[ 0044 ] In a fourth aspect , the present disclosure provides 
a server , including : 
[ 0045 ] a processor ; and 
[ 0046 ] a memory , configured to store an executable 
instruction of the processor ; 
[ 0047 ] where the processor is configured to implement the 
autonomous driving method described above via executing 
the executable instruction . 
[ 0048 ] In the autonomous driving method provided in the 
present disclosure , a server first receives a currently col 
lected image sent by a unmanned vehicle , where the cur 

BRIEF DESCRIPTION OF DRAWING ( S ) 
[ 0049 ] In order to illustrate technical solutions in embodi 
ments of the present disclosure or the prior art more clearly , 
accompanying drawings used for description of the embodi 
ments of the present disclosure or the prior art will be briefly 
described hereunder . Obviously , the described drawings are 
merely some embodiments of present disclosure . For per 
sons of ordinary skilled in the art , other drawings may be 
obtained based on these drawings without any creative 
effort . 
[ 0050 ] FIG . 1 is an application scenario diagram of an 
autonomous driving method according to the present dis 
closure ; 
[ 0051 ] FIG . 2 is a schematic flow chart of Embodiment 1 
of the autonomous driving method according to the present 
disclosure ; 
[ 0052 ] FIG . 3 is a schematic flow chart of Embodiment 2 
of the autonomous driving method according to the present 
disclosure ; 
[ 0053 ] FIG . 4 is a schematic diagram of acquiring driving 
data according to the present disclosure ; 
[ 0054 ] FIG . 5 is a schematic flow chart of Embodiment 3 
of the autonomous driving method according to the present 
disclosure ; 
[ 0055 ] FIG . 6 is another schematic diagram of acquiring 
driving data according to the present disclosure ; 
[ 0056 ] FIG . 7 is a schematic flow chart of Embodiment 4 
of the autonomous driving method according to the present 
disclosure ; 
[ 0057 ] FIG . 8 is still another schematic diagram of acquir 
ing driving data according to the present disclosure ; 
[ 0058 ] FIG . 9 is a schematic structural diagram of an 
autonomous driving apparatus according to the present 
disclosure ; and 
[ 0059 ] FIG . 10 is a schematic structural diagram of hard 
ware of a server according to the present disclosure . 

DESCRIPTION OF EMBODIMENTS 

[ 0060 ] In order to make objectives , technical solutions , 
and advantages of embodiments of the present disclosure 
clearer , the technical solutions in the embodiments of the 
present disclosure will be described hereunder clearly and 
comprehensively with reference to the accompanying draw 
ings in the embodiments of the present disclosure . Obvi 
ously , the described embodiments are only a part of embodi 
ments of the present disclosure , rather than all embodiments 
of the present disclosure . All other embodiments obtained by 
persons of ordinary skilled in the art based on the embodi 
ments of the present disclosure without any creative effort 
shall fall into the protection scope of the present disclosure . 
[ 0061 ] Terms such as “ first " , " second ” , “ third ” , “ fourth ” 
( if present ) in the specification and the claims as well as the 
described accompany drawings of the present disclosure are 
used to distinguish similar objects , but not intended to 
describe a specific order or sequence . It will be appreciated 
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that the data used in this way can be interchangeable under 
appropriate circumstances , such that the embodiments of the 
present disclosure described herein can be implemented , for 
instance , in an order other than those illustrated or described 
herein . Moreover , terms such as “ include ” and “ comprise " 
and any variation thereof are intended to cover a non 
exclusive inclusion , for example , processes , methods , sys 
tems , products or devices that encompass a series of steps or 
units are not necessarily limited to those steps or units that 
are clearly listed , but may include other steps or units that 
are not explicitly listed or inherent to these processes , 
methods , products or devices . 
[ 0062 ] In the prior art , the end - to - end autonomous driving 
method needs to be achieved through processes such as data 
collecting and model training , which has the problem that 
when the collected data is data collected in a certain sce 
nario , a model obtained from training based on the data can 
only be used in this scenario , and if the autonomous vehicle 
is in another scenario , the model cannot produce appropriate 
output . For example , when the collected data is daytime 
data , a model obtained from training cannot be used at night ; 
for another example , when the collected data does not have 
data at a rainy time , a model obtained from training cannot 
be used when it rains ; for still another example , when the 
collected data is data indicating that there is no vehicle or 
pedestrian in the front , a model obtained from training 
cannot be used in a case where there is a vehicle or a 
pedestrian in the front . The above - mentioned autonomous 
driving method provided in the prior art has a limited 
application scenario and low robustness . 
[ 0063 ] Based on the above technical problem , the present 
disclosure provides an autonomous driving method and an 
apparatus . An autonomous driving model that can be used in 
at least two scenarios is obtained from training Upon recep 
tion of a currently collected image sent by a unmanned 
vehicle , the image is input into the above - mentioned autono 
mous driving model so that corresponding driving data can 
be obtained , and for the autonomous vehicle , driving safety 
can be improved based on the driving data . 
[ 0064 ] FIG . 1 is an application scenario diagram of an 
autonomous driving method according to the present dis 
closure . The application scenario diagram shown in FIG . 1 
includes : autonomous vehicles and a server . 
[ 0065 ] Where the above - mentioned autonomous vehicle is 
equipped with an image collecting device . Optionally , the 
image collecting device can be installed on a front wind 
shield of the autonomous vehicle , which is used to capture 
an image in front of the autonomous vehicle . The image 
collecting device can be any device that can achieve an 

age collecting function , such as a webcam , video 

bined with each other , and for the same or similar concepts 
or processes , details may not be described in some embodi 
ments for the sake of redundancy . The embodiments of the 
present disclosure will be described hereunder with refer 
ence to the accompanying drawings . 
[ 0068 ] FIG . 2 is a schematic flow chart of Embodiment 1 
of the autonomous driving method according to the present 
disclosure . The autonomous driving method provided in this 
embodiment can be performed by the server shown in FIG . 
1. As shown in FIG . 2 , the autonomous driving method 
provided in this embodiment includes : 
[ 0069 ] S201 : receiving a currently collected image sent by 
an unmanned vehicle , where the currently collected image is 
an image collected in a target scenario . 
[ 0070 ] Where , as described above , an image may be 
collected by an image collecting device installed on the front 
windshield of the unmanned vehicle . The currently collected 
image described above refers to an image in front of the 
unmanned vehicle . 
[ 0071 ] S202 : acquiring current driving data according to 
the currently collected image and a pre - trained autonomous 
driving model . 
[ 0072 ] S203 : sending the current driving data to the 
unmanned vehicle . 
[ 0073 ] Where the above pre - trained autonomous driving 
model is used to indicate a relationship between an image 
and driving data in at least two scenarios at the same place , 
and the at least two scenarios herein include the target 
scenario in S101 . The scenarios here include : daytime , night , 
sunny day , rainy day , a scenario where there is a vehicle and 
a pedestrian in front of the vehicle , and a scenario where 
there is no vehicle and pedestrian in front of the vehicle . 
[ 0074 ] Optionally , time periods corresponding to the day 
time and the night described above can be artificially 
defined , and the sunny day and the rainy day described 
above can be subject to the weather forecast . 
[ 0075 ] Specifically , the pre - trained autonomous driving 
model as described above can be acquired by : firstly , gen 
erating a sample image of the target scenario according to a 
sample image of the known scenario ; and then acquiring the 
autonomous driving model according to the sample image of 
the known scenario and the sample image of the target 
scenario . 
[ 0076 ] For example , assuming that the pre - trained autono 
mous driving model as described above refers to a relation 
ship between an image and driving data in two scenarios at 
daytime and night , and the currently collected image in S201 
is a night image , then driving data of a corresponding place 
at night can be output after the night image collected in S201 
is input into the autonomous driving model described above . 
[ 0077 ] Where the driving data includes a traveling speed 
of the vehicle , a steering wheel angle , and the like . Since the 
autonomous driving model in this embodiment is applicable 
to at least two scenarios , the autonomous driving method in 
this embodiment can be used in at least two scenarios and 
driving safety of the autonomous driving vehicle is 
improved . 
[ 0078 ] According to the autonomous driving method pro 
vided in this embodiment , a server firstly receives 
rently collected image sent by a unmanned vehicle , where 
the currently collected image herein is an image collected in 
a target scenario , the server then acquires current driving 
data according to the currently collected image and a pre 
trained autonomous driving model , and returns the driving 

camera or a camera . 

[ 0066 ] The server may be connected to N autonomous 
vehicles simultaneously . After the image collecting device 
sends the captured image in front of the autonomous vehicle 
to the server , the server can calculate current driving data 
according to the image and a pre - trained autonomous driv 
ing model , and return the driving data to the autonomous 
vehicle so that the autonomous vehicle travels based on the 
driving data . 
[ 0067 ] A detailed illustration will be given hereunder on 
the technical solutions of the present disclosure and how the 
above technical problem is solved using the technical solu 
tions of the present disclosure with reference to specific 
embodiments . The specific embodiments below can be com 

cur 
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data to the unmanned vehicle so that the unmanned vehicle 
can travel in at least two scenarios , thereby improving 
robustness of the unmanned driving method . 
[ 0079 ] It can be seen from the above description that the 
unmanned driving method according to the present disclo 
sure is implemented based on an autonomous driving model , 
and a detailed description will be given hereunder on how to 
acquire the above - described autonomous driving model in 
conjunction with a specific embodiment . Specifically , it is 
divided into the following three cases : 
[ 0080 ] Case 1 : the known scenario differs from the target 
scenario in terms of time periods . 
[ 0081 ] Case 2 : the known scenario differs from the target 
scenario in terms of weather . 
[ 0082 ] Case 3 : the known scenario differs from the target 
scenario in terms of whether there is a pedestrian and a 
vehicle in front of the vehicle . 
[ 0083 ] FIG . 3 is a schematic flow chart of Embodiment 2 
of the autonomous driving method according to the present 
disclosure . This embodiment an illustration of the autono 
mous driving method described above in Case 1. In this 
embodiment , the sample image of the known scenario is a 
daytime sample image ; and the sample image of the target 
scenario is a night sample image . As shown in FIG . 3 , the 
autonomous driving method provided in this embodiment 
includes : 
[ 0084 ] S301 : receiving a currently collected image sent by 
an unmanned vehicle , where the currently collected image is 
an image collected at night . 
[ 0085 ] S302 : acquiring a night sample image according to 
a daytime sample image and a pre - trained domain conver 
sion model , where the domain conversion model is used to 
indicate a relationship between a daytime image and a night 
image . 
[ 0086 ] Where the domain conversion model is a pre 
trained model for converting an image of one time period 
into an image of another time period , which is used here to 
convert the daytime sample image into the night sample 
image . 
[ 0087 ] Specifically , a process for training the above - men 
tioned domain conversion model can be : collecting daytime 
sample data and corresponding night sample data , and 
training the daytime sample data and the night sample data 
to obtain a domain conversion model from daytime to 
nighttime . 
[ 0088 ] Optionally , the domain conversion model can be 
obtained from training with a generative adversarial network 
( GAN ) technique . 
[ 0089 ] S303 : acquiring the autonomous driving model 
according to the daytime sample image and the night sample 
image . 
[ 0090 ] S304 : acquiring current driving data according to 
the currently collected image and a pre - trained autonomous 
driving model . 
[ 0091 ] S305 : sending the current driving data to the 
unmanned vehicle . 
[ 0092 ] A principle for acquiring driving data in this 
embodiment will be described hereunder with reference to 
FIG . 4 : 
[ 0093 ] daytime sample data and corresponding night 
sample data are collected , and the daytime sample data and 
the night sample data are trained to obtain a daytime- > night 
domain conversion model . A daytime sample image is input 
into the domain conversion model to obtain a night sample 

image . A training is performed based on the daytime sample 
image and the night sample image so that an autonomous 
driving model is obtained , and the currently collected night 
image is input into the autonomous driving model to obtain 
current driving data . 
[ 0094 ] The autonomous driving method according to this 
embodiment illustrates the autonomous driving method 
described above in Case 1. This method is applicable to both 
daytime and nighttime , and thus robustness of the unmanned 
driving method is improved . 
[ 0095 ] FIG . 5 is a schematic flow chart of a third embodi 
ment of the autonomous driving method according to the 
present disclosure . This embodiment illustrates the autono 
mous driving method described above in Case 2. In this 
embodiment , the sample image of the known scenario is a 
sunny - day sample image ; and the sample image of the target 
scenario is a rainy - day sample image . As shown in FIG . 5 , 
the autonomous driving method provided in this embodi 
ment includes : 
[ 0096 ] S501 : receiving a currently collected image sent by 
an unmanned vehicle , where the currently collected image is 
an image collected at rainy day . 
[ 0097 ] S502 : acquiring a rainy - day sample image accord 
ing to a sunny - day sample image and a pre - trained domain 
conversion model , where the domain conversion model is 
used to indicate a relationship between a sunny - day image 
and a rainy - day image . 
[ 0098 ] Where the domain conversion model is a pre 
trained model for converting an image of one kind of 
weather into an image of another kind of weather , which is 
used here to convert the sunny - day sample image into the 
rainy - day sample image . 
[ 0099 ] Specifically , a process for training the above - men 
tioned domain conversion model can be : collecting sunny 
day sample data and corresponding rainy - day sample data , 
and training the sunny - day sample data and the rainy - day 
sample data to obtain a domain conversion model from 
sunny day to rainy day . 
[ 0100 ] S503 : acquiring the autonomous driving model 
according to the sunny - day sample image and the rainy - day 
sample image . 
[ 0101 ] S504 : acquiring current driving data according to 
the currently collected image and a pre - trained autonomous 
driving model . 
[ 0102 ] S505 : sending the current driving data to the 
unmanned vehicle . 
[ 0103 ] Aprocess for acquiring driving data in this embodi 
ment will be described hereunder with reference to FIG . 6 : 
[ 0104 ] Sunny - day sample data and corresponding rainy 
day sample data are collected , and the sunny - day sample 
data and the rainy - day sample data are trained to obtain a 
sunny - day- > rainy - day domain conversion model . A sunny 
day sample image is input into the domain conversion model 
to obtain a rainy - day sample image . A training is performed 
based on the sunny - day sample image and the rainy - day 
sample image so that an autonomous driving model is 
obtained , and the currently collected rainy - day image is 
input into the autonomous driving model to obtain current 
driving data . 
[ 0105 ] The autonomous driving method provided in this 
embodiment illustrates the autonomous driving method 
described above in Case 2. This method is applicable to both 
sunny day and rainy day , and thus robustness of the 
unmanned driving method is improved . 
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[ 0106 ] FIG . 7 is a schematic flow chart of Embodiment 4 
of the autonomous driving method according to the present 
disclosure . This embodiment is an illustration of the autono 
mous driving method described above in Case 3. In this 
embodiment , the sample image of the known scenario is a 
sample image in which there is no pedestrian and vehicle in 
front of the vehicle ; and the sample image of the target 
scenario is a sample image in which there is a pedestrian and 
a vehicle in front of the vehicle . As shown in FIG . 8 , the 
autonomous driving method provided in this embodiment 
includes : 
[ 0107 ] S701 : receiving a currently collected image sent by 
a unmanned vehicle , where the currently collected image is 
an image in which there is a pedestrian and / or a vehicle in 
front of the vehicle . 
[ 0108 ] S702 : performing vehicle marking and / or pedes 
trian marking on a sample image in which there is no 
pedestrian and vehicle in front of the vehicle to obtain the 
sample image in which there is a pedestrian and / or a vehicle 
in front of the vehicle . 
[ 0109 ] Specifically , the sample image in which there is no 
pedestrian and vehicle in front of the vehicle can be marked 
with a vehicle and / or pedestrian to simulate the image in 
which there is a pedestrian and / or a vehicle in front of the 
vehicle , and the marking method can utilize an image 
synthesis technology . The location and the number of 
vehicles and pedestrians can be flexibly set as desired . 
[ 0110 ] S703 : acquiring the autonomous driving model 
according to the sample image in which there is no pedes 
trian and vehicle in front of the vehicle and the sample image 
in which there is a pedestrian and / or a vehicle in front of the 
vehicle . 

[ 0111 ] S704 : acquiring current driving data according to 
the currently collected image and a pre - trained autonomous 
driving model . 
[ 0112 ] S705 : sending the current driving data to the 
unmanned vehicle . 
[ 0113 ] Aprocess for acquiring driving data in this embodi 
ment will be described hereunder with reference to FIG . 8 : 
[ 0114 ] an existing sample image in which there is no 
pedestrian and vehicle in front of the vehicle is marked with 
a vehicle and / or a pedestrian to obtain a sample image in 
which there is a pedestrian and / or a vehicle in front of the 
vehicle . A training is performed based on the sample image 
in which there is no pedestrian and vehicle in front of the 
vehicle and the sample image in which there is a pedestrian 
and / or a vehicle in front of the vehicle , so that an autono 
mous driving model is obtained , and the currently collected 
night image is input into the autonomous driving model to 
obtain current driving data . 
[ 0115 ] The autonomous driving method provided in this 
embodiment illustrates the autonomous driving method 
described above in Case 3. This method is applicable to 
either a case where there is a vehicle and a pedestrian in front 
of the vehicle or a case where there is no vehicle and 
pedestrian in front of the vehicle , and thus robustness of the 
unmanned driving method is improved . 
[ 0116 ] FIG . 9 is a schematic structural diagram of an 
autonomous driving apparatus according to the present 
disclosure . As shown in FIG . 9 , the autonomous driving 
apparatus provided in the present disclosure includes : 

[ 0117 ] a receiving module 901 , configured to receive a 
currently collected image sent by a unmanned vehicle , 
where the currently collected image is an image collected in 
a target scenario ; 
[ 0118 ] an acquiring module 902 , configured to acquire 
current driving data according to the currently collected 
image and a pre - trained autonomous driving model , where 
the autonomous driving model is configured to indicate a 
relationship between an image and driving data in at least 
two scenarios , and the at least two scenarios include the 
target scenario ; and 
[ 0119 ] a sending module 903 , configured to send the 
current driving data to the unmanned vehicle . 
[ 0120 ] Optionally , the acquiring module 902 is further 
configured to : 
[ 0121 ] generate a sample image of the target scenario 
according to a sample image of a known scenario ; and 
[ 0122 ] acquire the autonomous driving model according 
to the sample image of the known scenario and the sample 
image of the target scenario . 
[ 0123 ] Optionally , the acquiring module 902 is specifi 
cally configured to : 
[ 0124 ] acquire the sample image of the target scenario 
according to the sample image of the known scenario and a 
pre - trained domain conversion model , where the domain 
conversion model is used to indicate a relationship between 
an image of the known scenario and an image of the target 
scenario . 
[ 0125 ] Optionally , the sample image of the known sce 
nario is a daytime sample image , and the sample image of 
the target scenario is a night sample image ; and the acquiring 
module 902 is specifically configured to : 
[ 0126 ] acquire the night sample image according to the 
daytime sample image and the pre - trained domain conver 
sion model , where the domain conversion model is used to 
indicate a relationship between a daytime image and a night 
image . 
[ 0127 ] Optionally , the sample image of the known sce 
nario is a sunny - day sample image , and the sample image of 
the target scenario is a rainy - day sample image ; and the 
acquiring module 902 is specifically configured to : 
[ 0128 ] acquire the rainy - day sample image according to 
the sunny - day sample image and the pre - trained domain 
conversion model , where the domain conversion model is 
used to indicate a relationship between a sunny - day image 
and a rainy - day image . 
[ 0129 ] Optionally , the acquiring module 902 is specifi 
cally configured to : 
[ 0130 ] train a model with a generative adversarial network 
( GAN ) technique to obtain the domain conversion model . 
[ 0131 ] Optionally , the sample image of the known sce 
nario is a sample image in which there is no pedestrian and 
vehicle in front of the vehicle , and the sample image of the 
target scenario is a sample image in which there is a 
pedestrian and a vehicle in front of the vehicle ; and the 
acquiring module 902 is specifically configured to : 
[ 0132 ] perform vehicle marking and pedestrian marking 
on the sample image in which there is no pedestrian and 
vehicle in front of the vehicle to obtain the sample image in 
which there is a pedestrian and a vehicle in front of the 
vehicle . 
[ 0133 ] The autonomous driving apparatus provided in this 
embodiment can be used to perform the autonomous driving 
method described above in any one of the embodiments ; and 
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implementation principles and technical effects thereof are 
similar , for which details will not be described herein again . 
[ 0134 ] FIG . 10 is a schematic structural diagram of hard 
ware of a server according to the present disclosure . As 
shown in FIG . 10 , the server in this embodiment can include : 
[ 0135 ] a memory 1001 , configured to store a program 
instruction ; and 
[ 0136 ] a processor 1002 , configured to implement the 
autonomous driving method described above in any one of 
the embodiments when the program instruction is executed . 
Reference may be made to the previous embodiment for a 
detailed implementation principle , which will not be 
described herein again in this embodiment . 
[ 0137 ] The present disclosure provides a computer read 
able storage medium having a computer program stored 
thereon , where the computer program implements the 
autonomous driving method described above in any one of 
the embodiments when executed by a processor . 
[ 0138 ] The present disclosure also provides a program 
product , where the program product includes a computer 
program stored in a readable storage medium . At least one 
processor can read the computer program from the readable 
storage medium , and the at least one processor executes the 
computer program such that a server implements the autono 
mous driving method described above in any one of the 
embodiments . 
[ 0139 ] In several embodiments provided in the present 
disclosure , it should be understood that the disclosed appa 
ratus and method can be implemented in other manners . For 
example , the described apparatus embodiments are merely 
exemplary . For example , the division of the units is merely 
a division of logical functions and there can be other division 
manners during actual implementations . For example , a 
plurality of units or components can be combined or inte 
grated into another system , or some features can be omitted 
or not performed . For another , the mutual coupling or direct 
coupling or a communication connection shown or dis 
cussed can be indirect coupling or a communication con 
nection via some interfaces , devices or units , and can be 
electrical , mechanical or in other forms . 
[ 0140 ] The units described as separate components can be 
or cannot be physically separate , and components shown as 
units can be or cannot be physical units , that is , can be 
located in one position , or can be distributed on a plurality 
of network units . A part or all of the units can be selected 
according to actual needs to achieve the purpose of the 
solution of the present embodiment . 
[ 0141 ] In addition , each functional unit in each embodi 
ment of the present disclosure can be integrated into one 
processing unit , or each of the units can exist alone physi 
cally , or two or more units are integrated into one unit . The 
above integrated units can be implemented in a form of 
hardware or in a form of hardware plus software functional 
units . 
[ 0142 ] The integrated unit implemented in the form of 
software functional unit as described above can be stored in 
a computer readable storage medium . The above software 
functional unit is stored in a storage medium , and includes 
several instructions for enabling a computer device ( which 
can be a personal computer , a server , or a network device , 
etc. ) or a processor to perform a part of steps of the method 
described in each embodiment of the present disclosure . The 
foregoing storage medium includes : any medium that can 
store program codes , such as a USB flash disk , a mobile hard 

disk , a read - only memory ( ROM for short ) , a random access 
memory ( RAM for short ) , a magnetic disk , or an optical 
disc , etc. 
[ 0143 ] In embodiments of the network device or the 
terminal device described above , it will be appreciated that 
the processor may be a central processing unit ( CPU for 
short ) , or other general purpose processor , digital signal 
processor ( DSP for short ) , application specific integrated 
circuit ( ASIC for short ) , etc. The general purpose processor 
can be a microprocessor ; alternatively , the processor can 
also be any conventional processor or the like . The steps of 
the method disclosed in connection with the present disclo 
sure can be directly embodied as being performed and 
accomplished by a hardware processor or performed and 
accomplished by a combination of hardware and software 
modules in a processor . 
[ 0144 ] Finally , it should be noted that each of the above 
embodiments is merely intended for describing the technical 
solutions of the present disclosure , rather than limiting the 
present disclosure . Although the present disclosure is 
described in detail with reference to the foregoing embodi 
ments , persons of ordinary skilled in the art should under 
stand that they can still make modifications to the technical 
solutions described in each of the foregoing embodiments , 
or make equivalent substitutions to some or all technical 
features therein ; however , these modifications or substitu 
tions do not make the essence of corresponding technical 
solutions depart from the scope of the technical solutions of 
the embodiments of the present disclosure . 
What is claimed is : 
1. An autonomous driving method , comprising : 
receiving a currently collected image sent by an 
unmanned vehicle , wherein the currently collected 
image is an image collected in a target scenario ; 

acquiring current driving data according to the currently 
collected image and a pre - trained autonomous driving 
model , wherein the autonomous driving model is used 
to indicate a relationship between an image and driving 
data in at least two scenarios , and the at least two 
scenarios comprise the target scenario ; and 

sending the current driving data to the unmanned vehicle . 
2. The method according to claim 1 , before the acquiring 

current driving data according to the currently collected 
image and a pre - trained autonomous driving model , com 
prising : 

generating a sample image of the target scenario accord 
ing to a sample image of a known scenario ; and 

acquiring the autonomous driving model according to the 
sample image of the known scenario and the sample 
image of the target scenario . 

3. The method according to claim 2 , wherein the gener 
ating a sample image of the target scenario according to a 
sample image of a known scenario comprises : 

acquiring the sample image of the target scenario accord 
ing to the sample image of the known scenario and a 
pre - trained domain conversion model , wherein the 
domain conversion model is used to indicate a rela 
tionship between an image of the known scenario and 
an image of the target scenario . 

4. The method according to claim 3 , wherein the sample 
image of the known scenario is a daytime sample image , and 
the sample image of the target scenario is a night sample 
image ; and 
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the acquiring the sample image of the target scenario 
according to the sample image of the known scenario 
and a pre - trained domain conversion model comprises : 

acquiring the night sample image according to the day 
time sample image and the pre - trained domain conver 
sion model , wherein the domain conversion model is 
used to indicate a relationship between a daytime image 
and a night image . 

5. The method according to claim 3 , wherein the sample 
image of the known scenario is a sunny - day sample image , 
and the sample image of the target scenario is a rainy - day 
sample image ; and 

the acquiring the sample image of the target scenario 
according to the sample image of the known scenario 
and a pre - trained domain conversion model comprises : 

acquiring the rainy - day sample image according to the 
sunny - day sample image and the pre - trained domain 
conversion model , wherein the domain conversion 
model is used to indicate a relationship between a 
sunny - day image and a rainy day image . 

6. The method according to claim 3 , before the acquiring 
the sample image of the target scenario according to the 
sample image of the known scenario and a pre - trained 
domain conversion model , further comprising : 

training a model with a generative adversarial network 
( GAN ) technique to obtain the domain conversion 
model . 

7. The method according to claim 2 , wherein the sample 
image of the known scenario is a sample image in which 
there is no pedestrian and vehicle in front of a vehicle , and 

the sample image of the target scenario is a sample image in 
which there is a pedestrian and a vehicle in front of the 
vehicle ; and 

the generating a sample image of the target scenario 
according to a sample image of a known scenario 
comprises : performing vehicle marking and pedestrian 
marking on the sample image in which there is no 
pedestrian and vehicle in front of the vehicle to obtain 
the sample image in which there is a pedestrian and a 
vehicle in front of the vehicle . 

8. An autonomous driving apparatus , comprising : 
a processor ; and 
a memory , configured to store an executable instruction of 

the processor ; 
wherein the executable instruction , when executed by the 

processor , causes the processor to : 
receive a currently collected image sent by an unmanned 

vehicle , wherein the currently collected image is an 
image collected in a target scenario ; 

acquire current driving data according to the currently 
collected image and a pre - trained autonomous driving 
model , wherein the autonomous driving model is con 
figured to indicate a relationship between an image and 
driving data in at least two scenarios , and the at least 
two scenarios comprise the target scenario ; and 

send the current driving data to the unmanned vehicle . 
9. A nonvolatile memory having a computer program 

stored thereon , wherein the computer program implements 
the method according to of claim 1 when executed by a 
processor . 


