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VIDEO CONFERENCE SYSTEMAND 
METHOD FOR PERFORMING THE SAME 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application claims priority to and incor 
porates by reference the entire contents of Japanese Patent 
Application No. 2012-203698 filed in Japan on Sep. 14, 2012, 
Japanese Patent Application No. 2013-048503 filed in Japan 
on Mar. 11, 2013, and Japanese Patent Application No. 2013 
140201 filed in Japan on Jul. 3, 2013. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to a conference device 
installed in each of locations to conduct a video conference 
between the locations and a server that has a communication 
connection with the conference devices. 
0004 2. Description of the Related Art 
0005. In recent years, a video conference system has 
become widely used that enables a remote conference (video 
conference) by connecting terminal devices (conference 
devices) installed in remote places (locations) via a network 
such as the Internet. The conference devices are installed in 
conference rooms or the like in the respective locations and 
exchange images and Voice of conferees with the other con 
ference devices to conduct the video conference. Specifically, 
each of the conference devices captures images of the con 
ferees participating in the video conference by a camera and 
collects Voice of the conferees by a microphone, transmits the 
image data and the Voice data to the other conference devices, 
receives image data and Voice data from the other conference 
devices, displays a conference screen using the received 
image data on a display unit, and outputs the Voice data, as 
audio, from a speaker. 
0006 Incidentally, if a general camera is used as the cam 
era of the conference device, it may be difficult to capture an 
image of the entire conference room because the angle of 
view of the general camera is narrow. In particular, when a 
large number of conferees participate in the conference, in 
some cases, it may be difficult to capture all of the conferees 
within the field of view of the camera. To cope with this, there 
is a known technology to provide a wide-angle lens in the 
camera and perform image processing on a wide-angle image 
to Zoom in or pan the scene of the conference (see Japanese 
Patent Application Laid-open No. H08-279999). 
0007. In the video conference system as described above, 
there is a demand by the conferees to conduct the video 
conference while viewing a desired conference Screen 
according to the discussions in the conference or according to 
the progress of the conference. For example, there is a 
demand to conduct the conference while viewing the situation 
in the other conference rooms (situation of all of the confer 
ees) or focusing on a specific conferee. 
0008. However, the technology disclosed in Japanese 
Patent Application Laid-open No. H08-27999 only enables to 
generate image data of the entire conference room or image 
data of an enlarged part of the conference room by performing 
image processing on the wide-angle image, but is unable to 
display a conference screen by using image data that the 
conferees want to view. Therefore, for example, even when 
the conferees want to view the situation of all of the conferees 
in the other locations, a conference screen with a close-up 
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view of a specific conferee, such as a speaker, may be dis 
played. Namely, the conference screen desired by the con 
feree and the actual conference screen do not always match 
each other. 

0009. Therefore, there is a need for a conference device 
and a server capable of displaying a conference screen as 
desired by a conferee. 

SUMMARY OF THE INVENTION 

0010. It is an object of the present invention to at least 
partially solve the problems in the conventional technology. 
0011. According to an aspect of the invention, a video 
conference system for holding a conference between at least 
two conference sites by displaying a video image that is 
captured with a video camera on a display device located at 
the conference site is provided. The video conference system 
includes: a control device located at each of the at least two 
conference sites, the control device being connected to the 
Video camera and the display device; and a server connected 
to the control device via a communication network, the con 
trol device includes: a control terminal configured to control 
the display device; and an image display format selecting unit 
connected to the control terminal, wherein the image display 
format includes at least one format in which a predetermined 
process is performed to image data of the video image that is 
captured by the video camera, the control device controls 
transmission and reception of the image data, and the display 
device located at a site in which the image display format is 
selected by the image display format selection unit displays 
the video image of another site to which the selected image 
display format is noticed, with the selected image display 
format. 

0012. According to another aspect of the invention, a 
method for performing a video conference system for holding 
a conference between at least two conference sites by display 
ing a video image that is captured with a video camera on a 
display device located at the conference site is performed. 
The video conference system includes: a control device 
located at each of the at least two conference sites, the control 
device being connected to the video camera and the display 
device; and a server connected to the control device via a 
communication network, the control device includes: a con 
trol terminal configured to control the display device; and an 
image display format selecting unit connected to the control 
terminal, wherein the image display format includes at least 
one format in which a predetermined process is performed to 
image data of the video image that is captured by the video 
camera, the control device controls transmission and recep 
tion of the image data, the display device located at a site in 
which the image display format is selected by the image 
display format selection unit displays the video image of 
another site to which the selected image display format is 
noticed, with the selected image display format. The method 
includes: selecting a desired image display format, by the 
image display format selection unit located at the site in 
which the image display format is selected by the image 
display format selection unit; noticing the selected image 
display format to another control terminal located at the other 
site to which the selected image display format is noticed; 
performing on the image data a process according to the 
selected image display format; receiving from the server the 
image data with the selected image display format; and dis 
playing the video image on the display device located at the 
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site in which the image display format is selected by the 
image display format selection unit. 
0013 The above and other objects, features, advantages 
and technical and industrial significance of this invention will 
be better understood by reading the following detailed 
description of presently preferred embodiments of the inven 
tion, when considered in connection with the accompanying 
drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0014 FIG. 1 is a block diagram illustrating an example of 
the entire configuration of a video conference system; 
0015 FIG. 2A is a block diagram illustrating a hardware 
configuration of a server according to a first embodiment; 
0016 FIG. 2B is a block diagram illustrating a configura 
tion example of main components inside a conference device; 
0017 FIG. 3A is a diagram illustrating an example of a 
field of view of a camera during a video conference; 
0018 FIG. 3B is a diagram illustrating image data of the 
field of view illustrated in FIG. 3A; 
0019 FIG. 4 is a diagram illustrating an example of overall 
image data: 
0020 FIG. 5 is a diagram illustrating an example of par 
tially-enlarged image data; 
0021 FIG. 6 is a flowchart illustrating the flow of an image 
data transmission process; 
0022 FIG. 7 is a flowchart illustrating the flow of an image 
data reception process; 
0023 FIG. 8 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to the first embodiment; 
0024 FIG. 9 is a diagram illustrating another flow of data 
transmitted and received between the server and the confer 
ence devices according to the first embodiment; 
0025 FIG. 10 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to a first modification; 
0026 FIG. 11 is a diagram illustrating another flow of data 
transmitted and received between the server and the confer 
ence devices according to the first modification; 
0027 FIG. 12 is a flowchart illustrating the flow of a 
received-image display format Switching process; 
0028 FIG. 13 is a flowchart illustrating the flow of an 
image data transfer process; 
0029 FIG. 14 is a flowchart illustrating the flow of an 
image data transmission process according to a third modifi 
cation; 
0030 FIG. 15 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to the third modification; 
0031 FIG. 16 is a flowchart illustrating the flow of an 
image data transmission process according to a fourth modi 
fication; 
0032 FIG. 17 is a flowchart illustrating the flow of image 
processing performed by a server according to the fourth 
modification; 
0033 FIG. 18 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to the fourth modification; 
0034 FIG. 19 is a block diagram illustrating a functional 
configuration of an information processing apparatus accord 
ing to a second embodiment; 
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0035 FIG. 20 is a flowchart illustrating the flow of video 
conference control performed by an information processing 
apparatus serving as a captured-image transmission side; 
0036 FIG. 21 is a flowchart illustrating the flow of video 
conference control performed by an information processing 
apparatus serving as a captured-image reception side; 
0037 FIG. 22 is a sequence diagram illustrating the flow 
of data in a display control system according to the second 
embodiment; 
0038 FIG. 23 is a sequence diagram illustrating the flow 
of data in the display control system according to the second 
embodiment; and 
0039 FIG. 24 is a flowchart illustrating the flow of video 
conference control performed by the information processing 
apparatus serving as the captured-image transmission side 
when receiving processing information indicating a changed 
image processing method. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0040 Exemplary embodiments of the present invention 
will be explained in detail below with reference to the accom 
panying drawings. The present invention is not limited to the 
embodiments below. In the drawings, same components are 
denoted by the same reference numerals and symbols. 

First Embodiment 

0041 FIG. 1 is a block diagram illustrating an example of 
the entire configuration of a video conference system 1 
according to a first embodiment. As illustrated in FIG. 1, the 
video conference system 1 includes a server 3 and a plurality 
of conference devices 5 (5-1, 5-2, 5-3, 5-4. . . . ), which are 
connected to one another via a network N. Such as the Inter 
net. As the server 3 and the conference devices 5, general 
purpose computers, such as server computers, workstations, 
or personal computers, may be used. 
0042. The server 3 performs a process of monitoring 
whether a communication connection is established with 
each of the conference devices 5, a process of calling the 
conference devices 5 installed in locations (participating 
locations) participating in a video conference at the beginning 
of the conference, or a process of transferring, to other parties 
(other participating locations), image data or Voice data that is 
transmitted by the conference devices 5 in the participating 
locations with which the communication connections have 
been established in response to a call during the video con 
ference. 

0043. Each of the conference devices 5 is installed in a 
conference room or the like in a location in a remote place, 
and operated by a conferee of the video conference. During 
the video conference, the conference device 5 in each of the 
participating locations transmits image data of the conferee 
captured by a camera 51 (to be described later) and voice data 
of the conferee collected by a microphone 52 (to be described 
later) to the server 3, receives image data and Voice data that 
are transmitted by the conference devices 5 in the other par 
ticipating locations and that are transferred by the server 3, 
and outputs the received data by displaying the image data as 
a conference screen on a display unit 54 and outputting the 
voice data, as audio, from a speaker 55. 
0044) For example, when the three conference devices 5-1 
to 5-3 of the video conference system 1 illustrated in FIG. 1 
participate in a video conference, image data and Voice data 
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transmitted by the conference device 5-1 are transferred to the 
conference devices 5-2 and 5-3 serving as the other parties 
under the control of the server 3, but are not transferred to the 
conference device 5-4. Similarly, image data and Voice data 
transmitted by each of the conference devices 5-2 and 5-3 are 
transferred to the conference devices 5-1 and 5-3 or to the 
conference devices 5-1 and 5-2 serving as the other parties 
under the control of the server 3, but are not transferred to the 
conference device 5-4. As described above, in the video con 
ference system 1, a video conference is conducted between 
the participating locations where two or more conference 
devices 5 that have established the communication connec 
tions with the server 3 are installed. In the following, the 
conference device 5 in each of the participating locations 
participating in a single video conference through the com 
munication connection established with the server 3 may be 
referred to as “the connected device 5’ if needed. 
0045 FIG. 2A is a block diagram illustrating a hardware 
configuration of the server 3 according to the first embodi 
ment. The server 3 according to the first embodiment includes 
a display unit 30, a central processing unit (CPU)31, a record 
ing device 32, a memory 33, an operating unit 34, and a local 
area network (LAN) interface (I/F) unit 35. 
0046. The display unit 30 includes, for example, a liquid 
crystal display (LCD), an electroluminescence (EL) display, 
or a cathode ray tube (CRT) display, and displays various 
types of information input by the CPU 31. 
0047. The recording device 32 includes, for example, a 
nonvolatile memory or a hard disk drive (HDD), and stores 
therein programs to be executed by the CPU 31 to control the 
units of the server 3 or to control transfer of captured images 
and Voice when a video conference is conducted. 
0048. The memory 33 is used as a working memory of the 
CPU 31, and has a memory area for loading the programs 
executed by the CPU 31 and temporarily storing data or the 
like used by the CPU 31 during execution of the programs. 
0049. The operating unit 34 includes a keyboard, amouse, 
a touch panel, various Switches, or the like, and is used by a 
user (for example, an administrator of the server 3) to input 
operation. The operating unit 34 notifies the CPU 31 of the 
input operation. 
0050. The LAN I/F unit 35 is connected to an external 
device (for example, the conference device 5 installed in each 
location) via the network N. such as the Internet, and capable 
of transferring captured images and Voice transmitted and 
received between the conference devices 5. In the first 
embodiment, the LAN IVF unit 35 may be a wired LAN 
connected to the Ethernet (registered trademark) compliant 
with 10 Base-T 100 Base-TX, or 1000 Base-T, a wireless 
LAN compliant with 802.11a/b/g/n, or the like. 
0051. The CPU 31 is a control unit that controls transfer of 
the captured images and Voice when controlling the units of 
the server 3 or when a video conference is conducted. 
0052 FIG. 2B is a block diagram illustrating a configura 
tion example of main components inside the conference 
device 5. As illustrated in FIG. 2B, the conference device 5 
includes the camera 51, the microphone 52, an operating unit 
53, the display unit 54, the speaker 55, a recording device 56, 
a memory 57, a LAN IVF unit 58, and a CPU 59 serving as a 
transmission format designating means, an image transmit 
ting means, a reception format designating means, and an 
image display means. 
0053. The camera 51 is used to input an image of conferees 
and configured to continually capture an image of the situa 
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tion inside a conference room and output generated image 
data to the CPU 59. The camera 51 includes a wide-angle lens 
and is installed, before a start of the video conference, at an 
appropriate position inside the conference room such that all 
of the conferees can be captured within the field of view (the 
angle of view). The microphone 52 is used to input voice of 
the conferees and configured to continually output collected 
voice data of the conferees to the CPU 59. 
0054 The operating unit 53 includes an input device, such 
as a keyboard, a mouse, a touch panel, or various Switches, 
and outputs input data corresponding to input operation to the 
CPU 59. 
0055. The display unit 54 includes a display device, such 
as an LCD, an EL display, or a CRT display, and displays or 
outputs various screens, such as a conference screen for dis 
playing image data (processed image data to be described 
later) input by the CPU 59. The speaker 55 outputs, as audio, 
voice data input by the CPU 59. 
0056. The recording device 56 is used to record programs 
for operating the conference device 5 to implement various 
functions of the conference device 5, data to be used during 
execution of the programs, or the like. The recording device 
56 may be realized by an information recording medium, 
Such as a flash memory capable of recording data and updat 
ing recorded data, a hard disk that is built-in or connected via 
a data communication terminal, or a memory card, and a 
read-write device of the information recording medium. Any 
recording device may be employed appropriately depending 
on the intended usage. 
0057 The memory 57 is used as a working memory of the 
CPU 59, and has a memory area for loading the programs 
executed by the CPU 59 and temporarily storing data or the 
like used during execution of the programs. 
0058. The LAN IVF unit 58 is used to perform data com 
munication with an external device (for example, the server 3) 
and is connected to the network N via a LAN to transmit and 
receive image data and Voice data to and from the other 
connected devices 5 via the server 3. Any device, such as a 
device (wired LAN) that performs control based on 10 Base 
T, 100 Base-TX, or 1000 Base-T and connects to the Ethernet 
(registered trademark) or a device (wireless LAN) that per 
forms control based on 802.11a/b/g/n, may be applied as the 
LAN I/F unit 58 depending on a connection mode. 
0059. The CPU 59 integrally controls the operation of the 
conference device 5 by giving instructions or transferring 
data to the units of the conference device 5 based on image 
data input from the camera 51, voice data input from the 
microphone 52, image data or voice data input from the other 
connected devices 5 via the LAN I/F unit 58, input data 
received from the operating unit 53, or programs and data 
recorded in the recording device 56. For example, after the 
CPU59 has established a communication connection with the 
server 3 in response to a call from the server 3, the CPU 59 
repeats a process of transmitting image data input by the 
camera 51 and voice data input by the microphone 52 to the 
server 3 and a process of receiving image data and Voice data 
of the other connected devices 5 transferred by the server 3, in 
a parallel manner. 
0060 Specifically, the CPU 59 performs an image pro 
cessing process (to be described later) on image data continu 
ally input from the camera 51 during the video conference. 
The CPU 59 outputs the image data (processed image data) 
Subjected to the image processing process to the LAN I/F unit 
58 together with the voice data continually input from the 
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microphone 52, to thereby transmit the image data and the 
voice data to the server 3. The CPU 59 receives image data 
and voice data that are transmitted by the other connected 
devices 5 and that are transferred by the server 3 via the LAN 
I/F unit 58, in parallel with the above transmission process. 
The CPU 59 performs a process of continually outputting the 
received image data to the display unit 54 to display or output 
a conference screen and a process of continually outputting 
the received voice data to the speaker 55 to output audio, to 
thereby reproduce the images and voice input by the other 
connected devices 5. The image processing process need not 
be performed by the CPU 59 and may be performed by a 
dedicated image processing circuit. 
0061 The conference device (connected device) 5 of the 

first embodiment performs a predetermined image processing 
process on the image data input from the camera 51, and 
thereafter communicates with the other connected device 5. 
The image processing process is prepared as an image display 
format in which an individual image processing process is 
defined, and is recorded in the recording device 56 in advance. 
The image display format will be explained below. In the 
following, for simplicity of explanation, it is assumed that the 
two connected devices 5 have established communication 
connections with the server 3 and a video conference is con 
ducted between the two participating locations. 
0062. The image display format indicates a method for 
modifying a part or the whole of the image data input from the 
camera 51 and defines the method by an image processing 
process. Specifically, the image display format serves as a 
rule for changing the view of an image. 
0063 FIG. 3A is a diagram illustrating an example of a 
field of view A1 of the camera 51 of the connected device 5 
installed in one participating location of the video conference, 
where three conferees P1, P2, and P3 are sitting side by side 
in a conference room in the participating location. FIG. 3B is 
a diagram illustrating image data I1 obtained by capturing the 
field of view A1 illustrated in FIG. 3A by the camera 51. As 
described above, the camera 51 used in the video conference 
system 1 includes the wide-angle lens. Therefore, if the cam 
era 51 captures the field of view A1, the image may be dis 
torted due to the lens characteristics of the wide-angle lens. 
Consequently, while in actuality the conferees P1, P2, and P3 
are sitting at positions with approximately the same distance 
from the camera 51 as illustrated in FIG. 3A, the conferee P1 
in the center appears smaller while the conferees P2 and P3 on 
both sides appear greater in the generated image data as 
illustrated in FIG. 3B. Therefore, to conduct the video con 
ference without uncomfortable feeling, it is necessary to per 
form a distortion correction process on the image data I1 
generated by the camera 51 to correct image distortion in 
order to make the image closer to actual view as illustrated in 
FIG 3A 

0064. Therefore, in the first embodiment, an image display 
format containing all of the conferees P1, P2, and P3 (here 
inafter, the image display format is referred to as “an overall 
image') is prepared, and a distortion correction process for 
correcting image distortion is defined as the image processing 
process. FIG. 4 is a diagram illustrating an example of overall 
image data 121 obtained by performing the image processing 
process for the overall image. The image data I1 input from 
the camera 51 contains all of the conferees P1, P2, and P3 as 
illustrated in FIG. 3B. Therefore, if the distortion correction 
process is performed on the image data I1, the overall image 
data I21 (FIG. 4) containing the conferees in the participating 
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location can be obtained as processed image data in which the 
image distortion due to the use of the wide-angle lens is 
corrected. With the overall image data I21, the image quality 
of the camera 51 using the wide-angle lens can be ensured. 
Therefore, conferees in the other participating location can 
conduct the video conference while viewing the conference 
screen that is closer to the actual view of the conference room 
(FIG. 3A) and that does not cause uncomfortable feeling 
compared with the image data I1 that is not subjected to the 
image processing process. 
0065. Meanwhile, in the video conference, in some cases, 

it may be desired to focus on a specific conferee. Such as a 
conferee who is mainly making a statement. For example, if it 
is desired to focus on the conferee P1 in the center in FIG. 4 
during the video conference, it may be difficult to recognize 
the facial expression of the conferee P1 in the overall image 
data 121 in FIG. 4 because he/she appears in a small size. 
Therefore, in the first embodiment, an image display format 
for focusing on the conferee P1 in the center (hereinafter, the 
image display format is referred to as “a partially-enlarged 
image') is prepared, and a process for extracting and enlarg 
ing an area of the conferee P1 is defined as the image pro 
cessing process. FIG.5 is a diagram illustrating an example of 
partially-enlarged image data I23 obtained by performing the 
image processing process for the partially-enlarged image. 
With use of the partially-enlarged image data, it becomes 
possible to conduct the video conference while viewing a 
conference screen with a close-up (Zoom-in) view of the 
conferee P1, so that it becomes possible to solve the disad 
Vantage that the speaker appears in a small size in the overall 
image data and to conduct the video conference Smoothly. 
The present invention is not limited to the partially-enlarged 
image that focuses on the conferee P1 in the center. It may be 
possible to appropriately prepare an image display format 
that defines an image processing process for extracting and 
enlarging an area of the conferee P2 on the observer's left 
assuming that the conferee P2 mainly makes a statement, or 
an image display format that defines an image processing 
process for extracting and enlarging an area of the conferee 
P3 on the observer's right assuming that the conferee P3 
mainly makes a statement. 
0066. The flow of a process for actually exchanging the 
processed image data between the connected devices 5 will be 
explained below. Each of the connected devices 5 serves as a 
transmission-side connected device 5 to repeat the process of 
transmitting the processed image data (an image data trans 
mission process) as described above and also serves as a 
reception-side connected device 5 to repeat the process of 
receiving the processed image data (an image data reception 
process) as described above, in a parallel manner. FIG. 6 is a 
flowchart illustrating the flow of the image data transmission 
process, and FIG. 7 is a flowchart illustrating the flow of the 
image data reception process. Before a start of the image data 
transmission process and the image data reception process, 
communication connections between the server 3 and the 
conference devices 5 in the respective participating locations 
of a video conference are established and the video confer 
ence is started. During the video conference, Voice data is also 
exchanged in addition to the processed image data. 
0067. In the image data transmission process, as illus 
trated in FIG. 6, the CPU59 first designates two or more types 
of transmission image display formats used for transmission 
by the subject connected device 5 (Step S101). For example, 
the CPU 59 performs a process of displaying a list of trans 
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mittable image display formats on the display unit 54, and 
receives designation operation to designate two or more types 
of image display formats via the operating unit 53. The CPU 
59 designates the two or more types of image display formats 
as the transmission image display formats according to the 
received designation operation. 
0068. Subsequently, the CPU 59 performs a process for 
notifying the other connected device 5 of pieces of type 
information on the transmission image display formats des 
ignated at Step S101 (Step S103). As an actual process, the 
CPU 59 performs a process of notifying the server 3 of the 
pieces of the type information on the transmission image 
display formats, and the server 3 performs a process of trans 
ferring the pieces of the type information to the other con 
nected device 5. 

0069. The CPU 59 starts a process of capturing an image 
of a conferee by driving the camera 51 and acquires image 
data continually input from the camera 51 (Step S105). The 
CPU 59 generates the processed image data of each of the 
transmission image display formats by individually perform 
ing the image processing processes defined in the two or more 
types of transmission image display formats designated at 
Step S101 on the image data acquired at Step S105 (Step 
S107). 
0070. The CPU59 performs a process for transmitting the 
processed image data of each of the transmission image dis 
play formats to the other connected device 5 (Step S109). As 
an actual process, the CPU 59 performs a process of trans 
mitting the processed image data of each of the transmission 
image display formats to the server 3, and the server 3 per 
forms a process of transferring the processed image data to 
the other connected device 5. 

(0071. Thereafter, the CPU 59 determines whether the 
video conference has ended. If the video conference has not 
ended (NO at Step S111), the process returns to Step S105 
and the above processes are repeated. If the video conference 
has ended (YES at Step S111), the image data transmission 
process is terminated. 
0072 For example, it is assumed that the conferee of the 
transmission-side connected device 5 designates two types of 
image display formats for the overall image and the partially 
enlarged image as the transmission image display formats. In 
this case, the transmission-side connected device 5 notifies 
the connected device 5 on the receiving side (the other device) 
of the pieces of the type information indicating the overall 
image and the partially-enlarged image via the server 3 (Step 
S101 to Step S103). The transmission-side connected device 
5 performs, as the image processing process, the distortion 
correction process on the image data acquired at Step S105 to 
generate the overall image data 121 as illustrated in FIG. 4. 
and separately performs, as the image processing process, a 
process of extracting and enlarging the area of the conferee P1 
in the center in FIG. 3A on the image data acquired at Step 
S105 to generate the partially-enlarged image data I23 as 
illustrated in FIG. 5 (Step S107). Then, the transmission-side 
connected device 5 transmits the overall image data and the 
partially-enlarged image data to the server 3 (Step S109). 
0073. In contrast, in the image data reception process, as 
illustrated in FIG. 7, the CPU 59 first performs a process of 
receiving the pieces of the type information on the transmis 
sion image display formats that are transmitted by the other 
connected device 5 and that are transferred by the server 3 
(Step S201), and performs a process of receiving the pro 
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cessed image data of each of the transmission image display 
formats transferred by the server 3 (Step S203). 
(0074. Subsequently, the CPU 59 sets, as initial setting of a 
received-image display format (hereinafter, referred to as “an 
initial received-image display format”), an image display 
format to be used for the conference screen by the subject 
connected device 5 (Step S205), and performs a process of 
outputting the processed image data of the initial received 
image display format to the display unit 54 in order to display 
the conference screen (Step S207). The initial setting of the 
received-image display format may be performed by, for 
example, automatically selecting one of the pieces of the type 
information received at Step S201 and setting the selected 
piece of the type information as an initial value of the 
received-image display format, or by receiving input of 
operation from the conferee. In the case of receiving the 
operation, the operation can be received through the same 
processes as those at Steps S211 and S213 described below. In 
this case, the CPU 59 performs a process of notifying the 
server 3 of the type information on the initial received-image 
display format. At Step S207, the CPU 59 displays the con 
ference screen by using the processed image data of the initial 
received-image display format among the pieces of the pro 
cessed image data of the respective transmission image dis 
play formats received at Step S203. 
(0075 Subsequently, the CPU 59 determines whether the 
video conference has ended. If the video conference has not 
ended (NO at Step S209), the CPU 59 determines whether 
operation for changing the received-image display format is 
input. If the operation for changing the received-image dis 
play format is not input (NO at Step S211), the CPU59 causes 
the process to proceed to Step S215. 
0076. In contrast, when the operation for changing the 
received-image display format is input (YES at Step S211), 
the CPU 59 changes the received-image display format (Step 
S213), and the process proceeds to Step S215. The process 
here is performed as described below for example. Specifi 
cally, the CPU 59 performs a process of displaying, on the 
display unit 54, a list of the two or more types of transmission 
image display formats designated by the other connected 
device5 as image display formats available for the conference 
screen in accordance with the pieces of the type information 
received at Step S201. Then, the CPU59 receives designation 
operation to designate one of the image display formats via 
the operating unit 53, and sets the one designated image 
display format as a changed received-image display format. 
In this case, the CPU 59 performs a process of notifying the 
server 3 of the type information on the changed received 
image display format. 
0077. When three or more connected devices 5 are 
involved, it may be possible to receive the operation for 
changing the received-image display format for each of the 
other connected devices 5. The same processes are performed 
when the initial setting of the received-image display format 
is performed by receiving input of operation. With this con 
figuration, when a video conference is conducted among 
three or more participating locations, it becomes possible to 
designate the overall image for a certain connected device 5 to 
enable to view all of the conferees in a corresponding partici 
pating location, and designate the partially-enlarged image 
for the other connected devices 5 to focus on a specific con 
feree (the conferee P1 in FIG. 3A) in corresponding partici 
pating locations. 
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0078. At Step S215, the CPU 59 performs a process of 
receiving the processed image data in the received-image 
display format. As described above, the transmission-side 
connected device 5 designates the transmission image display 
formats that the transmission-side connected device5uses for 
transmission in the image data transmission process (Step 
S101 in FIG. 6), and transmits the processed image data of 
each of the designated transmission image display formats to 
the server 3 (Step S109 in FIG. 6). Furthermore, the recep 
tion-side connected device 5 notifies the server 3 of the type 
information on the received-image display format when the 
initial received-image display format is set at Step S205 and 
when the received-image display format is changed at Step 
S213. After receiving the notice of the initial setting or the 
notice of the change of the received-image display format, the 
server 3 transfers only the processed image data of the 
received-image display format among the pieces of the pro 
cessed image data transmitted by the transmission-side con 
nected device 5 to the reception-side connected device 5 as 
will be described later (Step S307 in FIG. 8). At Step S215 in 
FIG. 7, the CPU 59 receives the processed image data trans 
ferred by the server 3 as described above. 
0079. The CPU 59 performs a process of outputting the 
processed image data received at Step S215 to the display unit 
54 to display the conference screen, so that the conference 
screen using the processed image data of the changed 
received-image display format is displayed (Step S217). 
0080. The CPU 59 returns the process to Step S209 and 
repeats the above processes until the video conference ends. If 
the video conference has ended (YES at Step S209), the 
image data reception process is terminated. 
0081 For example, if the transmission-side connected 
device 5 designates the two types of the display formats, i.e., 
the overall image and the partially-enlarged image, as the 
transmission image display formats, the reception-side con 
nected device 5 selects one of the overall image data and the 
partially-enlarged image data to display the conference 
screen. Specifically, if the reception-side connected device 5 
sets the overall image as the initial received-image display 
format, the reception-side connected device 5 notifies the 
server 3 of the type information on the overall image and 
receives the overall image data transferred by the server 3 as 
a reply (Steps S205 and S215). After the initial setting is 
performed, the video conference is conducted while viewing 
the conference screen showing all of the conferees P1, P2, and 
P3 illustrated in FIG. 3A. 

0082. Thereafter, if the conferee inputs operation for 
changing the received-image display format to the partially 
enlarged image with respect to the reception-side connected 
device 5 at an arbitrary timing, the reception-side connected 
device 5 changes the received-image display format to the 
partially-enlarged image and notifies the server 3 of the type 
information on the partially-enlarged image (if YES at Step 
S211, then the process proceeds to S213). The reception-side 
connected device 5 receives the partially-enlarged image data 
transferred by the server 3 as a reply (Step S215). After the 
change operation is performed, the video conference is con 
ducted while viewing the conference screen showing a close 
up view of the conferee P1 in the center in FIG. 3A. 
0083 FIG. 8 is a diagram illustrating the flow of data 
transmitted and received between the server 3 and the con 
nected devices (conference devices) 5. FIG. 9 is a diagram 
illustrating the flow of data transmitted and received between 
the server 3 and the connected devices (conference devices) 5 
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when the operation for changing the received-image display 
format is input to the reception-side connected device 5. The 
processed image data is exchanged between the connected 
devices 5 by causing the server 3 to intervene between the 
connected devices 5 that repeat the image data transmission 
process and the image data reception process in a parallel 
manner. FIG. 8 and FIG. 9 illustrate the data flow in the case 
where the processed image data is transmitted from the trans 
mission-side connected device 5 to the reception-side con 
nected device 5 on the assumption that one of the connected 
devices 5 serves as a transmission side and the other one of the 
connected devices 5 serves as a reception side. However, in 
actuality, the reception-side connected device 5 also serves as 
the transmission side and the transmission-side connected 
device 5 also serves as the reception side, so that the same 
processes are performed in parallel in the reverse direction. 
0084 As illustrated in FIG. 8, the transmission-side con 
nected device 5 notifies the server 3 of the pieces of the type 
information on the transmission image display formats and 
starts transmission of the pieces of the processed image data 
(Step S301). The process at this step corresponds to the pro 
cesses from Steps S103 to S109 in FIG. 6. In response to the 
above process, the server 3 transfers the pieces of the type 
information on the transmission image display formats to the 
reception-side connected device 5 and starts transferring the 
processed image data of each of the transmission image dis 
play formats to the reception-side connected device 5 (Step 
S303). 
I0085. In contrast, when receiving the pieces of the type 
information on the transmission image display formats trans 
ferred by the server 3, the reception-side connected device 5 
sets the initial received-image display format and notifies the 
server 3 of the type information on the initial received-image 
display format (Step S305). The process at this step corre 
sponds to the process at Step S205 in FIG. 7. After receiving 
the notice of the initial setting of the received-image display 
format from the reception-side connected device 5 as 
described above, the server 3 transfers, to the reception-side 
connected device 5, only processed image data of the 
received-image display format among the pieces of the pro 
cessed image data continually transmitted by the transmis 
sion-side connected device 5 (Step S307). In actuality, to 
enable the process, the server 3 manages a list of the trans 
mission image display formats designated by each of the 
connected devices 5 and a list of the received-image display 
formats designated by each of the connected devices 5. The 
server 3 refers to the lists to perform a process of selectively 
transferring, to the reception-side connected device 5, the 
processed image data of each of the two or more types of 
transmission image display formats transmitted by the trans 
mission-side connected device 5. 

0086. Furthermore, as illustrated in FIG. 9, when the 
operation for changing the received-image display format is 
performed, the reception-side connected device 5 notifies the 
server 3 of the type information on the changed received 
image display format (Step S401). The process at this step 
corresponds to the process at Step S213 in FIG. 7. When 
receiving the notice of the change of the received-image 
display format from the reception-side connected device 5 as 
described above, the server 3 switches to the changed 
received-image display format and transfers the processed 
image data of the changed received-image display format to 
the reception-side connected device 5 (Step S403). In this 
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case, the server 3 updates the list of the received-image dis 
play formats as described above. 
0087 As described above, according to the first embodi 
ment, the conference device (connected device) 5 can prepare 
the image display formats, in each of which the image pro 
cessing process is individually defined in advance, and can 
designate, as the transmission image display formats, two or 
more types of image display formats that the connected 
device 5 uses for transmission. When transmitting the image 
data to the other connected device 5, the connected device 5 
can individually perform the image processing process 
defined in the transmission image display formats to generate 
the processed image data of each of the transmission image 
display formats. The processed image data of each of the 
image display formats generated as above can be transmitted 
to the other connected device 5 via the server 3. In contrast, 
when receiving the image data from the transmission-side 
connected device5, the conference device (connected device) 
5 can change the received-image display format by setting, as 
the initial received-image display format, one of the image 
display formats that are designated as the transmission image 
display formats by the other connected device 5, or by receiv 
ing input of operation from the conferee. Then, the confer 
ence Screen using the processed image data of the received 
image display format can be displayed. Therefore, it is 
possible to display the conference screen as desired by the 
conferee. 

0088. In particular, in the first embodiment, it is possible to 
acquire image data containing all of the conferees at any time 
by using the camera 51 including the wide-angle lens. It is 
also possible to, for example, perform the distortion correc 
tion process on the acquired image data to generate the overall 
image data according to the image display format (the overall 
image) that defines the image processing process for correct 
ing image distortion, generate the partially-enlarged image 
data according to the image display format (the partially 
enlarged image) that defines the image processing process of 
extracting and enlarging an area of a specific conferee (the 
conferee P1 in the center in FIG. 3A) on the image data, and 
transmit the pieces of the image data to the other connected 
device 5 via the server 3. The reception-side connected device 
5 can select and use one of the overall image data and the 
partially-enlarged image data to display the conference 
SCC. 

0089. Furthermore, the server 3 can receive the processed 
image data of each of the transmission image display formats 
from the transmission-side connected device 5 and transfer 
the processed image data to the reception-side connected 
device 5. Because the server 3 receives the processed image 
data of each of the transmission image display formats from 
the transmission-side connected device5 as described above, 
after receiving the notice of the initial setting or the notice of 
the change of the received-image display format from the 
reception-side connected device 5, the server 3 can transfer 
only the processed image data of the designated received 
image display format to the reception-side connected device 
5. Therefore, it becomes possible to transfer only the pro 
cessed image data to be displayed on the conference screen by 
each of the connected devices 5 to each of the connected 
devices 5, so that the network bandwidth used for data com 
munication between the server 3 and the connected devices 5 
can be reduced. Therefore, even when a line with lower net 
work bandwidth capability is used, it is possible to stably 
perform data communication. 
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0090. In the first embodiment, a case is explained that the 
two connected devices 5 are used. However, the same can 
apply when three or more connected devices 5 are connected 
to the server 3 to conduct a video conference among the three 
or more participating locations. Specifically, the server 3 
performs a process of selectively transferring the processed 
image data of each of the transmission image display formats 
transmitted by the transmission-side connected device 5 to 
each of the reception-side connected devices 5 by referring to 
a list of the transmission image display formats or the 
received-image display formats that are managed and 
updated as described above for each of the connected devices 
5 

0091 First Modification 
0092. In the first embodiment described above, it is 
explained that the transmission-side connected device 5 
transmits the processed image data of each of the transmis 
sion image display formats to the server 3, and the server 3 
transfers only the processed image data of the received-image 
display format designated by the reception-side connected 
device 5 to the reception-side connected device 5. In contrast, 
the transmission-side connected device 5 may transmit only 
the processed image data of the received-image display for 
mat designated by the reception-side connected device 5. 
0093 FIG. 10 is a diagram illustrating the flow of data 
transmitted and received between the server 3 and the con 
nected devices (conference devices) 5 according to a first 
modification. FIG.11 is a diagram illustrating the flow of data 
transmitted and received between the server 3 and the con 
nected devices (conference devices) 5 when the operation for 
changing the received-image display format is input to the 
reception-side connected device 5. In FIG. 10 and FIG. 11, 
the same processes as those described in the first embodiment 
are denoted by the same reference numerals and symbols, and 
explanation thereof will be omitted. 
0094. As illustrated in FIG. 10, when receiving the notice 
of the initial setting of the received-image display format 
from the reception-side connected device5, the server 3 trans 
fers only the processed image data of the received-image 
display format to the reception-side connected device 5 simi 
larly to the first embodiment as described above (Step S307). 
However, in the first modification, the received notice of the 
initial setting (the type information on the received-image 
display format) is Subsequently transferred to the transmis 
sion-side connected device 5 (Step S509). In response to the 
above process, the transmission-side connected device 5 
transmits only the processed image data of the notified 
received-image display format to the server 3 (Step S511). In 
this case, the transmission-side connected device 5 only 
needs to generate the processed image data of the received 
image display format. The server 3 transfers the processed 
image data transmitted by the transmission-side connected 
device 5 to the reception-side connected device 5 (Step S513). 
0095. Furthermore, as illustrated in FIG. 11, when receiv 
ing the notice of the change of the received-image display 
format from the reception-side connected device 5, the server 
3 transfers the received notice of the change (the type infor 
mation on the received-image display format) to the trans 
mission-side connected device 5 (Step S605). In response to 
the above process, the transmission-side connected device 5 
transmits only the processed image data of the notified 
received-image display format to the server 3 (Step S607). In 
this case, similarly to Step S511 in FIG. 10, the transmission 
side connected device 5 only needs to generate the processed 
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image data of the received-image display format. The server 
3 transfers the processed image data transmitted by the trans 
mission-side connected device 5 to the reception-side con 
nected device 5 (Step S609). 
0096. In the first modification, after the reception-side 
connected device 5 sets the initial received-image display 
format, the transmission-side connected device 5 transmits 
only the processed image data of the received-image display 
format designated by the reception-side connected device 5 
(Step S511 in FIG. 10 and Step S607 in FIG. 11). Therefore, 
when the received-image display format is changed, the 
transmission-side connected device 5 needs to change the 
image display format of the processed image data to be trans 
mitted. 

0097. Furthermore, when three or more connected devices 
5 have communication connections to the server 3 to conduct 
a video conference, in Some cases, the transmission-side con 
nected device 5 may need to add the processed image data to 
be transmitted. For example, when the four connected devices 
5-1 to 5-4 illustrated in FIG. 1 have communication connec 
tions to the server 3 to conduct a video conference, and if the 
connected devices 5-1 to 5-3 designate the overall image with 
respect to the connected device 5-4, the connected device 5-4 
generates only the overall image data and transmits the over 
all image to the server 3. In this state, if the connected device 
5-1 changes the received-image display format with respect 
to the connected device 5-4 to the partially-enlarged image, 
the connected device 5-4 needs to newly generate the par 
tially-enlarged image data in addition to the overall image 
data and transmit the partially-enlarged image data to the 
server 3. In contrast, when the connected devices 5-1 and 5-2 
designate the overall image with respect to the connected 
device 5-4 and the connected device 5-3 designates the par 
tially-enlarged image with respect to the connected device 
5-4, the connected device 5-4 generates the overall image data 
and the partially-enlarged image data and transmits the pieces 
of the image data to the server 3. In this state, if the connected 
device 5-1 changes the received-image display format with 
respect to the connected device 5-4 to the partially-enlarged 
image, the connected device 5-4 does not need to generate 
new processed image data. This is because, because the con 
nected device 5-4 has already generated the partially-en 
larged image data for the connected device 5-3 and transmit 
ted the partially-enlarged image data to the server 3, it is 
sufficient to cause the server 3 to transfer the partially-en 
larged image data to the connected device 5-1. 
0098 FIG. 12 is a flowchart illustrating the flow of a 
received-image display format Switching process performed 
by the server 3 when the server 3 receives the notice of the 
change of the received-image display format from the recep 
tion-side connected device 5 in the first modification. 
0099. In the received-image display format switching pro 
cess, as illustrated in FIG. 12, the server 3 receives, from the 
reception-side connected device 5, the notice of the change of 
the received-image display format designated for the trans 
mission-side connected device 5 (Step S701). When receiv 
ing the notice of the change, the server 3 determines whether 
the changed received-image display format is designated by 
the other connected devices 5. Similarly to the first embodi 
ment as described above, the server 3 manages the lists of the 
transmission image display formats and the received-image 
display formats of each of the connected devices 5, and per 
forms the determination by referring to the lists. If the 
changed received-image display format is designated by the 
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other connected devices 5 (YES at Step S703), the server 3 
transfers the processed image data of the changed received 
image display format to the reception-side connected device 
5 (Step S705). 
0100. In contrast, if the changed received-image display 
format is not designated by the other connected devices 5 (NO 
at Step S703), the server 3 transfers the notice of the change 
of the received-image display format to the transmission-side 
connected device 5 to request transmission of the processed 
image data (Step S707). In response to the above process, the 
transmission-side connected device 5 generates new pro 
cessed image data of the changed received-image display 
format and transmits the generated processed image data to 
the server 3. The server 3 transfers the processed image data 
of the changed received-image display format transmitted by 
the transmission-side connected device 5 as described above 
to the reception-side connected device 5 (Step S709). 
0101. In the first modification, the CPU 59 of the con 
nected device 5 determines whether the notice of the initial 
setting and the notice of the change are transferred by the 
server 3 after Step S105 in FIG. 6, and, after the notices are 
transferred, the CPU 59 performs a process of generating only 
the processed image data of the received-image display for 
mat designated by the other connected device 5 and transmit 
ting the generated processed image data to the server 3 instead 
of the processes at Step S107 and S109. Furthermore, the 
CPU 59 of the connected device 5 performs the image data 
reception process in the same manner as in FIG. 7. 
0102. As described above, according to the first modifica 
tion, it is possible to achieve the same advantageous effects as 
those of the first embodiment. Furthermore, after the initial 
setting of the received-image display format is performed, 
each of the connected devices 5 can generate only the pro 
cessed image data of the received-image display format des 
ignated by the other connected devices 5 from among the 
transmission image display formats designated by each of the 
connected devices 5, and transmit the generated processed 
image data to the server 3. Therefore, it becomes possible to 
reduce the usage rate of the CPU 59 of each of the connected 
devices 5. If the image processing process is performed by a 
dedicated image processing circuit, it is possible to reduce the 
usage rate of the image processing circuit. As a result, it is 
possible to reduce power consumption of each of the con 
nected devices 5. 
(0103. Second Modification 
0104. In the first embodiment described above, the image 
processing process is performed by the connected device 5. 
However, the image processing process need not be per 
formed by the connected device 5 and may be performed by 
the server 3. 
0105 FIG. 13 is a flowchart illustrating the flow of an 
image data transfer process performed by the server 3 accord 
ing to a second modification. Before a start of the image data 
transmission process and the image data reception process, 
communication connections between the server 3 and the 
conference devices 5 in the respective participating locations 
of a video conference are established and the video confer 
ence is started. In the second modification, the image display 
format that defines the image processing process is prepared 
on the server 3 side. 
0106. In the image data transfer process, as illustrated in 
FIG. 13, the server 3 first receives pieces of the type informa 
tion on two or more types of transmission image display 
formats transmitted by the reception-side connected device 5 
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(Step S801), and receives image data transmitted by the trans 
mission-side connected device 5 (Step S803). 
0107 The server 3 individually performs the image pro 
cessing process defined in the two or more types of transmis 
sion image display formats received at Step S801 on the 
image data received at Step S803 to thereby generate the 
processed image data of each of the transmission image dis 
play formats (Step S805). 
0108. The server 3 determines whether the type informa 
tion on the received-image display format is received from the 
reception-side connected device 5, that is, whether a notice of 
initial setting or a notice of a change of the received-image 
display format are received. While the type information on 
the received-image display format is not received from the 
reception-side connected device 5 (NO at Step S807), the 
server 3 transmits the processed image data of each of the 
transmission image display formats generated at Step S805 to 
the reception-side connected device 5 (Step S809). In con 
trast, when receiving the type information on the received 
image display format from the reception-side connected 
device 5 (YES at Step S807), the server 3 transmits only the 
processed image data of the received-image display format 
among the pieces of the processed image data of the respec 
tive transmission image display formats generated at Step 
S805 to the reception-side connected device 5 (Step S811). 
Meanwhile, after receiving the type information on the 
received-image display format from the other connected 
devices 5, each of the connected devices 5 may generate only 
the processed image data of the received-image display for 
mat designated by the other connected devices 5. 
0109. Thereafter, the server 3 determines whether the 
video conference has ended. If the video conference has not 
ended (NO at Step S813), the process returns to Step S803 
and the above processes are repeated. If the video conference 
has ended (YES at Step S813), the image data transfer process 
is terminated. 

0110. In the second modification, the CPU 59 of the con 
nected device 5 does not perform the process at Step S107 in 
the image data transmission process in FIG. 6, and performs 
a process of transmitting the image data acquired at Step S105 
to the server 3 instead of the process at Step S109. Further 
more, the CPU 59 of the connected device 5 performs the 
image data reception process in the same manner as in FIG. 7. 
0111. As described above, according to the second modi 
fication, it is possible to achieve the same advantageous 
effects as those of the first embodiment. Furthermore, after 
the initial setting of the received-image display format is 
performed, the server 3 can generate only necessary pro 
cessed image data according to the received-image display 
format designated by each of the connected devices 5, and 
transmit the processed image data to each of the connected 
devices 5. 

0112. Third Modification 
0113. In the first embodiment, the image processing is 
performed on all of the image display formats immediately 
after the conference is started. In a third modification, an 
example will be explained in which the image processing is 
performed on a single image display format immediately 
after the conference is started. FIG. 14 is a flowchart illustrat 
ing the flow of an image data transmission process according 
to the third modification. FIG. 14 illustrates the flow of the 
image processing performed on the image display format by 
the transmission-side connected device 5 performs after a 
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request for an image display format desired to be displayed is 
received from the reception-side connected device 5. 
0114. The CPU 59 of the transmission-side connected 
device 5 notifies the other connected device 5 of the type 
information on the image display format to be transmitted 
(the transmission image display format) (Step S901). The 
CPU 59 performs image processing according to a default 
image display format and transmits the processed image data 
to the network (Step S902). The default image display format 
is an arbitrary one of image display formats that can be 
transmitted by the transmission-side connected device 5. For 
example, information on which format serves as the default 
image display format is recorded in advance in the recording 
device of the transmission-side connected device 5. 
0115 The CPU 59 determines whether the reception-side 
connected device 5 has requested a change of the image 
display format to be displayed (Step S903). When the change 
has been requested (YES at Step S903), the CPU 59 deter 
mines whether the image processing according to the 
requested image display format is being performed (Step 
S904). 
0116. If the image processing according to the requested 
image display format is not being performed (NO at Step 
S904), the CPU 59 performs the image processing according 
to the newly-requested image display format in addition to the 
image processing according to the default image display for 
mat, and transmits the processed image data to the network 
(Step S905). 
0117. Thereafter (NO at Step S903, YES at Step S904, or 
after completion of Step S905), the CPU 59 determines 
whether the video conference has ended (Step S906). If the 
video conference has not ended (NO at Step S906), the pro 
cess returns to Step S903 and the above processes are 
repeated. If the video conference has ended (YES at Step 
S906), the image data transmission process is terminated. 
0118. In the example in FIG. 14, the image processing is 
added upon reception of the request for the change of the 
image display format from the reception-side connected 
device 5. In contrast, when there is an image display format 
that is not displayed by any of the reception-side connected 
devices 5, the transmission-side connected device 5 may can 
cel the image processing according to the image display for 
mat and cancel the transmission via the network. 
0119 Through the processes as illustrated in FIG. 14, the 
transmission-side connected device 5 need not transmit mul 
tiple image display formats to the network immediately after 
the conference is started. Furthermore, the transmission-side 
connected device 5 need not perform the image processing 
according to the image display format that is not displayed by 
the reception-side connected device 5. 
I0120 FIG. 15 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to the third modification. 
0121 When the conference is started, the transmission 
side connected device 5 notifies the server 3 of the type 
information on the transmission image display format and 
starts transmitting an image of the default image display 
format (Step S1001). The server 3 transfers the notice of the 
type information on the image display format and the pro 
cessed image data received from the transmission-side con 
nected device 5 to each of the reception-side connected 
devices 5 (Step S1002). 
I0122) When switching to another image display format 
that differs from the current image display format, the recep 
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tion-side connected device 5 notifies the server 3 of an image 
display format desired to be displayed (received-image dis 
play format) (Step S1003). The server 3 notifies the transmis 
Sion-side connected device 5 of the image display format 
requested by the reception-side connected device 5 (Step 
S1004). 
0123. When receiving the notice, the transmission-side 
connected device 5 transmits the requested image display 
format to the server 3 (Step S1005). The server 3 transmits 
only an image of the image display format requested by the 
reception-side connected device 5 to the reception-side con 
nected device 5 (Step S1006). 
0124. In some cases, the transmission-side connected 
device 5 has already transmitted a corresponding image dis 
play format to the server 3 when the reception-side connected 
device sends a request for a change of the image display 
format to be displayed. In this case, the server 3 may transmit 
the corresponding image display format that has been already 
received to the reception-side connected device 5that has sent 
the request, without notifying the transmission-side con 
nected device 5 of the change request. For example, this may 
occur when a conference is conducted among multiple loca 
tions. 

0.125 Fourth Modification 
0126. In general, the load of the CPU 59 of the connected 
device 5 greatly increases due to image processing, so that it 
is difficult to simultaneously perform a plurality of types of 
image processing by a single connected device 5. Therefore, 
it may be possible to set, in advance before shipment, the 
number (a predetermined number) of types of image process 
ing that can simultaneously be performed by a single con 
nected device 5, and if it is necessary to perform a greater 
number of types of image processing than the predetermined 
number, the server 3 may be used. With this configuration, it 
becomes possible to perform a plurality of types of image 
processing. 
0127 FIG. 16 is a flowchart illustrating the flow of an 
image data transmission process according to a fourth modi 
fication configured as described above. 
0128. The processes from Step S1101 to Step S1104 are 
the same as those from Step S901 to Step S904 in FIG. 14; 
therefore, the same explanation will not be repeated. 
0129. At Step S1104, if the image processing according to 
the requested image display format is not performed (NO at 
Step S1104), the CPU 59 determines whether the number 
obtained by adding one that corresponds to the number of a 
new image display format to the number of the image display 
formats that are currently subjected to the image processing 
by the transmission-side connected device 5 is equal to or 
smaller than the predetermined number (Step S1105). If the 
number is equal to or Smaller than the predetermined number 
(YES at Step S1105), the CPU 59 performs the image pro 
cessing according to the requested image display format in 
addition to the current image processing, and transmits the 
processed image data to the network (Step S1108). It is 
assumed that the predetermined number is stored in, for 
example, the storage device of the transmission-side con 
nected device 5 in advance. 

0130. If the number is greater than the predetermined 
number (NO at Step S1105), the CPU 59 requests the server 
3 to perform the image processing according to the requested 
image display format (Step S1106). The CPU59 transmits an 
original image that is to be subjected to the image processing 
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by the server 3, that is, an image that has not been subjected to 
the image processing, to the server 3 (Step S1107). 
I0131 Thereafter (NO at Step S1103, YES at Step S1104, 
after completion of Step S1107, or after completion of Step 
S1108), the CPU59 determines whether the video conference 
has ended (Step S1109). If the video conference has not ended 
(NO at Step S1109), the process returns to Step S1103 and 
repeats the above processes. If the video conference has 
ended (YES at Step S1109), the image data transmission 
process is terminated. 
(0132 FIG. 17 is a flowchart illustrating the flow of the 
image processing performed by the server 3 according to the 
fourth modification. 
0.133 When the conference is started, the server 3 deter 
mines whether the transmission-side connected device 5 has 
requested the image processing (Step S1201). If the image 
processing has been requested (YES at Step S1201), the 
server 3 performs the image processing by using an original 
image received from the transmission-side connected device 
5 and transmits the processed image to the reception-side 
connected device 5 (Step S1202). 
I0134) Thereafter (NO at Step S1201 or after completion of 
Step S1202), the server 3 determines whether the video con 
ference has ended (Step S1203). If the video conference has 
not ended (NO at Step S1203), the process returns to Step 
S1201 and the above processes are repeated. If the video 
conference has ended (YES at Step S1203), the image pro 
cessing is terminated. 
0.135 FIG. 18 is a diagram illustrating the flow of data 
transmitted and received between the server and the confer 
ence devices according to the fourth modification. 
0.136. When the conference is started, the transmission 
side connected device 5 notifies the server 3 of the type 
information on the transmission image display format and 
starts transmitting an image of the default image display 
format (Step S1301). The server 3 notifies the reception-side 
connected device 5 of the type information on the transmis 
sion image display format received from the transmission 
side connected device 5 and transmits the processed image 
data to the reception-side connected device 5 (Step S1302). 
0.137 When changing the desired image display format to 
be displayed, the reception-side connected device 5 notifies 
the server 3 of the image display format (received-image 
display format) (Step S1303). The server 3 transmits the 
request for the change of the image display format received 
from the reception-side connected device 5 to the transmis 
sion-side connected device 5 (Step S1304). 
0.138. If the transmission-side connected device 5 is not 
able to perform the image processing according to the 
requested image display format, the transmission-side con 
nected device 5 notifies the server 3 of the request for the 
image processing (Step S1305). Subsequently, the transmis 
Sion-side connected device 5 transmits an image that has not 
been subjected to the image processing to the server 3 (Step 
S1306). 
0.139. The server 3 performs the image processing accord 
ing to the image display format requested by the reception 
side connected device 5 at Step S1303 on the received image, 
and transmits the image Subjected to the image processing to 
the reception-side connected device 5 (Step S1307). 

Second Embodiment 

0140. A configuration of a display control system accord 
ing to a second embodiment is the same as the configuration 
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illustrated in FIG. 1; therefore, explanation thereof will be 
omitted. Furthermore, the internal configuration of a confer 
ence device according to the second embodiment is the same 
as the configuration illustrated in FIG. 2B: therefore, expla 
nation thereof will be omitted. 
0141 FIG. 19 is a block diagram illustrating a functional 
configuration of a conference device Sb according to the 
second embodiment. As illustrated in FIG. 19, the CPU 59 of 
the conference device5b loads a program stored in the record 
ing device 56 or the like into the memory 57 and executes the 
program to thereby function as an image processing unit 
2401, a receiving unit 2402, a display control unit 2403, and 
a transmitting unit 2404. 
0142. In the explanation below, a case is described that a 
conference device 5b-1 (subject device) installed in a first 
location conducts a video conference with a conference 
device 5b-2 (external device) installed in a second location 
(another location). However, the same applies when the video 
conference is conducted with conference devices 5b-3 and 
5b-4 installed in the other locations. Furthermore, in the 
explanation below, a case is described that the conference 
device Sb-1 functions as both of a captured-image transmis 
sion side and a captured-image reception side. However, it is 
sufficient that the conference device 5b-1 functions as at least 
the image processing unit 2401 and the receiving unit 2402 
when serving as the captured-image transmission side (an 
example of an image processing apparatus), and functions as 
at least the display control unit 2403 and the transmitting unit 
2404 when serving as the captured-image reception side. 
0143. The image processing unit 2401 performs predeter 
mined image processing on a captured image obtained by 
capturing, by the camera 51, the first location in which the 
conference device Sb-1 is installed (or image processing des 
ignated by the conference device 5b-2 installed in the second 
location), and transmits the captured image Subjected to the 
image processing to the conference device Sb-2 (external 
device) installed in the second location (another location) 
different from the first location. When performing the image 
processing designated by the conference device 5b-2, the 
image processing unit 2401 performs the image processing 
on the captured image according to processing information 
received by the receiving unit 2402 to be described below. 
0144. The receiving unit 2402 receives the processing 
information (for example, an image processing method or the 
like) that designates the image processing to be performed on 
the captured image from the conference device 5b-2 installed 
in the second location. 
0145 The display control unit 2403 acquires the captured 
image Subjected to the image processing from the conference 
device 5b-2 (external device), which is installed in the second 
location (another location) different from the first location 
where the subject device is installed and which performs the 
image processing on the captured image of the second loca 
tion, and displays the captured image on the display unit 54 of 
the conference device 5b-1 installed in the first location. 
0146 The transmitting unit 2404 transmits the processing 
information (for example, an image processing method or the 
like) that designates the image processing to be performed on 
the captured image to the conference device 5b-2 in the sec 
ond location, and causes the conference device 5b-2 in the 
second location to perform the image processing according to 
the processing information. 
0147 The flow of video conference control performed by 
the conference device 5b-1 serving as the captured-image 
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transmission side will be explained below with reference to 
FIG. 20. FIG. 20 is a flowchart illustrating the flow of the 
video conference control performed by the information pro 
cessing apparatus serving as the captured-image transmission 
side. 

0.148. The receiving unit 2402 receives the processing 
information from the conference device 5b-2 in the second 
location serving as the captured-image reception side (Step 
S1401). In the second embodiment, the receiving unit 2402 
receives processing information for performing image pro 
cessing to enlarge a part of the captured image (for example, 
a center portion of the captured image) (hereinafter, referred 
to as "partial enlargement'), and processing information for 
performing image processing to correct distortion of the cap 
tured image (hereinafter, referred to as “distortion correc 
tion'). 
0149. In the second embodiment, the receiving unit 2402 
receives the processing information for performing the image 
processing of the partial enlargement or the distortion correc 
tion as an image processing method to be performed by the 
Subject device. Any image processing may be designated by 
the processing information and may be executed as long as 
the Subject device can execute the image processing. For 
example, the receiving unit 2402 may receive, from the con 
ference device 5b-2 installed in the second location, process 
ing information for performing image processing, such as 
extraction of a partial image from the image captured by the 
camera 51 of the conference device 5b-1 installed in the first 
location, brightness adjustment to optimize the contrast of 
each of pixels of the captured image (a so-called bright face 
function), or backlight adjustment to correct the captured 
image that is dark due to the backlight, and the image pro 
cessing unit 2401 (to be described later) may perform the 
image processing. Such as the extraction of a partial image 
from the captured image, the bright face function, or the 
backlight adjustment. The conference device 5b on the cap 
tured-image transmission side may transmit the image pro 
cessing that the transmission-side conference device 5b can 
perform (for example, the partial enlargement, the distortion 
correction, or the like) to the conference device 5b on the 
captured-image reception side in advance, and may receive 
the processing information designating the image processing 
that the transmission-side conference device 5b can perform. 
Alternatively, the conference device 5b on the captured-im 
age transmission side may receive the processing information 
designating image processing desired by a user of the confer 
ence device 5b on the captured-image reception side regard 
less of whether the transmission-side conference device 5b is 
able to perform the image processing, and may perform pre 
determined image processing when the transmission-side 
conference device 5bis unable to perform the image process 
ing according to the received processing information. 
0150. The image processing unit 2401 acquires, from the 
camera 51, the image captured by the camera 51 (Step 
S1402). Subsequently, the image processing unit 2401 per 
forms image processing on the acquired image according to 
the processing information received by the receiving unit 
2402 (Step S1403). For example, if the received processing 
information designates the partial enlargement as an image 
processing method of the image processing, the image pro 
cessing unit 2401 obtains the image data I23 by performing, 
on the acquired image data I1, the partial enlargement to 
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enlarge the conferee P1 who is speaking among the three 
conferees P1, P2, and P3 contained in the image data I1 as 
illustrated in FIG. 5. 
0151. In contrast, if the received processing information 
designates the distortion correction, the image processing 
unit 2401 obtains the image data 121 by performing, on the 
acquired image data I1, the distortion correction to reduce the 
size of the peripheral portion (areas containing the conferees 
P2 and P3) of the image data I1 as illustrated in FIG. 4. 
0152 The image processing unit 2401 transmits the cap 
tured image subjected to the image processing to the confer 
ence device Sb-2 (another information processing apparatus) 
installed in the second location via the network N (Step 
S1404). Therefore, the conference device5b-2 installed in the 
second location can display the captured image subjected to 
the desired image processing on the display unit 54 of the 
conference device 5b-2 installed in the second location. Con 
sequently, when the captured image of the first location is 
Subjected to the image processing and thereafter transmitted 
to the conference device5b-2 installed in the second location, 
it is possible to match the captured image that a conferee in 
the second location wants to view and the image to be actually 
displayed, so that the user's usability can be improved. 
0153. Furthermore, the conference device 5b-2 installed 
in the second location serving as the captured-image recep 
tion side need not perform image processing to obtain a 
captured image as desired by the user of the Subject device. 
Therefore, it becomes not necessary to store the characteris 
tics of the camera 51 (for example, the type of a lens of the 
camera 51) of the conference device 5b-1 installed in the first 
location serving as the captured-image transmission side. 
Moreover, the conference device 5b-2 installed in the second 
location serving as the captured-image reception side need 
not perform image processing on the captured image to be 
displayed. Therefore, it becomes possible to reduce process 
ing load on the captured image due to the image processing, 
enabling to improve the processing performance of other 
processes. 
0154 The image processing unit 2401 and the receiving 
unit 2402 repeat the processes from Step S1402 to Step S1404 
until the video conference with the conference device Sb-2 
installed in the second location ends (NO at Step S1405). 
(O155 The flow of video conference control performed by 
the conference device 5b-1 serving as the captured-image 
reception side will be explained below with reference to FIG. 
21. FIG. 21 is a flowchart illustrating the flow of the video 
conference control performed by the information processing 
apparatus serving as the captured-image reception side. 
0156 The transmitting unit 2404 determines whether to 
transmit the processing information to the conference device 
5b-2 on the captured-image transmission side according to 
operation input through the operating unit 53 by a user (for 
example, a conferee) of the conference device 5b-1 installed 
in the first location (Step S1501). 
0157. When transmitting the processing information to 
the conference device Sb-2 on the captured-image transmis 
sion side (YES at Step S1501), the transmitting unit 2404 
transmits the processing information designating the image 
processing method input through the operating unit 53 to the 
conference device5b-2 installed in the second location via the 
network N (Step S1502). In the second embodiment, the 
transmitting unit 2404 transmits the processing information 
for performing the image processing to perform the partial 
enlargement or the distortion correction to the conference 
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device 5b-2 installed in the second location. Furthermore, in 
the second embodiment, a general-purpose Internet protocol 
is used when the transmitting unit 2404 transmits the process 
ing information to the conference device 5b-2 installed in the 
second location. 

0158. Therefore, it is possible to cause the conference 
device 5b-2 installed in the second location to perform the 
image processing on the captured image of the second loca 
tion as desired by the user (for example, the conferee) of the 
conference device 5b-1 installed in the first location. Conse 
quently, when the captured image of the second location is 
Subjected to the image processing and thereafter transmitted 
to the conference device 5b-1 installed in the first location, it 
is possible to match the captured image that a conferee in the 
first location wants to view and the image to be actually 
displayed, so that the user's usability can be improved. 
0159. Furthermore, the conference device 5b-1 installed 
in the first location serving as the captured-image reception 
side need not perform image processing to obtain a captured 
image as desired by the user of the subject device. Therefore, 
it becomes not necessary to store the characteristics of the 
camera 51 (for example, the type of a lens of the camera 51) 
of the conference device 5b-2 installed in the second location 
serving as the captured-image transmission side. Moreover, 
the conference device 5b-1 installed in the first location serv 
ing as the captured-image reception side need not perform 
image processing on the captured image to be displayed. 
Therefore, it becomes possible to reduce processing load on 
the captured image due to the image processing, enabling to 
improve the processing performance of other processes. 
0160. In the second embodiment, the transmitting unit 
2404 transmits the processing information for performing the 
image processing of the partial enlargement or the distortion 
correction. Any image processing may be designated by the 
processing information and may be performed as long as the 
conference device 5b-2 installed in the second location can 
perform the image processing. For example, the transmitting 
unit 2404 may transmit, to the conference device 5b-2 
installed in the second location, processing information for 
performing image processing, Such as extraction of a partial 
image from the image captured by the camera 51 of the 
conference device 5b-2 installed in the second location, 
brightness adjustment to optimize the contrast of each of 
pixels of the captured image (a so-called bright face func 
tion), or backlight adjustment to correct the captured image 
that is dark due to the backlight, in order to perform the image 
processing, such as the extraction of a partial image from the 
captured image, the bright face function, or the backlight 
adjustment. The conference device 5b on the captured-image 
reception side may acquire the image processing that the 
transmission-side conference device 5b can perform (for 
example, the partial enlargement, the distortion correction, or 
the like) from the conference device 5b on the captured-image 
transmission side in advance, and may transmit the process 
ing information designating the image processing that the 
conference device 5b on the captured-image transmission 
side can perform. Alternatively, the conference device 5b on 
the captured-image reception side may transmit the process 
ing information designating image processing desired by a 
user regardless of whether the transmission-side conference 
device 5b is able to perform the image processing, and may 
receive the captured image Subjected to the predetermined 
image processing when the transmission-side conference 
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device 5b is unable to the image processing according to the 
transmitted processing information. 
0161 When the processing information is transmitted 
(Step S1502 or Step S1506 to be described later) or when 
transmission of the processing information is not instructed 
(NOat Step S1501), the display control unit 2403 receives the 
captured image Subjected to the image processing designated 
by the transmitted processing information from the confer 
ence device Sb-2 on the captured-image transmission side 
(the conference device 5b-2 installed in the second location) 
via the networkN (Step S1503). Then, the display control unit 
2403 displays the received captured image on the display unit 
54. 
0162. Subsequently, the transmitting unit 2404 determines 
whether the video conference has ended (Step S1504). If the 
video conference has not ended (NO at Step S1504), the 
transmitting unit 2404 determines whether an instruction to 
change the image processing performed by the conference 
device 5b-2 installed in the second location is input via the 
operating unit 53 (Step S1505). If the instruction to change 
the image processing is not input (NO at Step S1505), the 
display control unit 2403 repeatedly receives and displays the 
captured image until the video conference ends. 
0163. In contrast, if the instruction to change the image 
processing is input (YES at Step S1505), the transmitting unit 
2404 re-transmits the processing information input via the 
operating unit 53 to the conference device 5b-2 installed in 
the second location via the network N (Step S1506). For 
example, if the distortion correction is designated as the 
image processing by the processing information transmitted 
at Step S1502, the transmitting unit 2404 transmits the pro 
cessing information for performing the image processing to 
perform the partial enlargement to the conference device 5b-2 
installed in the second location. 
0164. The flow of data (captured image) transmitted and 
received between the conference devices 5b-1 and 5b-2 
installed in the participant locations of a video conference and 
the server 3 will be explained below with reference to FIG.22. 
FIG. 22 is a sequence diagram illustrating the flow of data in 
a display control system according to the second embodi 
ment. In the explanation below, a case is described that the 
captured image flows unidirectionally from the conference 
device 5b-1 installed in the first location to the conference 
device 5b-2 installed in the second location on the assumption 
that the conference device 5b-1 installed in the first location 
serves as the captured-image transmission side and the con 
ference device 5b-2 installed in the second location serves as 
the captured-image reception side. However, when the video 
conference is actually performed, the captured image flows 
bi-directionally between the conference device 5b-1 installed 
in the first location and the conference device5b-2 installed in 
the second location. 
0.165. When a user of the conference device 5b-2 in the 
second location inputs the processing information indicating 
the image processing method or the like via the operating unit 
53, the conference device 5b-2 (the transmitting unit 2404) in 
the second location transmits the processing information des 
ignating the input image processing method to the server 3 
(Step S1601). The server 3 transfers the processing informa 
tion transmitted by the conference device 5b-2 in the second 
location to the conference device 5b-1 in the first location 
(Step S1602). 
0166 When receiving the processing information from 
the server 3, the conference device 5b-1 (the image process 
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ing unit 2401) in the first location performs the image pro 
cessing according to the image processing method designated 
by the received processing information (an image processing 
method desired by a conferee participating in a video confer 
ence in the second location) on the image captured by the 
camera 51. Then, the conference device 5b-1 in the first 
location transmits the captured image Subjected to the image 
processing according to the desired image processing method 
(for example, the image data 121 illustrated in FIG. 4 or the 
image data I23 illustrated in FIG. 5) to the server 3 (Step 
S1603). The server 3 transfers the captured image transmitted 
by the conference device 5b-1 in the first location to the 
conference device 5b-2 in the second location (Step S1604). 
0167. In FIG. 22, an example is illustrated in which the 
captured image is transmitted and received between the two 
conference devices 5b. However, the same applies when the 
captured image is transmitted and received between more 
than two conference devices 5b. 
(0168 With reference to FIG. 23, explanation will be given 
below of the flow of data (captured image) transmitted and 
received between the conference devices 5b-1 and 5b-2 and 
the server 3 when an instruction to change the image process 
ing method is input during the video conference. FIG. 23 is a 
sequence diagram illustrating the flow of data in the display 
control system according to the second embodiment. 
0169. When an instruction to change the image processing 
method is input during the video conference, the conference 
device 5b-2 in the second location (the transmitting unit 
2404) transmits the processing information designating the 
changed image processing method to the server 3 (Step 
S1701). The server 3 transfers the processing information 
transmitted by the conference device 5b-2 in the second loca 
tion to the conference device 5b-1 in the first location (Step 
S1702). 
0170 When receiving the processing information from 
the server 3, the conference device 5b-1 (the image process 
ing unit 2401) in the first location performs the image pro 
cessing according to the changed image processing method 
designated by the received processing information on the 
image captured by the camera 51. Then, the conference 
device 5b-1 in the first location transmits the captured image 
Subjected to the image processing according to the changed 
image processing method (for example, the image data 121 
illustrated in FIG. 4 or the image data I23 illustrated in FIG. 
5) to the server 3 (Step S1703). The server 3 transfers the 
captured image transmitted by the conference device 5b-1 in 
the first location to the conference device 5b-2 in the second 
location (Step S1704). 
0171 The flow of video conference control performed by 
the conference device Sb-1 serving as the captured-image 
transmission side when receiving the processing information 
designating the changed image processing method will be 
explained below with reference to FIG. 24. FIG. 24 is a 
flowchart illustrating the flow of the video conference control 
performed by an information processing apparatus serving as 
the captured-image transmission side when receiving the pro 
cessing information designating the changed image process 
ing method. 
0172. The receiving unit 2402 of the conference device 
5b-1 in the first location receives the processing information 
designating the changed image processing method from the 
conference device 5b-2 in the second location serving as the 
captured-image reception side during the video conference 
(Step S1801). 
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0173 The image processing unit 2401 determines 
whether the changed image processing method designated by 
the received processing information is the same as the image 
processing method designated by the previously-received 
processing information (in other words, whether the image 
processing according to the changed image processing 
method is currently performed) (Step S1802). If the changed 
image processing method is currently performed (YES at 
Step S1802), the image processing unit 2401 executes the 
currently-performed image processing on the captured image 
acquired from the camera 51, and transmits the processed 
image to the conference device 5b-2 in the second location 
(Step S1803). 
0174. In contrast, if the changed image processing method 

is not currently performed (NO at Step S1802), the image 
processing unit 2401 performs the image processing accord 
ing to the changed image processing method indicated by the 
received processing information on the captured image 
acquired from the camera 51, and transmits the processed 
image to the conference device 5b-2 in the second location 
(Step S1804). 
0.175. As described above, according to the conference 
device 5b of the second embodiment, when acquiring a cap 
tured image Subjected to image processing from another con 
ference device 5b, which is installed in another location dif 
ferent from the location of the subject conference device 5b 
and which performs the image processing on the captured 
image of the another location, and then displaying the 
acquired captured image on the display unit 54 of the subject 
conference device 5b, the subject conference device 5b trans 
mits the processing information designating the image pro 
cessing to be performed on the captured image to the infor 
mation processing apparatus in the another location, and 
causes the information processing apparatus in the another 
location to perform the image processing according to the 
processing information. Therefore, it becomes possible to 
cause the information processing apparatus in the another 
location to perform, on the captured image of the another 
location, the image processing as desired by a user (for 
example, a conferee) in the location of the Subject conference 
device 5b. Consequently, it becomes possible to match the 
captured image that the conferee wants to view and the image 
actually displayed, so that the users usability can be 
improved. 
0176 Furthermore, according to the conference device 5b 
of the second embodiment, when performing the image pro 
cessing on a captured image obtained by the imaging unit in 
the location of the subject conference device 5b, and then 
transmitting the captured image Subjected to the image pro 
cessing to the information processing apparatus that is 
installed in another location different from the location of the 
subject conference device 5b and that displays the captured 
image on the display unit 54 installed in the another location, 
the subject conference device 5b receives the processing 
information designating the image processing to be per 
formed on the captured image from the another information 
processing apparatus and performs the image processing on 
the captured image according to the received processing 
information. Therefore, the information processing apparatus 
installed in the another location can display the captured 
image Subjected to the desired image processing on the dis 
play unit 54 of the information processing apparatus installed 
in the another location. Consequently, when the captured 
image of the location of the subject device is subjected to the 
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image processing and thereafter transmitted to the informa 
tion processing apparatus installed in another location, it 
becomes possible to match the captured image that the con 
feree in the another location wants to view and the image 
actually displayed, so that the users usability can be 
improved. 
0177. In the second embodiment, a case has been 
explained that the video conference is conducted between the 
conference device5b-1 in the first location and the conference 
device 5b-2 in the second location. However, for example, 
when the video conference is conducted among the confer 
ence devices 5b-1, 5b-2, and 5b-3 in the first to the third 
locations, the conference device Sb on the captured-image 
transmission side (for example, the conference device 5b-1 in 
the first location) transmits the captured image Subjected to 
the image processing to the conference devices 5b-2 and 5b-3 
in the second and the third locations via the server 3. In this 
case, the conference device 5b-1 in the first location gives an 
instruction on which captured image among the captured 
images subjected to different types of image processing is 
transmitted to each of the conference devices 5b in the mul 
tiple locations to the server 3. Therefore, the conference 
device 5b-1 in the first location need not transmit the captured 
image, so that a processing load can be reduced. 
0.178 The programs executed by the conference device of 
the above embodiments are provided by being recorded in a 
computer-readable recording medium, Such as a compact disc 
(CD)-ROM, a flexible disk (FD), or a digital versatile disk, in 
a computer-installable or a computer-executable file format. 
0179. Furthermore, the programs executed by the confer 
ence device of the above embodiments may be stored in a 
computer connected to a network, such as the Internet, and 
provided by being downloaded via the network. Moreover, 
the programs executed by the conference device of the above 
embodiments may be provided or distributed via a network, 
Such as the Internet. 
0180 Furthermore, the programs executed by the confer 
ence device of the above embodiments may be provided by 
being incorporated into a ROM or the like in advance. 
0181. While, in the above embodiments, an example has 
been explained that the image processing apparatus of the 
present invention is applied to a personal computer, the 
present invention may be applied to a multifunction periph 
eral (MFP) having at least two of a copying function, a print 
ing function, a scanning function, and a facsimile function, or 
an image processing apparatus, Such as a copier, a printer, a 
scanner, or a facsimile machine. 
0182. According to an embodiment of the present inven 
tion, it is possible to display processed image data of the 
received-image display format designated by operation input 
by a user from among the pieces of the processed image data 
of the two or more types of transmission image display for 
mats transmitted by the other conference device. Therefore, it 
is possible to display a conference Screen as desired by a 
conferee. 
0183 Although the invention has been described with 
respect to specific embodiments for a complete and clear 
disclosure, the appended claims are not to be thus limited but 
are to be construed as embodying all modifications and alter 
native constructions that may occur to one skilled in the art 
that fairly fall within the basic teaching herein set forth. 
What is claimed is: 
1. A video conference system for holding a conference 

between at least two conference sites by displaying a video 
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image that is captured with a video camera on a display device 
located at the conference site, the video conference system 
comprising: 

a control device located at each of the at least two confer 
ence sites, the control device being connected to the 
Video camera and the display device; and 

a server connected to the control device via a communica 
tion network, 

the control device comprising: 
a control terminal configured to control the display device; 

and 
an image display format selecting unit connected to the 

control terminal, wherein 
the image display format includes at least one format in 

which a predetermined process is performed to image 
data of the video image that is captured by the video 
Camera, 

the control device controls transmission and reception of 
the image data, and 

the display device located at a site in which the image 
display format is selected by the image display format 
Selection unit displays the video image of another site to 
which the selected image display format is noticed, with 
the selected image display format. 

2. The video conference system set forth in claim 1, 
wherein the video camera includes a wide-angle lens. 

3. The video conference system set forth in claim 1, 
wherein the predetermined process includes an image distor 
tion correction process on the image data. 

4. The video conference system set forth in claim 1, 
wherein the predetermined process includes enlarging a 
desired area of the video image. 

5. The video conference system set forth in claim 1, 
wherein the control terminal located at the site in which the 
image display format is selected by the image display format 
selection unit, notices the selected image display format to 
another control terminal located at the other site to which the 
selected image display format is noticed, and 

the other control terminal located at the other site where the 
Selected image display format is noticed performs a 
process according to the selected image display format 
on the image data and provide the processed image data 
to the server. 

6. The video conference system set forth in claim 5, 
wherein the server transmits the image data, from among data 
received from the other control terminal located at the other 
site to which the selected image display format is noticed, 
with the selected image display format, and transmits no other 
data thereof. 

7. The video conference system set forth in claim 1, 
wherein the control terminal located at the site in which the 
image display format is selected by the image display format 
selection unit, notices the selected image display format to the 
server, and 
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the server receives the image data from the other site to 
which the selected image display format is noticed, per 
forms a process according to the selected image display 
format on the image data, and provides the processed 
image data to the control terminal located at the site in 
which the image display format is selected by the image 
display format selection unit. 

8. The video conference system set forth in claim 7. 
wherein the server transmits the image data, from among data 
received from the other control terminal located at the other 
site to which the selected image display format is noticed, 
with the selected image display format, and transmits no other 
data thereof. 

9. A method for performing a video conference system for 
holding a conference between at least two conference sites by 
displaying a video image that is captured with a video camera 
on a display device located at the conference site, the video 
conference system comprising: 

a control device located at each of the at least two confer 
ence sites, the control device being connected to the 
video camera and the display device; and 

a server connected to the control device via a communica 
tion network, 

the control device comprising: 
a control terminal configured to control the display device; 

and 
an image display format selecting unit connected to the 

control terminal, wherein 
the image display format includes at least one format in 

which a predetermined process is performed to image 
data of the video image that is captured by the video 
Camera, 

the control device controls transmission and reception of 
the image data, 

the display device located at a site in which the image 
display format is selected by the image display format 
Selection unit displays the video image of another site to 
which the selected image display format is noticed, with 
the selected image display format, 

the method comprising: 
selecting a desired image display format, by the image 

display format selection unit located at the site in which 
the image display format is selected by the image dis 
play format selection unit; 

noticing the selected image display format to another con 
trol terminal located at the other site to which the 
Selected image display format is noticed; 

performing on the image data a process according to the 
Selected image display format; 

receiving from the server the image data with the selected 
image display format; and 

displaying the video image on the display device located at 
the site in which the image display format is selected by 
the image display format selection unit. 
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