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1. 

NAVIGATION APPARATUS AND METHOD 
THEREOF 

CROSS-REFERENCE TO ARELATED 
APPLICATION 

The present application claims priority to Korean Applica 
tion No. 10-2008-0102762 filed on Oct. 20, 2008, which is 
herein expressly incorporated by reference in its entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a navigation apparatus and 

corresponding method of controlling the navigation appara 
tuS. 

2. Description of the Related Art 
A navigation apparatus is a device for generating road 

guide information based on a global positioning system 
(GPS) signal and map information, and providing the road 
guide information to a user. 

SUMMARY OF THE INVENTION 

Accordingly, one object of the present invention is to 
address the above-noted and other problems. 

Another object of the present invention is to provide a 
novel navigation apparatus and corresponding method for 
amplifying input sound based on changing environmental 
conditions. 
To achieve these and other advantages and in accordance 

with the purpose of the present invention, as embodied and 
broadly described herein, the present invention provides in 
one aspect a method of controlling a navigation apparatus, 
and which includes measuring, viaasensor, an environmental 
characteristic including at least one of an altitude of the navi 
gation apparatus and an atmospheric pressure of an atmo 
sphere the navigation apparatus is operating in; extracting, 
via a controller, a hearing characteristic including a degree of 
hearing impairment for a user operating the navigation appa 
ratus from a memory based on the measured environmental 
characteristic; and compensating, via the controller, audio 
output by the navigation apparatus using the extracted degree 
of hearing impairment for the user operating the navigation 
apparatus. 

In another aspect, the present invention provides a naviga 
tion apparatus including a sensor configured to measure an 
environmental characteristic including at least one of an alti 
tude of the navigation apparatus and an atmospheric pressure 
of an atmosphere the navigation apparatus is operating in; a 
memory configured to store a hearing characteristic including 
a degree of hearing impairment for a user operating the navi 
gation apparatus; an audio unit configured to output audio; 
and a controller configured to extract the degree of hearing 
impairment for the user operating the navigation apparatus 
from the memory based on the measured environmental char 
acteristic, and to compensate the audio output by the naviga 
tion apparatus using the extracted degree of hearing impair 
ment for the user operating the navigation apparatus. 

Further scope of applicability of the present invention will 
become apparent from the detailed description given herein 
after. However, it should be understood that the detailed 
description and specific examples, while indicating preferred 
embodiments of the invention, are given by illustration only, 
since various changes and modifications within the spirit and 
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2 
scope of the invention will become apparent to those skilled in 
the art from this detailed description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are included to pro 
vide a further understanding of the invention and are incor 
porated in and constitute a part of this specification, illustrate 
embodiments of the invention and together with the descrip 
tion serve to explain the principles of the invention. 

In the drawings: 
FIG. 1 is a block diagram illustrating a mobile terminal to 

which a navigation apparatus according to an embodiment of 
the present invention is applied; 

FIG. 2 is a block diagram illustrating a telematics terminal 
to which a navigation apparatus according to an embodiment 
of the present invention is applied; 

FIG. 3 is a block diagram illustrating a navigation appara 
tus according to an embodiment of the present invention; 

FIG. 4 is a flow chart illustrating a method of controlling a 
navigation apparatus according to a first embodiment of the 
present invention; 

FIGS. 5A and 5B are overviews illustrating a frequency 
bandwidth of road guide information according to a first 
embodiment of the present invention; 

FIG. 6 is a flow chart illustrating a method of controlling a 
navigation apparatus according to a second embodiment of 
the present invention; 

FIG. 7 is a flow chart illustrating a method of controlling a 
navigation apparatus according to a third embodiment of the 
present invention; 

FIG. 8 is a flow chart illustrating a method of controlling a 
navigation apparatus according to a fourth embodiment of the 
present invention; 

FIG. 9 is a flow chart illustrating a method of controlling a 
navigation apparatus according to a fifth embodiment of the 
present invention; and 

FIG. 10 is a flow chart illustrating a method of controlling 
a navigation apparatus according to a sixth embodiment of the 
present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

Reference will now be made in detail to the preferred 
embodiments of the present invention, examples of which are 
illustrated in the accompanying drawings. 

FIG. 1 is a block diagram of a mobile terminal 100 includ 
ing a navigation function according to an embodiment of the 
present invention. As shown, the mobile terminal 100 
includes a wireless communication unit 110 having one or 
more components, which permits wireless communication 
between the mobile terminal 100 and a wireless communica 
tion system or network within which the mobile terminal is 
located. 

For example, as shown in FIG. 1, the wireless communi 
cation unit 110 includes a broadcast receiving module 111 
that receives a broadcast signal and/or broadcast associated 
information from an external broadcast managing entity via a 
broadcast channel. The broadcast channel may include a sat 
ellite channel and a terrestrial channel. In addition, the broad 
cast managing entity generally refers to a system which trans 
mits a broadcast signal and/or broadcast associated 
information. Examples of broadcast associated information 
include information associated with a broadcast channel, a 
broadcast program, a broadcast service provider, etc. For 
instance, broadcast associated information may include an 
electronic program guide (EPG) of the digital multimedia 
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broadcasting (DMB) system and an electronic service guide 
(ESG) of the digital video broadcast-handheld (DVB-H) sys 
tem. 

In addition, the broadcast signal may be implemented as a 
TV broadcast signal, a radio broadcast signal, and a data 
broadcast signal, among others. The broadcast signal may 
further include a broadcast signal combined with a TV or 
radio broadcast signal. The broadcast receiving module 111 is 
also configured to receive broadcast signals transmitted from 
various types of broadcast systems. For example, such broad 
casting systems include the digital multimedia broadcasting 
terrestrial (DMB-T) system, the digital multimedia broad 
casting-satellite (DMB-S) system, the digital video 
broadcast-handheld (DVB-H) system, the data broadcasting 
system known as media forward link only (MediaFLOR) and 
the integrated services digital broadcast-terrestrial (ISDB-T) 
system among others. Receiving multicast signals is also 
possible. Further, data received by the broadcast receiving 
module 111 may be stored in a suitable device, such as a 
memory 160. 
The wireless communication unit 110 also includes a 

mobile communication module 112 that transmits/receives 
wireless signals to/from one or more network entities (e.g., 
base station, Node-B). Such signals may represent audio, 
Video, multimedia, control signaling, and data, among others. 
Also included is a wireless Internet module 113 that supports 
Internet access for the mobile terminal. The wireless Internet 
module 113 may be internally or externally coupled to the 
terminal. The wireless communication unit 110 also includes 
a short-range communication module 114 that facilitates rela 
tively short-range communications. Suitable technologies for 
implementing this module include radio frequency identifi 
cation (RFID), infrared data association (IrDA), ultra-wide 
band (UWB), as well at the networking technologies com 
monly referred to as Bluetooth and ZigBee, to name a few. 
A position-location tracking module 115 is also included in 

the wireless communication unit 110 and identifies or other 
wise obtains the location of the mobile terminal 100. The 
position-location tracking module 115 may be implemented 
using global positioning system (GPS) components which 
cooperate with associated Satellites, network components, 
and combinations thereof. In addition, as shown in FIG.1, the 
mobile terminal 100 also includes an Audio/video (A/V) 
input unit 120 that provides audio or video signals to the 
mobile terminal 100. As shown, the A/V input unit 120 
includes a camera 121 and a microphone 122. The camera 121 
receives and processes image frames of still pictures or video. 

Further, the microphone 122 receives an external audio 
signal while the portable device is in a particular mode, Such 
as a phone call mode, recording mode and Voice recognition 
mode. The received audio signal is then processed and con 
Verted into digital data. Also, the portable device, and in 
particular, the A/V input unit 120, generally includes assorted 
noise removing algorithms to remove noise generated in the 
course of receiving the external audio signal. In addition, data 
generated by the A/V input unit 120 may be stored in the 
memory 160, utilized by an output unit 150, or transmitted via 
one or more modules of the communication unit 110. If 
desired, two or more microphones and/or cameras may be 
used. 

The mobile terminal 100 also includes a user input unit 130 
that generates input data responsive to user manipulation of 
an associated input device or devices. Examples of Such 
devices include a keypad, a dome Switch, a touchpad (e.g., 
static pressure/capacitance), a jog wheel and a jog Switch. A 
specific example is one in which the user input unit 130 is 
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4 
configured as a touchpad in cooperation with a touch screen 
display, which will be described in more detail below. 
A sensing unit 140 is also included in the mobile terminal 

100 and provides status measurements of various aspects of 
the mobile terminal 100. For instance, the sensing unit 140 
may detect an open/close status of the mobile terminal 100, 
relative positioning of components (e.g., a display and key 
pad) of the mobile terminal 100, a change of position of the 
mobile terminal 100 or a component of the mobile terminal 
100, a presence or absence of user contact with the mobile 
terminal 100, an orientation or acceleration/deceleration of 
the mobile terminal 100, etc. As shown in FIG. 1, the sensing 
unit 140 also includes a proximity sensor 141. 
The proximity sensor 141 may be arranged at an inner 

region of the mobile terminal 100 surrounded by a touch 
screen or may be arranged adjacent to the touch screen. Fur 
ther, the proximity sensor 141 is a sensor for detecting the 
presence or absence of an object approaching to a certain 
detection Surface or an object that exists nearby by using the 
force of electromagnetism or infrared rays without a 
mechanical contact. The proximity sensor 141 also has a 
considerably longer life span compared with a contact type 
sensor, and it can be utilized for various purposes. 
The proximity sensor 141 may also include a transmissive 

type photoelectric sensor, a direct reflective type photoelec 
tric sensor, a mirror reflective type photoelectric sensor, a 
high-frequency oscillation type proximity sensor, a capaci 
tance type proximity sensor, a magnetic type proximity sen 
sor, an infrared rays proximity sensor, and the like. When the 
touch screen is implemented as a capacitance type, the proX 
imity of a pointer to the touch screen is sensed by changes of 
an electromagnetic field. In this case, the touch screen (touch 
sensor) may be categorized into a proximity sensor. 

In the following description, for the sake of brevity, recog 
nition of the pointer positioned to be close to the touchscreen, 
although the pointer is not actually brought into contact with 
the touch screen, will be called a “proximity touch’, while 
recognition of actual contacting of the pointer on the touch 
screen will be called a “contact touch'. In addition, the posi 
tion where the pointer is proximately touched on the touch 
screen indicates a position where the pointer is positioned to 
correspond vertically to the touchscreen when the pointer is 
proximately touched. 

Also, the proximity sensor 141 may detect a proximity 
touch, and a proximity touch pattern (e.g., a proximity touch 
distance, a proximity touch direction, a proximity touch 
speed, a proximity touch time, a proximity touch position, a 
proximity touch movement state, or the like). Information 
corresponding to the detected proximity touch operation and 
the proximity touch pattern may be output onto the touch 
SCC. 

In addition, when the mobile terminal 100 is a slide-type 
mobile terminal, the sensing unit 140 may sense whether a 
sliding portion of the mobile terminal 100 is open or closed. 
Other examples include the sensing unit 140 sensing the 
presence or absence of power provided by a power Supply 
190, the presence or absence of a coupling or other connec 
tion between an interface unit 170 and an external device, etc. 

Further, the interface unit 170 is implemented to couple the 
mobile terminal 100 with external devices such as wired/ 
wireless headphones, external chargers, power Supplies, Stor 
age devices configured to store data (e.g., audio, video, pic 
tures, etc.), earphones, and microphones, among others. In 
addition, the interface unit 170 may be configured using a 
wired/wireless data port, a card Socket (e.g., for coupling to a 
memory card, a subscriber identity module (SIM) card, a user 
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identity module (UIM) card, a removable user identity mod 
ule (RUIM) card, etc.), audio input/output ports and video 
input/output ports. 
The output unit 150 includes various components which 

support the output requirements of the mobile terminal 100. 
The mobile terminal 100 also includes a display unit 151 
(hereinafter referred to as the display unit 151) that visually 
displays information associated with the mobile terminal 
100. For instance, if the mobile terminal 100 is operating in a 
phone call mode, the display unit 151 may provide a user 
interface or graphical user interface which includes informa 
tion associated with placing, conducting, and terminating a 
phone call. As another example, if the mobile terminal 100 is 
in a video call mode or a photographing mode, the display 
unit 151 may additionally or alternatively display images 
which are associated with these modes. 

Further, the display unit 151 also preferably includes a 
touch screen working in cooperation with an input device, 
Such as a touchpad. This configuration permits the display 
unit 151 to function both as an output device and an input 
device. In addition, the display unit 151 may be implemented 
using display technologies including, for example, a liquid 
crystal display (LCD), a thin film transistor-liquid crystal 
display (TFT-LCD), an organic light-emitting diode display 
(OLED), a flexible display, a three-dimensional display, and 
a transparent OLED (TOLED). 
The mobile terminal 100 may also include one or more of 

Such displays. An example of a two-display embodiment is 
one in which one display is configured as an internal display 
(viewable when the terminal is in an opened position) and a 
second display configured as an external display (viewable in 
both the open and closed positions). FIG. 1 further shows the 
output unit 150 having an audio output module 152 which 
Supports the audio output requirements of the mobile terminal 
100. The audio output module 152 can be implemented using 
one or more speakers, buZZers, other audio producing 
devices, and combinations thereof. Further, the audio output 
module 152 functions in various modes including a call 
receiving mode, a call-placing mode, a recording mode, a 
Voice recognition mode and abroadcast reception mode. Dur 
ing operation, the audio output module 152 outputs audio 
relating to a particular function (e.g., a call received, message 
received, and errors). 

In addition, the output unit 150 is further shown having an 
alarm output module 153, which is used to signal or otherwise 
identify the occurrence of a particular event associated with 
the mobile terminal 100. Typical events include a call 
received, a message received and user input received. An 
example of such output includes the providing of tactile sen 
sations (e.g., vibration) to a user. For instance, the alarm 
output module 153 may be configured to vibrate responsive to 
the mobile terminal 100 receiving a call or message. As 
another example, a vibration is provided by the alarm output 
module 153 responsive to receiving user input at the mobile 
terminal 100, thus providing a tactile feedback mechanism. 
Further, the various outputs provided by the components of 
the output unit 150 may be separately performed, or such 
output may be performed using any combination of Such 
components. 

Ahaptic module 154 is also included in the output unit 150 
according to one embodiment of the present invention. The 
haptic module 154 generates various tactile effects the user 
may feel. A typical example of the tactile effects generated by 
the haptic module 154 is vibration. Intensity, pattern, or the 
like, generated by the haptic module 154 can also be con 
trolled by a controller 180. For example, different vibrations 
may be combined to be output or sequentially output. 
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6 
The haptic module 154, in addition to vibration, may gen 

erate various other tactile effects such as an effect by stimu 
lation Such as a pin arrangement vertically moving with 
respect to the contacted skin Surface, a spray force or Suction 
force of air through a jet orifice or a Suction opening, a brush 
(or contact) with respect to the skin Surface, a contact of an 
electrode, electrostatic force, or the like, or an effect by repro 
duction of thermal sense using an element that can absorb or 
generate heat. 

Further, the haptic module 154 may be implemented to 
allow the user to feel a tactile effect through a muscle sensa 
tion Such as fingers or arm of the user, as well as transferring 
the tactile effect through a direct contact. Two or more haptic 
modules 154 may be provided according to the configuration 
of the mobile terminal 100. 

In addition, the memory 160 is generally used to store 
various types of data to Support the processing, control, and 
storage requirements of the mobile terminal 100. Examples of 
Such data include program instructions for applications oper 
ating on the mobile terminal 100, call history, contact data, 
phonebook data, messages, pictures, video, etc. Further, the 
memory 160 shown in FIG.2 may be implemented using any 
type or combination of suitable volatile and non-volatile 
memory or storage devices including random access memory 
(RAM), static random access memory (SRAM), electrically 
erasable programmable read-only memory (EEPROM), eras 
able programmable read-only memory (EPROM), program 
mable read-only memory (PROM), read-only memory 
(ROM), magnetic memory, flash memory, magnetic or opti 
cal disk, card-type memory, or other similar memory or data 
storage device. 
The terminal 100 also includes the controller 180 that 

generally controls the overall operations of the mobile termi 
nal 100. For instance, the controller 180 performs the control 
and processing associated with Voice calls, data communica 
tions, instant message communications, video calls, camera 
operations and recording operations. As shown in FIG. 1, the 
controller 180 also includes a multimedia module 181 for 
providing multimedia playback functions. The multimedia 
module 181 may be configured as part of the controller 180, 
or may be implemented as a separate component. In addition, 
a power supply 190 provides power used by the various 
components for the portable device. The provided power may 
be internal power, external power, or combinations thereof. 

Further, a navigation session 700 is also included within 
the controller 180 of the mobile terminal 100 according to an 
embodiment of the present invention. In one embodiment, the 
navigation session 700 interfaces with a navigation apparatus 
300 applied to the mobile terminal 100 according to an 
embodiment of the present invention, when generating road 
guide information, compensates a user's hearing characteris 
tic based on the altitude and/or atmospheric pressure differ 
ence of the navigation apparatus 300 to generate road guide 
information, or compensates a user's hearing characteristic 
based on the altitude and/or atmospheric pressure difference 
of the navigation apparatus 300 for any input signals, and then 
outputs the compensated signals. 

For example, when generating road guide information 
based on a current location of the navigation apparatus 300, 
and when a specific frequency bandwidth of the pre-stored 
hearing characteristic is included in the Voice information 
included in the road guide information based on the pre 
stored hearing characteristic for a current altitude of the navi 
gation apparatus 300, the navigation apparatus 300 in asso 
ciation with the navigation session 700 outputs the road guide 
information in which Voice information corresponding to the 
specific frequency bandwidth among the Voice information 
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within the road guide information is compensated by a spe 
cific dB included in the pre-stored hearing characteristic. 

In addition, when a specific frequency bandwidth of the 
pre-stored hearing characteristic is included in input signals 
based on the pre-stored hearing characteristic for a current 
altitude of the navigation apparatus 300, the navigation appa 
ratus 300 can output a signal corresponding to the specific 
frequency bandwidth among the input signals compensated 
by a specific dB included in the hearing characteristic. The 
function of the navigation apparatus 300 according to an 
embodiment of the present invention may be implemented in 
the navigation apparatus 300 itself, or implemented by the 
controller 180 of the mobile terminal 100. 

Next, FIG. 3 is a block diagram illustrating the navigation 
apparatus 300 according to an embodiment of the present 
invention. As shown in FIG. 3, the navigation apparatus 300 
includes a GPS receiver 301, a dead-reckoning (DR) sensor 
302, an input unit 303, a map matching unit 304, an altitude 
measuring unit 305, an atmospheric pressure measuring unit 
306, a storage unit 307, a display unit 308, an audio output 
unit 309, a controller 310, and a communication unit 311. 

The GPS receiver 301 receives GPS signals transmitted 
from one or more GPS satellites, generates a first location 
data of the navigation apparatus 300 (considered to be at the 
same location as the telematics terminal 200 or mobile termi 
nal 100) in a real-time manner based on the latitude and 
longitude coordinates included in the received GPS signal, 
and outputs the generated first location data to the map match 
ing unit 304. Further, the generated first location data is 
defined as a current location or current location data of the 
navigation apparatus 300. The location information may also 
be received through a Wi-Fi or Wibro communication as well 
as through the GPS receiver 301. 

In addition, the signal received through the GPS receiver 
301 may be configured to provide the location information of 
a terminal to the navigation apparatus 300 using wireless 
communication methods including the Institute of Electrical 
and Electronics Engineers (IEEE), such as the IEEE 802.11 
Wireless Network Standard for a wireless LAN including 
wireless LANs, infrared communications, etc., the IEEE 
802.15 Standard for a wireless personal area network (PAN) 
including Bluetooth, UWB, ZigBee, etc., the IEEE 802.16 
Standard for a wireless metropolitan area network (MAN) 
broadband wireless access (BWA) including fixed wireless 
accesses (FWA), etc., and the IEEE 802.20 Mobile Internet 
Standard for a wireless MAN mobile broadband wireless 
access (MBWA) including Wilbro, WiMAX, etc. 

In addition, when the navigation apparatus 300 is mounted 
to a vehicle, the DR sensor 302 measures a traveling direction 
and a speed of the vehicle, generates a second location data 
based on the measured traveling direction and speed of the 
vehicle, and outputs the generated second location data to the 
map matching unit 304. The GPS receiver 301 also consti 
tutes a data collection unit together with the DR sensor 302. 
Further, the technology of generating an estimated location of 
the navigation apparatus (or terminal or vehicle) based on the 
first location data generated by the GPS receiver 301 and the 
second location data generated by the DR sensor 302 is 
known, and therefore detailed explanations are omitted. 

In addition, the input unit 303 receives a button manipula 
tion by the user, or receives a command or control signal by 
the manipulation of touching/scrolling a displayed screen, or 
the like. The input unit 303 also selects the user's desired 
function or receives information, and various devices such as 
a keypad, a touch screen, a jog shuttle, a microphone, a 
mouse, and the like, may be used. Further, the map matching 
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8 
unit 304 generates an estimated location of the vehicle based 
on the first and second location data, and reads the map data 
corresponding to a driving path from the storage unit 307. 
The map matching unit 304 also matches the estimated 

location of the vehicle with a link (road) included in the map 
data, and outputs the matched map information (map 
matched result) to the controller 310. For example, the map 
matching unit 304 generates an estimated location of the 
vehicle based on the first and second location data, matches 
the generated estimated location of the vehicle with links 
within the map data stored in the storage unit 307 based on the 
link sequence thereof, and outputs the matched map informa 
tion (map-matched result) to the controller 310. Further, the 
map matching unit 304 outputs road attribute information 
such as single-level or double-level roads included in the 
matched map information (map-matched result) to the con 
troller 310. The function of the map matching unit 304 can 
also be implemented by the controller 310. 

In addition, the altitude measuring unit 305 is provided on 
a Surface at an inner or outer side of the navigation apparatus 
300, and measures an altitude of the point at which the navi 
gation apparatus 300 is located. When the atmospheric pres 
Sure is changed based on a location movement of the naviga 
tion apparatus 300 being above sea level, for example, the 
altitude measuring unit 305 detects the changed amount to 
measure the current altitude. 

Further, the atmospheric pressure measuring unit 306 is 
provided on a Surface at an inner or outer side of the naviga 
tion apparatus 300, and measures an atmospheric pressure of 
the point at which the navigation apparatus 300 is located. 
The altitude measuring unit 305 and the atmospheric pressure 
measuring unit 306 may also be configured as a device 
capable of measuring altitude and atmospheric pressure 
together. 

In addition, the storage unit 307 stores map data, and vari 
ous information Such as menu screens, points of interest 
(hereinafter, “POI), function characteristic information 
based on specific locations of the map data, and the like. The 
storage unit 307 also stores various user interfaces (UI) and/or 
graphic user interfaces (GUI), and stores data, programs, and 
the like, which are used for operating the navigation apparatus 
300. Further, the storage unit 307 stores an altitude of the 
terminal measured by the altitude measuring unit 305. Also, 
in one embodiment of the present invention, the storage unit 
307 stores a hearing characteristic (or information on the 
hearing characteristic) for a user or a specific user that has 
passed user authentication. 
The information for the user's hearing characteristic 

includes a specific altitude affecting the user's hearing 
impairment or auditory impairment, at least one or more 
specific frequency bandwidths affecting the user's hearing 
impairment based on the specific altitude, and a degree or 
level of hearing impairment indicated by a specific dB value, 
which corresponds to the at least one or more specific fre 
quency bandwidths. For example, as illustrated in Table 1, the 
hearing characteristics for the user stored in the storage unit 
307 is respectively classified and stored for each altitude, 
frequency bandwidth, and hearing impairment degree for the 
hearing characteristic divided for each user. 

In other words, the hearing characteristic for the user A 
may be shown by the specific frequency bandwidth 1-1.3 
KHZ at the altitude of 300 m, and the hearing impairment 
degree of 5 dB corresponding to the specific frequency band 
width (1-1.3 KHZ). Table 1 also shows the specific frequency 
bandwidth 2-2.5 KHZ at the altitude of 500 m, and the hearing 
impairment degree of 15 dB corresponding to the specific 
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frequency bandwidth (2-2.5 KHZ). In this manner, the hearing 
characteristic for a specific user may include one or more 
specific frequency bandwidths and the hearing impairment 
degrees corresponding to those bandwidths for at least one or 
more specific altitudes. Also, the hearing characteristic for the 
user B includes hearing impairment degrees of about 10 dB 
and 20 dB, respectively, for two frequency bandwidths, i.e., 
1.5-2 KHZ and 3-4 KHZ, at the altitude of 500 m. The table 
may include two and more frequency bandwidths for a spe 
cific altitude, and corresponding hearing impairment degrees. 

TABLE 1. 

Frequency Bandwidth Hearing Impairment 
User Altitude (m) (KHz) Degree (dB) 

User A 300 m 1-13 KHZ 5 dB 

500 m 2-2.5 KHZ 15 dB 

User B 500 m 1.5-2 KHZ 10 dB 

3-4 KHZ 20 dB 

In addition, the storage unit 307 stores atmospheric pres 
Sures of the terminal measured by the atmospheric pressure 
measuring unit 306. The stored atmospheric pressures are 
also sequentially stored at each measured time. Further, the 
storage unit 307 stores a hearing characteristic or information 
on the hearing characteristic for one or more users or a spe 
cific user that has passed user authentication. In more detail, 
the information for the user's hearing characteristic includes 
an atmospheric pressure affecting the user's hearing impair 
ment or auditory impairment, at least one or more specific 
frequency bandwidths affecting the user's hearing impair 
ment based on the atmospheric pressure, and a degree or level 
ofhearing impairment indicated by a specific dB value, which 
corresponds to the at least one or more specific frequency 
bandwidths. 

For example, as illustrated in Table 2, the hearing charac 
teristics for the users stored in the storage unit 307 is indi 
vidually classified and stored for each atmospheric pressure 
difference, frequency bandwidth, and hearing impairment 
degree for the hearing characteristic divided for each user. In 
other words, the hearing characteristic for the user A is speci 
fied by the specific frequency bandwidth 1-1.5 KHZ at the 
atmospheric pressure difference 10 mb, and the hearing 
impairment degree 7 dB corresponding to the specific fre 
quency bandwidth 1-1.5 KHZ. The hearing characteristics are 
also specified by the specific frequency bandwidth 2-2.3 KHZ 
at the atmospheric pressure difference 15 mb, and the hearing 
impairment degree 12 dB corresponding to the specific fre 
quency bandwidth 2-2.3 KHZ. 

In this manner, the hearing characteristic for the specific 
user may include one or more specific frequency bandwidths 
and the hearing impairment degrees corresponding to those 
bandwidths for at least one or more atmospheric pressure 
differences. Also, the hearing characteristic for the user B 
may be specified by hearing impairment degrees of 8 dB and 
20 dB, respectively, for two frequency bandwidths, i.e., 1.5-2 
KHZ and 3-3.5 KHZ, at the atmospheric pressure difference 8 
mb. The table may also include two and more frequency 
bandwidths for a specific atmospheric pressure difference, 
and hearing impairment degrees corresponding to those 
bandwidth, respectively. 
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TABLE 2 

Hearing 
Atmospheric Pressure Frequency Bandwidth Impairment 

User Difference (mb) (KHz) Degree (dB) 

User A 10 mb 1-1.5 KHZ 7 dB 
15 mb 2-2.3 KHZ 12 dB 

User B 8 mb 1.5-2 KHZ 8 dB 
3-3.5 KHZ 20 dB 

In addition, the storage unit 307 stores a hearing charac 
teristic or information on the hearing characteristic for one or 
more user or a specific user that has passed user authentica 
tion. The information for the user's hearing characteristic 
includes a specific altitude affecting the user's hearing 
impairment or auditory impairment, a specific atmospheric 
pressure difference corresponding to the user's hearing 
impairment based one the specific altitude, at least one or 
more specific frequency bandwidths affecting the user's hear 
ing impairment based on the specific altitude and/or specific 
atmospheric pressure, and a degree or level of hearing impair 
ment indicated by a specific dB value, which corresponds to 
the at least one or more specific frequency bandwidths. In 
other words, the hearing characteristic of a user based on 
altitude and atmospheric pressure are stored. 

Further, the user's hearing characteristic stored in the stor 
age unit 307 may be stored directly from the user through the 
input unit 303. Also, the user of the navigation apparatus 300 
may pass through a user's authentication process. The navi 
gation apparatus 300 can then receive information on the 
relevant users hearing characteristic pre-stored in an infor 
mation providing center 500, and store the information on the 
pre-stored relevant user's hearing characteristic (hearing 
characteristic based on altitude and/or atmospheric pressure) 
in the storage unit 307. 

In addition, the display unit 308 displays image informa 
tion or road guide map included in the road guide information 
generated by the controller 310. Also, the display unit 308 
may be a touch screen. Furthermore, the road guide informa 
tion may include various information associated with driving 
a vehicle Such as traffic lane information, driving speed limit 
information, turn-by-turn information, traffic safety informa 
tion, vehicle information, road search information, and the 
like as well as map data. 
When displaying the image information, the display unit 

308 can display various contents such as menu screens, road 
guide information, and the like, using user interfaces and/or 
graphic user interfaces included in the storage unit 307. The 
contents displayed on the display unit 308 include various 
text or image data (including map data or various information 
data), and menu screens including icons, list menus, combo 
boxes, and the like. Further, the audio output unit 309 outputs 
Voice information or voice messages for road guide informa 
tion included in the road guide information generated by the 
controller 310. The audio output unit 309 in one embodiment 
is a speaker. 

Further, the controller 310 generates road guide informa 
tion based on the matched map information, and outputs the 
generated road guide information to the display unit 308 and 
audio output unit 309. The display unit 308 also displays the 
road guide information. In addition, real-time traffic informa 
tion is received from the information providing center 500 
connected through the controller 310 and a wired/wireless 
communication network 400. The received real-time traffic 
information is then used to generate the road guide informa 
tion. The controller 310 is also connected with a call center 
600 through the communication unit 311 to perform a phone 
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call, and transmit or receive information between the naviga 
tion apparatus 300 and the call center 600. In one embodi 
ment, the communication unit 311 is a hands-free module 
having a Bluetooth function using a short-range wireless 
communication method. 

In addition, the controller 310 performs apath search based 
on the departure and destination points or the destination 
point, and displays the path search result on the display unit 
308. Also, when the relevant POI information or road is 
selected for any POI information or any road of the map data 
being displayed on the display unit 308 through the input unit 
303, the controller 310 can display the detailed information 
for the selected relevant information or road on the display 
unit 308. Furthermore, when the map data is displayed on the 
display unit 308 based on the generated road guide informa 
tion, the controller 310 can control the display unit 308 to 
display a current location of the terminal on the map data. 

In addition, the controller 310 controls the input unit 303, 
the altitude measuring unit 305, the atmospheric pressure 
measuring unit 306, the display unit 308, and the audio output 
unit 309 to perform an examination of the predetermined 
hearing characteristic for a user, and obtains hearing charac 
teristic information for the relevant user based on the exami 
nation result of the predetermined hearing characteristic to 
store the obtained hearing characteristic information for the 
relevant user in the storage unit 307. Further, when perform 
ing an examination of the predetermined hearing character 
istic, the condition of the predefined altitudes (for example, 
100 m, 200 m, 300 m, 400 m, or the like) based on a current 
altitude of the navigation apparatus 300 is used to examine the 
user's hearing characteristic at the specific altitudes, or the 
condition of the predefined atmospheric pressure differences 
based an atmospheric pressure difference from the previous 
location (or previous altitude) of the navigation apparatus 300 
is used to examine the user's hearing characteristic at the 
specific atmospheric pressures. 
The controller 310 can also transmit the hearing character 

istic information for the specific user (or relevant user) to the 
information providing center 500. Furthermore, when gener 
ating road guide information including Voice information or 
image information based on the map information (or map 
matching result) matched by the map matching unit 304, the 
controller 310 generates candidate road guide information 
including Voice information or image information based on 
the matched map information, and measures a currentaltitude 
of the terminal through the altitude measuring unit 305. Fur 
thermore, the controller 310 extracts the relevant user's hear 
ing characteristic pre-stored in the storage unit 307, which 
corresponds to a current altitude of the terminal. The 
extracted relevant user's hearing characteristic includes a 
specific frequency bandwidth based on the relevant altitude 
and a degree of hearing impairment indicated by a specific 
dB, which corresponds to the specific frequency bandwidth. 

Furthermore, the controller 310 checks whether or not a 
specific frequency bandwidth included in the extracted rel 
evant user's hearing characteristic is included in Voice infor 
mation included in the generated candidate road guide infor 
mation, and when the specific frequency bandwidth is 
included in the Voice information within the generated can 
didate road guide information, the controller 310 compen 
sates Voice information corresponding to the specific fre 
quency bandwidth among the Voice information within the 
generated candidate road guide information by the specific 
dB included in the extracted relevant user's hearing charac 
teristic. 

In other words, when the specific frequency of the user's 
pre-stored hearing characteristic is included in the Voice 
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12 
information within the generated candidate road guide infor 
mation, the controller 310 compensates voice information 
corresponding to the specific frequency bandwidth among the 
candidate road guide information by the specific dB. Further 
more, the controller 310 generates resultant road guide infor 
mation including Voice information or image information 
based on the candidate road guide information, compensates 
or amplifies the Voice information (or a voice signal) by a 
specific dB for the specific frequency bandwidth based on 
altitude, and outputs the generated road guide information 
through the display unit 308 and/or audio output unit 309. 

In this manner, when generating road guide information 
including voice information or image information, the Voice 
information corresponding to a specific frequency bandwidth 
pre-stored based on a current altitude of the terminal is ampli 
fied by the preset dB, and the amplified voice information is 
provided to the user. Thus, the user having hearing loss can 
Solve the relevant hearing loss problem, thereby enhancing 
the user's convenience. 

In addition, when receivings signal through the input unit 
303 such as a microphone, the controller 310 measures a 
currentaltitude of the terminal through the altitude measuring 
unit 305. Furthermore, the controller 310 extracts the relevant 
user's hearing characteristic pre-stored in the storage unit 
307, which corresponds to a current altitude of the terminal. 
As discussed above, the extracted relevant user's hearing 
characteristic may include a specific frequency bandwidth 
based on the relevant altitude and a degree of hearing impair 
ment indicated by a specific dB, which corresponds to the 
specific frequency bandwidth. Furthermore, the controller 
310 checks whether or not at least one or more specific fre 
quency bandwidths included in the extracted relevant user's 
hearing characteristic are included in the input signals, and 
when the at least one or more specific frequency bandwidths 
are included in the input signals, the controller 310 compen 
sates a signal corresponding to each of the at least one or more 
specific frequency bandwidths among the input signals by a 
specific dB included in the extracted relevant user's hearing 
characteristic. 

In other words, when at least one or more specific frequen 
cies of the user's pre-stored hearing characteristic are 
included in the input signals, the controller 310 compensates 
each signal corresponding to the at least one or more specific 
frequencies bandwidth among the input signals by the spe 
cific dB. Furthermore, the controller 310 outputs the input 
signal compensated or amplified by the specific dB through 
the display unit 308 and/or audio output unit 309. 

Further, the controller 310 amplifies voice information or a 
signal corresponding to the specific frequency bandwidth 
included in Voice information or input signals of the road 
guide information by a specific dB within the extracted hear 
ing characteristic, when generating road guide information 
for Voice information or any input signals included in the road 
guide information by using hearing characteristic extracted 
from the storage unit 307 based on an atmospheric pressure 
difference between the current location of the terminal and 
the previous location thereof (or between the current altitude 
and the previous altitude), and when at least one or more 
specific frequency bandwidths within the extracted hearing 
characteristic are included in Voice information or any input 
signals of the road guide information. The controller 310 then 
generates road guide information or a new input signal based 
on the amplified signal and outputs the information through 
the display unit 308 and/or audio output unit 309. 

Furthermore, when generating road guide information or 
processing input signals, the controller 310 can provide a 
screen in which a normal mode (for example, a typical func 
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tional mode for which a hearing compensation based on alti 
tude is not performed) or a hearing compensation mode based 
on altitude or atmospheric pressure difference. The mode can 
then be selected by the user using a user interface or graphic 
user interface. Voice commands can also be used to select 
different modes. The controller 310 also generates the road 
guide information or processes input signals based on the 
normal mode or the hearing compensation mode selected by 
the user. 

In addition, a part or all of the components including the 
GPS receiver 301, the dead-reckoning (DR) sensor 302, the 
input unit 303, the map matching unit 304, the altitude mea 
suring unit 305, the atmospheric pressure measuring unit 306, 
the storage unit 307, the display unit 308, the audio output 
unit 309, the controller 310, and the communication unit 311, 
which are provided in the navigation apparatus 300 as illus 
trated in FIG. 3, may be substituted by components having 
similar functions in the mobile terminal 100. 

For example, the GPS receiver 301 may be substituted by 
the position-location information module 115 of the mobile 
terminal 100, the DR sensor 302 may be substituted by the 
sensing unit 140 of the mobile terminal 100, the input unit 303 
may be substituted by the user input unit 130 of the mobile 
terminal 100, the storage unit 307 may be substituted by the 
memory 160 of the mobile terminal 100, the display unit 308 
may be substituted by the display unit 151 of the mobile 
terminal 100, the audio output unit 309 may be substituted by 
the audio output module 152 of the mobile terminal 100, and 
the communication unit 311 may be substituted by the wire 
less communication unit 110 of the mobile terminal 100. 
Also, the functions of the map matching unit 304 and the 
controller 310 may be executed by the controller 180 of the 
mobile terminal 100. Alternatively, the functions of the map 
matching unit 304 and the controller 310 may be imple 
mented as an independent module in the mobile terminal 100. 

Furthermore, a part or all of the components including the 
GPS receiver 301, the dead-reckoning (DR) sensor 302, the 
map matching unit 304, the altitude measuring unit 305, the 
atmospheric pressure measuring unit 306, the storage unit 
307, the display unit 308, the audio output unit 309, the 
controller 310, and the communication unit 311, which are 
provided in the navigation apparatus 300 as illustrated in FIG. 
3, may be substituted by components having similar functions 
in the telematics terminal 200. For example, the GPS receiver 
301 may be substituted by the GPS module 202 of the 
telematics terminal 200, the DR sensor 302 may be substi 
tuted by the Gyro sensor 203 of the telematics terminal 200, 
the storage unit 307 may be substituted by the memory 224 of 
the telematics terminal 200, the display unit 308 may be 
substituted by the LCD 211 of the telematics terminal 200, the 
audio output unit 309 may be substituted by the amplifier 254 
of the telematics terminal 200, and the communication unit 
311 may be substituted by the communication module 201 of 
the telematics terminal 200. Also, the functions of the map 
matching unit 304 and the controller 310 may be executed by 
the central processing unit 222 of the telematics terminal 200. 
Alternatively, the functions of the map matching unit 304 and 
the controller 310 may be implemented as an independent 
module in the telematics terminal 200. 

Thus, when generating road guide information, the user's 
pre-stored hearing characteristic based on altitude can be 
used to generate road guide information compensated by the 
relevant user's hearing characteristic based on altitude, or the 
user's pre-stored hearing characteristic based on altitude can 
be compensated for input signals to output the compensated 
input signals, thereby enhancing the users convenience. 
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14 
Next, FIG. 4 is a flow chart illustrating a navigation method 

according to a first embodiment of the present invention. FIG. 
3 will also be referred to throughout the rest of the description 
of the present invention. As shown in FIG. 4, the altitude 
measuring unit 305 measures a current altitude of the navi 
gation apparatus 300 based on its location, and the controller 
310 extracts a hearing characteristic corresponding to the 
altitude from the user's hearing characteristics pre-stored in 
the storage unit 307 based on the current altitude of the 
navigation apparatus 300 (S.110). 

Further, when extracting a hearing characteristic corre 
sponding to the measured altitude, the controller 310 checks 
which characteristic includes the measured altitude among a 
plurality of altitudes pre-stored in the storage unit 307 reflect 
ing the user's preset tolerance, and selects the relevant alti 
tude. That is, the controller 310 extracts a hearing character 
istic including an altitude, at least one or more specific 
frequency bandwidths, and a specific dB corresponding to the 
at least one or more specific frequency bandwidths for the 
selected relevant altitude. 
As an example, and referring to the user A in Table 1. 

assume the preset tolerance is +5%, the altitude measured by 
the altitude measuring unit 305 is 480 m, and the plurality of 
altitudes pre-stored in the storage unit 307 for the user A are 
300 m and 500 m. The recognizable ranges or allowable 
tolerances of the altitudes are thus 285-315 m and 475-525 m 
(assuming a tolerance of +5%). Then, the controller 310 
determines how the measured altitude 480 m corresponds to 
the recognizable ranges or allowable tolerances. In this 
example, the controller 310 determines the measured altitude 
480 m is included in the range of 475-525 m, and therefore 
extracts the hearing characteristic for the altitude 500 m, 
which includes a frequency bandwidth 2-2.5 KHZ and hear 
ing impairment degree of 15 dB. 
As another example, assume the tolerance preset by a spe 

cific user is +10%, the measure altitude is 305 m, and the 
altitudes pre-stored in the storage unit 307 are 300 m and 320 
m. Thus, the recognizable ranges of the altitudes (300 m and 
320 m) are 270-330 m and 288-352 m, respectively (assuming 
a tolerance of 10%). In this example, the controller 310 deter 
mines the measured altitude 305 m is included in both of the 
recognizable ranges. 

Therefore, in one embodiment, the controller 310 selects 
an altitude having a smaller difference value from the plural 
ity of pre-stored altitudes 300 m and 320 m for the measured 
altitude 305 m (for example, the controller 310 selects an 
altitude 300 m having a smaller difference value from the 
pre-stored altitudes 300 m and 320 m), and extracts charac 
teristic information corresponding to the selected altitude. 
Alternatively, the controller 310 can display the plurality of 
altitudes including the measured altitude, prompt the user to 
select one of the displayed altitudes, and extract characteristic 
information corresponding to the relevantaltitude selected by 
the user. Also, the tolerance preset by the user may be set with 
any specific value for a specific user, or individual tolerances 
may be set for each altitude and/or frequency bandwidth. 

In addition, among the hearing characteristics for a plural 
ity of users pre-stored in the storage unit 307, the controller 
310 can perform an authentication process or checking pro 
cess for a current user of the navigation apparatus 300, and 
extract a hearing characteristic for the current user among the 
hearing characteristics for the plurality of users pre-stored in 
the storage unit 307. In addition, when there exists no altitude 
corresponding to the measured current altitude among the 
user's hearing characteristic pre-stored in the storage unit 
307, the controller 310 can generate a typical road guide 
information. 
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Further, as discussed above, the map matching unit 304 
generates a first location data and/or a second location data 
based on each signal received by the GPS receiver 301 and/or 
DR sensor 302, and generates an estimated location based on 
the generated first and second location data. Then, the con 
troller 310 reads map data corresponding to a driving path 
from the storage unit 307. Further, the driving path may be a 
driving path from the departure point to the destination point, 
or a driving path without selecting the destination point. In 
addition, for the location-based technology, GPS information 
corresponding to a signal received by the source device 110 is 
mainly used, but a hybrid positioning system can be used in 
which both cell tower signal triangulation and Wi-Fi position 
ing information are used in addition to the GPS information. 
The map matching unit 304 also matches the estimated 

location with a link (road) included in the map data, and 
outputs the matched map information (map matched result) to 
the controller 310. For example, the map matching unit 304 
generates an estimated location based on the first and second 
location data, and matches the generated estimated location 
with links within the map data stored in the storage unit 307 
based on the link sequence thereof, and outputs the matched 
map information (map-matched result) to the controller 310. 
Also, the matched map information (map-matched result) is 
generated with reference to preset user information, road 
conditions using transport protocol expert group (hereinafter, 
TPEG') information, current vehicle status information (in 
cluding gas level, tire inflation pressure status, etc.), and the 
like. 

Also, as shown in FIG. 4, the controller 310 generates 
candidate road guide information or Supplementary road 
guide information based on the matched map information 
(S120). Further, the step of measuring the current altitude of 
the terminal and extracting the hearing characteristic of the 
relevant user based on the measured altitude (S110) and the 
step of generating the road guide information (S120) may be 
processed in a reversed order. In other words, it is possible to 
generate the road guide information, and then measure the 
current altitude of the terminal and extract the hearing char 
acteristic of the relevant user based on the measured altitude. 

Further, the controller 310 checks whether or not a specific 
frequency bandwidth included in the user's hearing charac 
teristic extracted from the storage unit 307 is included in 
voice information (or frequency bandwidths of the voice 
information) within the generated candidate road guide infor 
mation (S130). When the specific frequency bandwidth is 
included in the Voice information within the generated can 
didate road guide information (Yes in S130), the controller 
310 amplifies the voice information by a specific dB included 
in the user's extracted hearing characteristic (S140). 

For example, as illustrated in FIG.5A, when the contents of 
Table 1 are stored in the storage unit 307, the tolerance for the 
user A is +5%, the current measured altitude of the terminal is 
310 m, and the voice information included in the generated 
candidate road guide information uses the frequency band 
width of 0.8-3 KHZ (including A, B, and C sections), the 
controller 310 extracts characteristic information corre 
sponding to the altitude 300 m disclosed in Table 1 from the 
storage unit 307. Then, the controller 310 checks whether or 
not the frequency bandwidth (1-1.3 KHZ) within the extracted 
characteristic information is included in the frequency band 
width (0.8-3 KHZ) of the voice information within the gen 
erated candidate road guide information. 
When the frequency bandwidth (1-1.3 KHZ) within the 

extracted characteristic information (which corresponds to 
the B section) is included in the frequency bandwidth (0.8-3 
KHZ) of the voice information within the generated candidate 
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road guide information, the controller 310 amplifies voice 
information corresponding to the specific frequency band 
width 1-1.3 KHZ (voice information corresponding to the B 
section) included in the voice information of the candidate 
road guide information by 5 dB, which is a hearing impair 
ment degree included in the extracted characteristic informa 
tion. 

Then, as shown in FIG. 4, the controller 310 generates and 
outputs road guide information including the amplified Voice 
information or image information to the display unit 308 
and/or audio output unit 309 (S150). In addition, the display 
unit 308 and/or audio output unit 309 may be configured as a 
single device, for example, an output unit (not shown). Fur 
thermore, and as discussed above, the generated road guide 
information can include map data, POI information, traffic 
lane information, driving speed limit information, turn-by 
turn list information, and the like. 
As another example illustrated in FIG. 5B, the controller 

310 generates and outputs road guide information using the 
amplified voice information (a signal amplified by 5 dB over 
the B section of the frequency bandwidth 1-1.3 KHZ) and 
does not amplify the A and C sections of the frequency band 
widths 0.8-1 KHZ and 1.3-3 KHZ. Thus, the voice information 
included in the generated road guide information uses a fre 
quency bandwidth 0.8-3 KHZ, and the frequency bandwidth 
1-1.3 KHZ within that bandwidth is a signal amplified by 5 dB 
when compared to the original voice information signal of the 
candidate road guide information. 
As shown in FIG. 4, when the specific frequency band 

width is not included in the voice information within the 
generated candidate road guide information (No in S130), the 
controller 310 determines the candidate road guide informa 
tion including voice information or image information as 
resultant road guide information, and outputs the determined 
road guide information to the display unit 308 and/or audio 
output unit 309 (S.160). 

Next, FIG. 6 is a flow chart illustrating a navigation method 
according to a second embodiment of the present invention. 
Note that steps S220-S270 in FIG. 6 are similar to steps 
S110-S160 in FIG. 4 and thus a detailed description of steps 
S220-S270 will not be repeated. FIG. 6 illustrates an addi 
tional feature in which the user can select a normal mode or a 
hearing compensation mode. In particular, the controller 310 
outputs a screen and/or voice signal for mode selection to the 
display unit 308 and/or audio output unit 309 using a user 
interface or graphic interface (S210). The modes are a nor 
mal mode generating typical road guide information, and a 
hearing compensation mode’ generating road guide informa 
tion compensated by a specific user's hearing characteristic 
based on altitude. 
When the hearing compensation mode generating road 

guide information compensated by the user's hearing char 
acteristic based on altitude is selected by the user, the altitude 
measuring unit 305 measures a current altitude of the navi 
gation apparatus 300 based on its location. Then, the control 
ler 310 extracts a hearing characteristic corresponding to the 
altitude among the user's hearing characteristics pre-stored in 
the storage unit 307 based on the measured current altitude of 
the navigation apparatus 300 (S220). 
The controller 310 then generates and outputs candidate 

road guide information (or Supplementary road guide infor 
mation) based on the matched map information (S230). The 
controller 310 also checks whether or not a specific frequency 
bandwidth included in the extracted user's hearing character 
istic based on the measured current altitude of the navigation 
apparatus 300 is included in voice information (or frequency 
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bandwidths of the voice information) included in the gener 
ated candidate road guide information (S240). 
When the specific frequency bandwidth is included in the 

Voice information within the generated candidate road guide 
information (Yes in S240), the controller 310 amplifies voice 
information corresponding to the specific frequency band 
width (or Voice information corresponding to the pre-stored 
specific frequency bandwidth among the Voice information of 
the candidate road guide information) by a specific dB 
included in the extracted user's hearing characteristic based 
on the current altitude of the terminal (S250). 
The controller 310 then generates and output road guide 

information including voice information or image informa 
tion based on the amplified Voice information and the candi 
date road guide information including Voice information or 
image information to the display unit 308 and/or audio output 
unit 309 (S260). When the specific frequency bandwidth is 
not included in the voice information within the generated 
candidate road guide information (No in S240), the controller 
310 determines the candidate road guide information includ 
ing Voice information or image information as resultant road 
guide information including Voice information or image 
information, and outputs the determined road guide informa 
tion to the display unit 308 and/or audio output unit 309 
(S270). 

In addition, when a normal mode is selected by the user at 
the step S210, the controller 310 generates and outputs road 
guide information including Voice information or image 
information based on matched map information to the display 
unit 308 and/or audio output unit 309 (S280). 

According to this embodiment of the present invention, a 
mode is selected by the user (S210), and then the hearing 
compensation mode (S220-S270) or the normal mode (S280) 
is performed based on the mode selection result. However, the 
processes of selecting a mode and generating road guide 
information compensated by the user's hearing characteristic 
reflecting altitude based on the mode is not limited to this 
embodiment of the present invention, and various modifica 
tions can be made by the user. 

Next, FIG. 7 is a flow chart illustrating a navigation method 
according to a third embodiment of the present invention. 
Note that steps S320-S340 in FIG.7 are similar to steps S110, 
S130 and S140 in FIG. 4, respectively, and thus a detailed 
explanation will be omitted. As shown, the controller 310 
receives a signal through a microphone provided in the input 
unit 303 (S310). The altitude measuring unit 305 then mea 
sures a current altitude of the navigation apparatus 300 based 
on its location, and the controller 310 extracts a hearing 
characteristic corresponding to the measured altitude among 
the user's hearing characteristics pre-stored in the storage 
unit 307 (S320). 

Further, the controller 310 checks whether or not a specific 
frequency bandwidth included in the extracted user's hearing 
characteristic is included in the input signal (S330). When the 
specific frequency bandwidth is included in the input signal 
(Yes in S330), the controller 310 amplifies a signal corre 
sponding to the specific frequency bandwidth included in the 
input signal (or a signal corresponding to the specific fre 
quency bandwidth within the extracted hearing characteristic 
from the input signal) by a specific dB included in the 
extracted user's hearing characteristic based on the current 
altitude of the terminal (S340). 
The controller 310 then generates and output a new input 

signal using part of the amplified signal and the input signal to 
the audio output unit 309 (S350). The controller 310 can also 
perform a predetermined control based on the amplified sig 
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nal and the input signal, and output the performed result 
through the display unit 308 and/or audio output unit 309. 

Also, when a specific frequency bandwidth within the 
extracted user's hearing characteristic is not included in the 
input signal (No in S330), the controller 310 performs a 
predetermined typical signal processing operation, and then 
outputs the input signal to the audio output unit 309. The 
controller 310 can also perform a predetermined control 
based on the input signal, and output the performed result 
through the display unit 308 and/or audio output unit 309. 

Next, FIG. 8 is a flow chart illustrating a navigation method 
according to a fourth embodiment of the present invention. 
Note that steps S420-S470 in FIG. 8 are similar to steps 
S310-S360 in FIG. 7 and thus a detailed description of these 
steps will be omitted. FIG.8 also includes the mode selection 
step, which was first shown in FIG. 6. In particular, the con 
troller 310 outputs a screen and/or voice signal for mode 
selection to the display unit 308 and/or audio output unit 309 
using a user interface or graphic interface (S410). In this 
embodiment, the mode is a normal mode for normally out 
putting a signal, and a hearing compensation mode for com 
pensating an input signal based on altitude. 
When the user selects the hearing compensation mode, the 

controller 310 then receives a signal through a microphone 
provided in the input unit 303 (S420). Further, the altitude 
measuring unit 305 measures a current altitude of the navi 
gation apparatus 300 based on its location, and the controller 
310 extracts a hearing characteristic corresponding to the 
altitude among the user's hearing characteristics pre-stored in 
the storage unit 307 based on the current measured altitude of 
the navigation apparatus 300 (S430). 
When the controller 310 determines a specific frequency 

bandwidth included in the extracted user's hearing character 
istic is included in the input signal (Yes in S440), the control 
ler 310 amplifies a signal corresponding to the specific fre 
quency bandwidth included in the input signal (or a signal 
corresponding to the specific frequency bandwidth within the 
extracted hearing characteristic from the input signal) by a 
specific dB included in the extracted user's hearing charac 
teristic (S450). 
The controller 310 then generates and outputs a new input 

signal using part of the amplified signal and the input signal 
(S460). In addition, the controller 310 can perform a prede 
termined control based on the amplified signal and the input 
signal, and output the performed result through the display 
unit 308 and/or audio output unit 309. Also, when the specific 
frequency bandwidth within the extracted user's hearing 
characteristic is not included in the input signal (No in S440), 
the controller 310 performs a predetermined typical signal 
processing, and then outputs the input signal to the audio 
output unit 309 (S470). The controller 310 can perform a 
predetermined control based on the input signal, and output 
the performed result through the display unit 308 and/or 
audio output unit 309. 

In addition, when a normal mode is selected by the user at 
the step S410, the controller 310 performs a predetermined 
typical signal processing, and then outputs the input signal to 
the audio output unit 309 (S480). The controller 310 can 
perform a predetermined control based on the input signal 
and output the performed result through the display unit 308 
and/or audio output unit 309. 

According to this embodiment of the present invention, a 
mode is selected by the user (S410), and then the hearing 
compensation mode (S420-S470) or the normal mode (S480) 
is performed based on the selected mode. However, the pro 
cesses of selecting a mode and generating an input signal 
compensated by the user's hearing characteristic reflecting 
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altitude based on the mode is not limited to this embodiment 
of the present invention, and various modifications can be 
made by the user. 

Next, FIG. 9 is a flow chart illustrating a navigation method 
according to a fifth embodiment of the present invention. As 
shown, the atmospheric pressure measuring unit 306 mea 
Sures a first atmospheric pressure based on a current location 
of the navigation apparatus 300, and stores the measured 
atmospheric pressure in the storage unit 307. Further, the 
atmospheric pressure measurement may be performed at each 
preset time period, or when generating road guide informa 
tion or receiving a signal. 

The controller 310 also calculates a difference between the 
first atmospheric pressure based on the current location of the 
terminal (or the navigation apparatus 300) and a previously 
measured atmospheric pressure (or second atmospheric pres 
sure) (S510). The controller 310 also determines whether or 
not the calculated atmospheric pressure difference exists 
among the stored user's hearing characteristic (S520). 
When the calculated atmospheric pressure difference 

exists within the user's hearing characteristic pre-stored in 
the storage unit 307 (Yes in S520), the controller 310 extracts 
a hearing characteristic corresponding to the calculated atmo 
spheric pressure difference from the pre-stored hearing char 
acteristics (S530). Also, when extracting a hearing character 
istic corresponding to the calculated atmospheric pressure 
difference, the controller 310 determines which one corre 
sponds to the calculated atmospheric pressure difference 
among a plurality of atmospheric pressure differences pre 
stored in the storage unit 307 reflecting the user's preset 
tolerance, selects the relevant atmospheric pressure differ 
ence, and extracts ahearing characteristic (including an atmo 
spheric pressure difference, at least one or more specific 
frequency bandwidths, and a specific dB corresponding to the 
at least one or more specific frequency bandwidths) corre 
sponding to the selected relevant atmospheric pressure dif 
ference. 
As an example, referring to the User A in Table 2, when the 

preset tolerance is +10%, a measured difference between the 
current and previous atmospheric pressures is 9.5 mb, and 
there are a plurality of atmospheric pressure differences pre 
stored in the storage unit 307 for the user A (i.e., 10 mb and 15 
mb), the recognizable ranges or allowable tolerances of the 
atmospheric pressure differences are 9-11 mb and 13.5-16.5 
mb, respectively (assuming a tolerance of +10%. Then, the 
controller 310 determines if the calculated atmospheric pres 
sure difference of 9.5 mb corresponds to one of the plurality 
of atmospheric pressure differences within the recognizable 
range. 

For this example, the controller 310 determines the calcu 
lated atmospheric pressure difference 9.5 mb is included in 
the range of 9-11 mb among the recognizable ranges and 
extracts the hearing characteristic having the atmospheric 
pressure difference of 10 mb, a frequency bandwidth of 1-1.5 
KHZ, and a hearing impairment degree of 7 dB among the 
hearing characteristics pre-stored in the storage unit 307 for 
the calculated atmospheric pressure difference 9.5 mb. 

Further, when the calculated atmospheric pressure differ 
ence is included in at least two or more recognizable ranges, 
the controller 310 can select an atmospheric pressure differ 
ence having the smallest difference value from the pre-stored 
atmospheric pressure differences, and extract characteristic 
information corresponding to the selected atmospheric pres 
sure difference. Alternatively, the controller 310 can display 
at least two or more atmospheric pressure differences includ 
ing the calculated atmospheric pressure difference and allow 
the user to select any one of the at least two or more atmo 
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spheric pressure differences. The controller 310 then extracts 
characteristic information corresponding to the selected 
atmospheric pressure difference. 

Also, the tolerance preset by the user may be set with any 
specific value for a specific user, or individual tolerances may 
be set for each atmospheric pressure difference and/or fre 
quency bandwidth. In addition, among the hearing character 
istics for a plurality of users pre-stored in the storage unit 307, 
the controller 310 can perform an authentication process or 
checking process for a current user of the navigation appara 
tus 300, and extract a hearing characteristic for the current 
user among the hearing characteristics for a plurality of users 
pre-stored in the storage unit 307 based on the performed 
result. 
The controller 310 then generates candidate road guide 

information (or Supplementary road guide information) based 
on matched map information (S540). The controller 310 also 
checks whether or not a specific frequency bandwidth 
included in the users hearing characteristic extracted from 
the storage unit 307 based on a difference between the current 
and previous atmospheric pressures of the navigation appa 
ratus 300 is included in voice information (or frequency band 
widths of the voice information) included in the generated 
candidate road guide information (S550). 
When the specific frequency bandwidth difference is 

included in the Voice information within the generated can 
didate road guide information (Yes in S550), the controller 
310 amplifies voice information corresponding to the specific 
frequency bandwidth included in the voice information of the 
candidate road guide information (or Voice information cor 
responding to the pre-stored specific frequency bandwidth 
among the Voice information of the candidate road guide 
information) by a specific db based on the calculated atmo 
spheric pressure difference (S560). 
The controller 310 also generates and outputs road guide 

information including voice information or image informa 
tion based on the amplified Voice information and the candi 
date road to the display unit 308 and/or audio output unit 309 
(S570). When the specific frequency bandwidth is not 
included in the Voice information within the generated can 
didate road guide information (No in S550), the controller 
310 determines the candidate road guide information includ 
ing Voice information or image information as resultant road 
guide information and outputs the determined road guide 
information to the display unit 308 and/or audio output unit 
309 (S580). Note that steps S540-S580 are similar to steps 
S120-S160 in FIG. 4. 

Also, when the calculated atmospheric pressure difference 
does not exist among a plurality of atmospheric pressure 
differences included in the hearing characteristic of a user 
pre-stored in the storage unit 307 (No in S520), the controller 
310 generates and outputs typical road guide information to 
the display unit 308 and/or audio output unit 309 (S590). 

Next, FIG. 10 is a flow chart illustrating a navigation 
method according to a sixth embodiment of the present inven 
tion. Note that steps S620-S670 and S690 are similar to steps 
S510-S570 and S590 in FIG.9, and thus a detailed description 
of these steps is omitted. As shown in FIG. 10, the controller 
310 receives a signal through a microphone provided in the 
input unit 303 (S610). Further, the atmospheric pressure mea 
Suring unit 306 measures a first atmospheric pressure based 
on a current location of the navigation apparatus 300, and 
stores the measured atmospheric pressure in the storage unit 
307. In addition, the atmospheric pressure measurement 306 
may be performed at each preset time period, or when gen 
erating road guide information or receiving a signal. 
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The controller 310 also calculates a difference between the 
first atmospheric pressure based on the current location of the 
terminal (or the navigation apparatus 300) and a previously 
measured atmospheric pressure (or second atmospheric pres 
sure) (S620). Further, the controller 310 determines whether 
or not an atmospheric pressure difference corresponding to 
the calculated atmospheric pressure difference exists among 
the user's hearing pre-stored in the storage unit 307 (S630). 
When the calculated atmospheric pressure difference exists 
within the users hearing characteristic pre-stored in the Stor 
age unit 307 (Yes in S630), the controller 310 extracts a 
hearing characteristic corresponding to the calculated atmo 
spheric pressure difference from the user's hearing charac 
teristics pre-stored in the storage unit 307 (S640). 

The controller 310 also determines whether or not a spe 
cific frequency bandwidth within the user's hearing charac 
teristic extracted from the storage unit 307 is included in the 
input signal (S650). When the specific frequency bandwidth 
is included in the input signal (Yes in S650), the controller 
310 amplifies a signal corresponding to the specific frequency 
bandwidth included in the input signal (or a signal corre 
sponding to the specific frequency bandwidth within the 
extracted hearing characteristic among the input signal) by a 
specific dB included in the user's hearing characteristic 
extracted from the storage unit 307 based on the calculated 
atmospheric pressure difference (S660). 
The controller 310 also generates and outputs a new input 

signal using part of the amplified signal and the input signal 
through the audio output unit 309 (S670). The controller 310 
can also perform a predetermined control based on the ampli 
fied signal and the input signal, and output the performed 
result through the display unit 308 and/or audio output unit 
309. When the specific frequency is not included (No in 
S650), the controller performs step S680, which outputs the 
unamplified signal (i.e., the input signal) or performs a pre 
determined operation on the input signal. 
When the calculated atmospheric pressure difference does 

not exist among a plurality of atmospheric pressure differ 
ences included in the stored hearing characteristic (No in 
S630), the controller 310 performs a typical signal process 
ing, and outputs the input signal to the audio output unit 309. 
The controller 310 can perform a predetermined control 
based on a signal input to the controller 310, and output the 
performed result through the display unit 308 and/or audio 
output unit 309. 

In addition, when generating road guide information or 
processing input signals, in which the user's hearing charac 
teristic is compensated based on the atmospheric pressure 
difference, the controller 310 can be additionally configured 
to have a function selecting a normal mode or hearing com 
pensation mode by the user. Furthermore, the controller 310 
can be configured by using altitude and atmospheric pressure 
differences at the same time in the user's hearing character 
istic. In other words, the user's hearing characteristic may 
include at least one or more frequency bandwidths and hear 
ing impairment degrees corresponding to those bandwidths 
for each altitude and atmospheric pressure difference. In this 
manner, it is possible to measure altitude and/or atmospheric 
pressure, and compensate hearing impairment (or auditory 
impairment) based on the user's pre-stored hearing charac 
teristic based on the measured altitude and/or atmospheric 
pressure. 
A navigation apparatus and method thereof according to 

embodiments of the present invention provide road guide 
information compensated by the user's hearing impairment 
characteristic based on altitude and/or atmospheric pressure 
thereby helping the user having a hearing impairment. More 
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over, a navigation apparatus and method thereof according to 
embodiments of the present invention provide a signal com 
pensated by the user's hearing impairment characteristic 
based on altitude and/or atmospheric pressure for the input 
signals (including Voice signal) to the user, thereby helping 
the user having a hearing impairment. 
As the present invention may be embodied in several forms 

without departing from the spirit or essential characteristics 
thereof, it should also be understood that the above-described 
embodiments are not limited by any of the details of the 
foregoing description, unless otherwise specified, but rather 
should be construed broadly within its spirit and scope as 
defined in the appended claims, and therefore all changes and 
modifications that fall within the metes and bounds of the 
claims, or equivalence of Such metes and bounds are therefore 
intended to be embraced by the appended claims. 
What is claimed is: 
1. A method of controlling a navigation apparatus, the 

method comprising: 
measuring, via a sensor, an environmental characteristic 

including at least one of an altitude of the navigation 
apparatus and an atmospheric pressure of an atmosphere 
the navigation apparatus is operating in: 

extracting, via the controller, a hearing characteristic 
including a degree of hearing impairment for a user 
operating the navigation apparatus from a memory 
based on the measured environmental characteristic; 

compensating, via a controller, audio output by the navi 
gation apparatus using the extracted degree of hearing 
impairment for the user operating the navigation appa 
ratus; and 

outputting road guidance information informing the user 
about traveling directions including at least one of map 
information and the output audio. 

2. The method of claim 1, wherein the hearing character 
istic is pre-stored in the memory and includes a relationship 
between at least one of a specific altitude and a specific 
atmospheric pressure with respect to a frequency bandwidth 
and hearing impairment degree in decibels for the user Such 
that the controller can extract a corresponding frequency 
bandwidth and hearing impairment degree for a measured 
altitude or atmospheric pressure. 

3. The method of claim 2, wherein extracting the hearing 
characteristic comprises: 

searching, via the controller, the pre-stored hearing char 
acteristic for an altitude oran atmospheric pressure cor 
responding to the measured altitude or atmospheric 
pressure, respectively, for the user operating the naviga 
tion apparatus; 

extracting, via the controller, a specific bandwidth of audio 
to be compensated that corresponds to the searched alti 
tude or atmospheric pressure; and 

extracting, via the controller, the degree of hearing impair 
ment corresponding to the extracted specific bandwidth. 

4. The method of claim3, wherein when the searching step 
determines there is more than one altitude or atmospheric 
pressure corresponding to the measured altitude or atmo 
spheric pressure within a preset tolerance range for the user 
operating the navigation apparatus, the method further com 
prises selecting an altitude or atmospheric pressure from the 
pre-stored hearing characteristic that most closely matches 
the measured altitude or atmospheric pressure. 

5. The method of claim 3, wherein the compensating step 
comprises: 

compensating only a portion of the audio output by the 
navigation apparatus that corresponds to the extracted 
specific frequency bandwidth. 
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6. The method of claim 2, wherein the pre-stored hearing 
characteristic includes a plurality of users, a plurality of spe 
cific altitudes for each user, a plurality of specific atmospheric 
pressures for each user, and a plurality of frequency band 
widths and hearing impairment degrees in decibels corre 
sponding to the plurality of specific altitudes and atmospheric 
pressures. 

7. The method of claim 1, further comprising: 
authenticating that the user operating the navigation appa 

ratus is an authorized user to receive the compensated 
audio output by the navigation apparatus. 

8. The method of claim 1, further comprising: 
prompting the user operating the navigation apparatus to 

Select one of a hearing compensation mode and a non 
hearing compensation mode in which the hearing com 
pensation mode corresponds to the compensating step 
compensating the audio output by the navigation appa 
ratus, and the non-hearing compensation mode corre 
sponds to no compensation of the audio output by the 
navigation apparatus. 

9. The method of claim 1, further comprising: 
receiving, via an input unit, an input signal, 
wherein the compensated audio output by the navigation 

apparatus corresponds to the input signal compensated 
using the extracted degree of hearing impairment. 

10. A navigation apparatus, comprising: 
a sensor configured to measure an environmental charac 

teristic including at least one of an altitude of the navi 
gation apparatus and an atmospheric pressure of an 
atmosphere the navigation apparatus is operating in: 

a memory configured to store a hearing characteristic 
including a degree of hearing impairment for a user 
operating the navigation apparatus; 

an audio unit configured to output audio; 
a controller configured to extract the degree of hearing 

impairment for the user operating the navigation appa 
ratus from the memory based on the measured environ 
mental characteristic, and to compensate the audio out 
put by the navigation apparatus using the extracted 
degree of hearing impairment for the user operating the 
navigation apparatus; and 

a display unit configured to display road guidance infor 
mation including a map informing the user about trav 
eling directions, 

wherein the audio unit outputs the audio in association with 
the displayed map. 

11. The navigation apparatus of claim 10, wherein the 
hearing characteristic is pre-stored in the memory and 
includes a relationship between at least one of a specific 
altitude and a specific atmospheric pressure with respect to a 
frequency bandwidth and hearing impairment degree in deci 
bels for the user such that the controller can extract a corre 
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sponding frequency bandwidth and hearing impairment 
degree for a measured altitude or atmospheric pressure. 

12. The navigation apparatus of claim 11, wherein the 
controller is further configured to search the pre-stored hear 
ing characteristic for an altitude or an atmospheric pressure 
corresponding to the measured altitude or atmospheric pres 
Sure, respectively, for the user operating the navigation appa 
ratus, to extract a specific bandwidth of audio to be compen 
sated that corresponds to the searched altitude or atmospheric 
pressure, and to extract the degree of hearing impairment 
corresponding to the extracted specific bandwidth. 

13. The navigation apparatus of claim 12, wherein when 
the controller determines there is more than one altitude or 
atmospheric pressure corresponding to the measured altitude 
or atmospheric pressure within a preset tolerance range for 
the user operating the navigation apparatus, the controller is 
further configured to select an altitude or atmospheric pres 
Sure from the pre-stored hearing characteristic that most 
closely matches the measured altitude or atmospheric pres 
SUC. 

14. The navigation apparatus of claim 12, wherein the 
controller is further configured to compensate only a portion 
of the audio output by the navigation apparatus that corre 
sponds to the extracted specific frequency bandwidth. 

15. The navigation apparatus of claim 11, wherein the 
pre-stored hearing characteristic includes a plurality of users, 
a plurality of specific altitudes for each user, a plurality of 
specific atmospheric pressures for each user, and a plurality of 
frequency bandwidths and hearing impairment degrees in 
decibels corresponding to the plurality of specific altitudes 
and atmospheric pressures. 

16. The navigation apparatus of claim 10, wherein the 
controller is further configured to authenticate that the user 
operating the navigation apparatus is an authorized user to 
receive the compensated audio output by the navigation appa 
ratuS. 

17. The navigation apparatus of claim 10, wherein the 
controller is further configured to prompt the user operating 
the navigation apparatus to select one of a hearing compen 
sation mode and a non-hearing compensation mode in which 
the hearing compensation mode corresponds to the compen 
sating step compensating the audio output by the navigation 
apparatus, and the non-hearing compensation mode corre 
sponds to no compensation of the audio output by the navi 
gation apparatus. 

18. The navigation apparatus of claim 10, further compris 
ing: 

an input unit configured to receive an input signal, 
wherein the compensated audio output by the navigation 

apparatus corresponds to the input signal compensated 
using the extracted degree of hearing impairment. 
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