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(57) Abstract: A resource brokering apparatus includes memory and instructions stored in the memory. The instructions, when ex -
ecuted, cause a processor to receive cost data associated with hosting a resource from infrastructure managers, select one of the infra-
structure managers to host the resource based on an analysis of the cost data, and send an activation request to the selected infra-
structure manager requesting activation of a resource template to host the resource. The infrastructure manager includes an instruc -
tion to provision a privacy label to the resource template. The privacy label is correlatable with privacy labels stored in a database
and defined by correlated tree structures having schema unrestricted by relational table structures. The privacy labels are also correl -
atable with records including user data items associated with multiple ditferent users. The privacy labels distinguishing among the
users.
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RESOURCE BROKERING FOR MULTIPLE USER DATA
STORAGE AND SEPARATION

BACKGROUND

[0001] Providers of cloud computing services may deploy multiple different
business resources, such as email applications and case management systems. Each
of these business resources may have multiple different clients. In some instances,
client personnel may utilize shared business resources. In order to deploy multiple
different business resources for multiple different clients, providers of cloud
computing services typically deploy multiple servers with each server having its own
operating system and multiple database instances. For example, a provider of cloud
computing services may deploy 10 different business resources, with each business
resource having 10 clients for a total of 100 different service instances. The service
provider may deploy, for example, 10 different servers, with each server having an
operating system and multiple database instances. Such databases are typically
relational databases that enforce relational table structures, such as a column and row
structure, to correlate and store data. As such, the service provider may deploy a
separate relational database instance for each client on each of the different servers in

order to provide appropriate data separation among clients.

[0002] Furthermore, user authentication and authorization for each dedicated
server and database instance is typically implemented at the operating system level.
As such, each user must be provisioned into the operating system in order to access
the hosted business resource. Given this dependency on the operating system, the
infrastructure and corresponding business resource instances are typically managed by
the same service provider. Each newly deployed instance of a business resource
typically requires a complex set of virtual machines to be configured in order to host
the business resource. Given these interdependencies between infrastructure
management and instance management, it remains challenging for providers of cloud
computing services to take advantage of incremental improvements in infrastructure

technology once a business resource has been deployed.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Figure 1 is a schematic illustration of an example multiple user data

storage and separation apparatus.

[0004] Figure 2 is a diagram illustrating example tree structures for facilitating
the multiple user data storage and separation functionality of the apparatus of Figure

1.

[0005] Figure 3A is a Venn diagram illustrating an example relationship

between receipts and labels defined by the tree structures of Figure 2.

[0006] Figure 3B is a Venn diagram illustrating an example relationship

between receipts and nodes defined by the tree structures of Figure 2.

[0007] Figure 3C is a Venn diagram illustrating an example relationship

among nodes, receipts, and labels defined by the tree structures of Figure 2.

[0008] Figure 4 is a diagram illustrating an example implementation of the

tree structures of Figure 2.

[0009] Figure 5 is a flow diagram of an example process that may be carried

out by the multiple user data storage and separation apparatus of Figure 1.

[00010] Figure 6 is a schematic illustration of an example authentication
apparatus for use with the multiple user data storage and separation apparatus of

Figure 1.

[00011] Figure 7 is a flow diagram of an example process that may be carried

out by the authentication apparatus of Figure 6.

[00012] Figure 8 is a schematic illustration of another example authentication
apparatus for use with the multiple user data storage and separation apparatus of

Figure 1.
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[00013] Figure 9 is a flow diagram of an example process that may be carried

out by the authentication apparatus of Figure 8.

[00014] Figure 10 is a schematic illustration of an example authorization
apparatus for use with the multiple user data storage and separation apparatus of

Figure 1.

[00015] Figure 11 is a flow diagram of an example process that may be carried

out by the authorization apparatus of Figure 10.

[00016] Figure 12 is a schematic illustration of another example authorization
apparatus for use with the multiple user data storage and separation apparatus of

Figure 1.

[00017] Figure 13 is a flow diagram of an example process that may be carried

out by the authorization apparatus of Figure 12.

[00018] Figure 14 is a schematic illustration of an example data sandboxing
apparatus for use with the multiple user data storage and separation apparatus of

Figure 1.

[00019] Figure 15 is a flow diagram of an example process that may be carried

out by the data sandboxing apparatus of Figure 14.

[00020] Figure 16 is a schematic illustration of another example data
sandboxing apparatus for use with the multiple user data storage and separation

apparatus of Figure 1.

[00021] Figure 17 is a flow diagram of an example process that may be carried

out by the data sandboxing apparatus of Figure 16.

[00022] Figure 18 is a schematic illustration of an example resource
provisioning apparatus for use with the multiple user data storage and separation

apparatus of Figure 1.
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[00023] Figure 19 is a flow diagram of an example process that may be carried

out by the resource provisioning apparatus of Figure 18.

[00024] Figure 20 is a flow diagram of an example process that may be carried

out by the resource template shown in Figure 18.

[00025] Figure 21 is a schematic illustration of another example resource
provisioning apparatus for use with the multiple user data storage and separation

apparatus of Figure 1.

[00026] Figure 22 is a flow diagram of an example process that may be carried

out by the resource provisioning apparatus of Figure 21.

[00027] Figure 23 is a diagram of an example assignment of users, roles, and

permissions to a tree of privacy labels.

[00028] Figure 24 is a schematic illustration of an example workflow
management apparatus for use with the multiple user data storage and separation

apparatus of Figure 1.

[00029] Figure 25 is a flow diagram of an example process that may be carried

out by the workflow management apparatus of Figure 24.

[00030] Figure 26 is a schematic illustration of another example workflow
management apparatus for use with the multiple user data storage and separation

apparatus of Figure 1.

[00031] Figure 27 is a flow diagram of an example process that may be carried

out by the workflow management apparatus of Figure 26.

[00032] Figure 28 is a schematic illustration of an example resource
implementing workflow management for use with the multiple user data storage and

separation apparatus of Figure 1.

[00033] Figure 29 is a flow diagram of an example process that may be carried

out by the resource of Figure 28.
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[00034] Figure 30 is a schematic illustration of an example resource brokering

apparatus for use with the resource provisioning apparatus of Figures 18 and 21.

[00035] Figure 31 is a flow diagram of an example process that may be carried

out by the resource brokering apparatus of Figure 30.

[00036] Figure 32 is a schematic illustration of another example resource
brokering apparatus for use with the resource provisioning apparatus of Figures 18

and 21.

[00037] Figure 33 is a flow diagram of an example process that may be carried

out by the resource brokering apparatus of Figure 32.

DETAILED DESCRIPTION OF EXAMPLES

[00038] Examples of resource brokering apparatus, systems, and methods for
use with systems having multiple user data storage and separation functionality are
disclosed herein. Multiple user data storage and separation functionality is of
increasing interest to providers of cloud computing services desiring to provide
multiple tenancy systems. In particular, the use of virtualization as opposed to server
hardware duplication is increasing. Business resources, however, are currently
developed from the ground up, often using available off-the-shelf applications, and
have a typically large system footprint due in part to the limitations and complexities
of relational database technologies used for data storage. These limitations and
complexities may lead to, for example, the need for separate operating systems and
database instances for multiple different business resources and system users in order
to ensure appropriate data separation is maintained. This may in turn lead to high
licensing and maintenance costs for deployment of business resources in multiple

tenancy systems.

[00039] The limitations and complexities of relational database technologies
may also negatively impact resource brokering in multiple tenancy systems. Given

the need for separate operating systems and database instances for multiple different
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business resources and system users in order to ensure appropriate data separation is
maintained, separating the management of infrastructure from the management of a
business resource instance is impractical where data sets from multiple different
entities and/or resources are required. Furthermore, complex sets of virtual machines
must be configured in order to host each instance of a business resource. Given these
complexities, automation of resource provisioning becomes time consuming and
impractical to implement for a multiple tenancy system. Furthermore, given these
terdependencies between infrastructure management and instance management, it
becomes untenable for providers of cloud computing services to take advantage of
incremental improvements in infrastructure technology once a business resource has
been deployed. Cloud resources may have a sensitive business deployment model,
particularly given the rapid advances in infrastructure technologies offering the
advantages of, for example, greater efficiency, lower operational costs, and/or
improved security. Because complex sets of virtual machines must be configured in
order to host a new instance of the business resource, once a resource is deployed
using a particular infrastructure, the incremental advantages of switching to a newer
infrastructure are typically outweighed by the costs and complexities of redeploying
the resource. Such complex redeployments are also disruptive to system users, who
may experience delays associated with the redeployment and may be required to

configure a new entry point for access to the resource.

[00040] The resource brokering apparatus, systems, and methods for use with
systems having multiple user data storage and separation functionality disclosed
herein may facilitate the implementation of a single centralized resource provisioning
mechanism within a single computing system or virtualized operating system hosting
parallel business resources and a single database instance that stores and separates
data for multiple business resources and multiple users without resulting in bleeding
or unauthorized disclosure of data from one user to another. In particular, the
resource provisioning apparatus, systems, and methods for use with systems having
multiple user data storage and separation functionality disclosed herein may utilize
privacy labels distinguishing among multiple users. The privacy labels may be

correlated with data records defined by correlated tree structures having schema such
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that the records are unrestricted by relational table structures, such as columns and
rows. The use of such tree structures may impose fewer limitations on and provide
greater flexibility of the structure of each record while at the same time maintaining

appropriate data separation among users in a single database instance.

[00041] Incorporating privacy labels into the resource provisioning mechanism
may provide for resource brokering to take advantage of advances in infrastructure
technologies. By provisioning a privacy label to each newly deployed resource and
appropriately provisioning permissions and privacy labels to users associated with the
resource, separation of infrastructure management and instance management may be
achieved while maintaining appropriate data separation. The centralized granular
control of authentication and authorization for individual resources and data elements
at the application level that is facilitated by the use of the privacy labels disclosed
herein may remove the need to provision users at the operating system level.

Resource instances may be created from resource templates and automatically
deployed within a multiple tenancy system without the need to configure complex sets
of virtual machines to provide infrastructure and access management for each newly
deployed resource instance. In this way, a service provider may quickly and
automatically deploy a multiple tenant system using a single service infrastructure and
database instance. The service provider may also hand-off (e.g., to another provider
such as an instance manager) or otherwise separate deployment and management of
individual or groups of business resource instances within the system at the
application layer such that new pre-defined or custom resource instances may be
quickly and automatically deployed with appropriate constraints on system scale. The
service provider may also be able to leverage advances infrastructure technologies by
analyzing cost, security, efficiency, and other data for multiple different infrastructure
providers, and automatically redeploying resources and/or transferring data to take
advantage of lower costs and/or improved security and efficiency. Such
redeployments and transfers may be transparent to system users, who may continue to
access data and resources using the same point of entry provided by the service

provider or a separate instance manager.
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[00042] Figure 1 schematically illustrates an example multiple user data
storage and separation apparatus 100. As will be described hereafter, apparatus 100
may include multiple user data storage and separation functionality. Apparatus 100
may be, for example, a component of a cloud computing system used to provide
multiple different business resources to multiple different users 101. In particular,
apparatus 100 may provide a single database instance that stores and separates data
for multiple users 101 without resulting in bleeding or unauthorized disclosure of data
from one user to another. The term “resource” as used herein refers to computer-
based or network-based services in general, such as email applications, case
management systems, etc. Resources may be, for example, resources used in
capability-based systems having central access control and a data storage mechanism
at the application layer rather than the operating system. While the examples set forth
herein are primarily described in the context of “business” resources, it will be

appreciated that other types of resources are contemplated as well.

[00043] Apparatus 100 may include processing electronics 102. Processing
electronics 102 may include, for example, a processor 104 configured to execute logic
in the form of instruction modules contained in a memory 106. For purposes of this
application, the term “processor” shall mean a presently developed or future
developed processor 104 that executes sequences of instructions contained in memory
106. In general, upon executing instructions contained in the memory, processor 104
may provide multiple user data storage and separation functionality in apparatus 100.
The instructions may be loaded in a random access memory (RAM) for execution by
the processor 102 from a read only memory (ROM), a mass storage device, or some
other persistent storage. In some examples, hardwired circuitry modules may be used
in processing electronics 102 in place of, or in combination with, processor 104
and/or instruction modules stored in memory 106 to implement the multiple user data
storage and separation functionality described herein. For example, the multiple user
data storage and separation functionality of apparatus 100 may be implemented
entirely or in part by logic contained in an application-specific integrated circuit

(ASIC). Unless otherwise specifically noted, processing electronics 102 is not limited
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to any specific combination of hardware circuitry modules and instruction modules,

nor to any particular source for instructions executed by processor 104.

[00044] Memory 106 may include a non-transitory computer-readable medium.
The term “non-transitory computer-readable medium” as used herein includes any
computer readable medium, excluding only transitory propagating signals per se.
Memory 104 may include, for example any non-volatile or volatile memory such as
DRAM, RAM, ROM, register memory, or some combination of these; for example a
hard disk combined with RAM. Memory 106 may store software instruction modules
for execution by processor 104. In some examples, memory 106 may further store
data for use by processor 104. Memory 106 may store various software instruction
modules that direct processor 104 to carry out various interrelated actions, such as the

multiple user data storage and separation functionality of apparatus 100.

[00045] As shown in Figure 1, memory 106 may include records 108 stored
therein. Records 108 may be, for example, individual user data items or groupings of
associated user data items. For example, apparatus 100 may be a component of a
cloud computing system that provides an email application, and memory 106 may
store email records. Such records 108 may be comprised of associated user data items
such as “Subject” data from the subject lines of emails, “Message” data including the
text of emails, “To” data including the identity of message recipients, and “From”
data including the identity of message senders. Memory 106 may store data items for
multiple different users 101. The term “user” as used herein may refer to single
individuals (e.g., clients or employees) or entities (e.g., companies or corporate
entities) or grouping or subgroupings of individuals and/or entities (e.g., an employer
entity, an IT department subgroup entity, and subgroups of individual employees), as
well as computer devices and/or systems (e.g., an autonomous computer system

capable of interaction with apparatus 100).

[00046] Records 108 may be defined by and stored using correlated tree
structures 110. For example, records 108 may be defined by node-based binary tree
structures used for data storage and searching, such as self-balancing binary tree

structures. In particular, tree structures 110 may have schema definitions such that



WO 2016/122697 PCT/US2015/025768

stored records 108 are unrestricted by the rigid relational table structures required
between instances of stored data in relational databases, such as rows and columns. In
some examples, the structures of two different records 108 may not be the same. For
example, continuing with the email example from above, some records 108 may be
structured and stored by associating “Subject”, “Message”, “To”, and “From” user
data items, while some records 108 may be structured and stored by associating only
“Subject”, “Message”, “To” user data items. In this example, the schema defined by
tree structures 110 may not require null or placeholder “From” data for those records
108 that are structured to exclude it, as opposed to a relational table structure, which

would require null “From” values in each record 108.

[00047] Memory 106 may also include privacy labels 112. Privacy labels 112
may distinguish among multiple different users 101. Each privacy label 112 may
include a unique identification mapping to a user 101. In some examples, privacy
label 112 may include a number of tokens (e.g., unique randomly generated
cryptographically entropic values having a predetermined number of bytes, etc.) that
are uniquely provisioned to user 101. For example, multiple different users 101 may
include a manager who shares a subset of records 108 with an employee. The
manager may be provisioned a privacy label 112 having a particular set of N tokens.
The employee may be provisioned with a privacy label 112 having, for example, a

subset of the N tokens.

[00048] Privacy labels 112 may be correlated with records 108 whenever user
data items associated as records 108 are written to memory 106. For example, the
manager’s privacy label 112 including the full set of N tokens may be correlated with
all records 108 written to memory 106 by the manager. A different privacy label 112
containing a subset of the N tokens may be correlated with all records 108 written to

memory 106 by the employee.

[00049] Once privacy labels 112 are correlated with records 108, they may be
compared with user identifier data provided by users 101 requesting records 108 from
memory 106 in order to ensure that only records 108 associated with a particular user

101 are accessed by that user 101. For example, the manager may provide user

10
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identifier data including the full set of N tokens along with query data to apparatus
100. The full set of N tokens in the user identifier data may be compared with privacy
labels 112 correlated with records 108 in order to ensure that only records 108 with
correlated privacy labels 112 including the full set of N tokens provisioned to the
manager, and records 108 with correlated privacy labels 112 including the subset of N
tokens provisioned to the employee are returned to the manager. Even if the user
identifier data provided by the manager includes the full set of N tokens, the manager
may still access records 108 having fewer than N correlated tokens, provided that all
tokens for a record 108 are included in the full set of N tokens provided by the
manager. Similarly, the employee may provide user identifier data including the
subset of N tokens along with query data to apparatus 100. The subset of N tokens in
the user identifier data may be compared with privacy labels 112 in order to ensure
that only records 108 correlated with the subset of N tokens provisioned to the
employee are returned to the employee. The employee may not access records 108

for which there are a greater number of tokens than those provided by the employee.

[00050] Other provisioning schemes for privacy labels 112 are contemplated as
well. For example, unique privacy labels 112 having different combinations of a
number of bytes may be provisioned to each user rather than provisioning subsets of
tokens from a full set of tokens. As such, multiple different users may include users
for multiple different business resources, multiple different entities, etc. Records 608
associated with each user stored in a single database instance. As will be understood,
records 108 for each of multiple different users 101 may be correlated with privacy
labels 112 in order to ensure that only records 108 associated with a particular user
101 are accessed by that user 101. A user 101 may be associated or disassociated
with a particular record 608 by correlating or removing a privacy label 112, as
opposed to copying or replicating individual records 608 into multiple different

database instances for different resources or clients.

[00051] Privacy labels 112 may be correlated with each of records 108 using
privacy label tree structures included in tree structures 110. The privacy label tree

structures defining privacy labels 112 may have schema definitions similar to other

11
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tree structures 110. That is, privacy labels 112 may be structured and stored without
being restricted by the rigid relational table structures required between instances of

stored data in relational databases, such as rows and columns.

[00052] By way of example, Figure 2 is a diagram illustrating example tree
structures 200 for facilitating the multiple user data storage and separation
functionality of apparatus 100. As shown in Figure 2, the tree structures 200 defining
records may include segment trees 202 and receipt trees 204. Segment trees 202 may
include a number of correlated trees corresponding to segments 206. Segments 206
may correspond to, for example, a particular type or grouping of user data items. For
example, as shown in Figure 2, segments 206 may include a segment 206a for
“Subject” data from the subject lines of emails, a segment 206b for “Message” data
including the text of emails, a segment 206¢ for “To” data including the identity of
message recipients, and a segment 206d for “From” data including the identity of
message senders. Each tree structure corresponding to a segment 206 may include a
number of nodes 208. Each node 208 may in turn be an individual node, may be a
parent node having a number of child nodes, or may be a child node depending from a
parent node. Each node 208 may contain a user data item or a reference to a user data
item (e.g., if a user data item is stored in a location other than memory 106). For
example, node 208a may include particular “Subject” data for an email, node 208b
may include particular “Message” data for an email, node 208¢ may include particular
“To” data for an email, and node 208d may include particular “From” data for an
email. Each node 208 may also contain a reference to a number N of receipts 210.
That is, each of the nodes 208 in a segment tree 206 has a corresponding receipt tree
204 to define a respective set of records 108 stored in memory 106 in which that

respective node 208 is included.

[00053] Receipt trees 204 may include a number of correlated trees
corresponding to receipts 206. Each receipt 206 may correspond to and define a
respective set of N associated nodes 208, where each of the nodes 208 contains a
reference to the respective receipt 210. Accordingly, each node 208 may list a

number N of receipts 210, and each receipt 210 may list an unrelated number N of

12
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nodes 208. The set of N associated nodes for a particular receipt 210 may define a
record 108. For example, each of nodes 208a, 208b, 208¢c, and 208d may contain a
reference to a receipt 210a. Figure 2 illustrates an example reference to a receipt 210a
for node 208c. In turn, receipt 210a may contain references to each of nodes 208a,
208b, 208c, and 208d. Figure 2 illustrates an example reference to node 208¢ for
receipt 210a. As such, receipt 210a may define a record that includes each of nodes
208a, 208b, 208¢, and 208d. It will be appreciated that the additional receipt
references for node 208c shown in Figure 2 may represent the inclusion of node 208¢
in N-1 other records 108 that may contain additional, fewer, or different nodes 208

than those for record 108a defined by receipt 210a.

[00054] As shown in Figure 2, tree structures 200 may also include privacy
label trees 212. Privacy label trees 212 may include a number of correlated trees
corresponding to privacy labels 214. Privacy labels 214 are correlated with receipts
210 in receipt trees 204 to define respective sets of records 208 associated with
respective different users 101. In particular, each privacy label 214 may correspond
to and define a respective set of N associated receipts 210, where each of the receipts
210 contains a reference to the respective privacy label 214. Accordingly, each
privacy label 214 may list a number N of receipts 210, and each receipt 210 may list
an unrelated number N of privacy labels 214. In some examples, for each privacy
label 214, there may or may not be a corresponding receipt 210, but for each receipt
210, there must be at least one privacy label 214. The set of N associated receipts 210
for a particular privacy label 214 may define a set of records 108 for which a
particular user 101 may gain access, provided that particular privacy label 214 has

been provisioned to that particular user 101.

[00055] As will be appreciated, each node 208 may have a number N of
corresponding receipts 210, which may, in turn, have a number N of corresponding
privacy labels 214, which may provide a theoretically unbounded storage capability,
limited only by the details of the particular practical implementation. As may also be
appreciated, segments 206 and their corresponding nodes 208 may be grouped

according to any particular attribute and are not limited in structure by the rigid

13
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relational table structures required between instances of stored data in relational
databases, such as rows and columns. As such, segments 206 and their corresponding
nodes 208 may be easily repurposed and/or reused simply by addition, deletion, or

modification of corresponding receipts 210.

[00056] Figures 3A, 3B, and 3C are Venn diagrams providing an alternative
representation of the relationships among tree structures 200 shown in Figure 2. In
Figures 3A, 3B, and 3C, set L is the set of all receipts for all privacy labels, set R is
the set of all receipts, and set K is the set of all receipts for a given node in a segment
tree. Each privacy label may have many corresponding receipts. Each receipt may
have many corresponding nodes. Each node may have a corresponding receipt tree of
receipts. For purposes of Figures 3A, 3B, and 3C, it may be assumed that, for each
privacy label, there may or may not be a corresponding receipt, but for each receipt,
there must be at least one privacy label. Under this assumption, while all members of

set R must correspond to one or more members (i.e., lists of corresponding receipts)

of set L, not all members in set L will correspond to elements of set R. L N R must

always equal R, and therefore R € L as shown in Figure 3A.

[00057] Referring now to Figures 3B and 3C, set S is the set of all nodes

having an associated binary receipt tree, and Sy, Sy, ... S, are all binary trees.

Assuming each receipt tree has multiple corresponding nodes, for cachx € S;,, K is

the set of receipts for eachnode x. ¥V x€ S:V ye KN R where Kis not {} and K

is the set of receipts for node x as shown in Fig. 3B. Thus, each node is directly
correlated with a privacy label upon assignment of a receipt. Each receipt may
reference up to S, nodes. Each privacy label may reference up to N receipts.
Accordingly, the total set of all nodes corresponding to a given privacy label is the
mtersection of nodes in the sets of S, for nodes corresponding to a receipt in K, by

which there is a corresponding privacy label set in R, as shown in Figure 3C.

[00058] Figure 4 is a diagram illustrating an example implementation 400 of

tree structures 200. Implementation 400 includes correlated binary tree structures

14
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corresponding to segments 402, receipts 404, and privacy labels 406. The three
possible segments are segment 402a, corresponding to “Name” data, segment 402b,
corresponding to “Age”, and a segment 402¢, corresponding to “Favorite Day” data.
Figure 4 illustrates three specific examples. In the first example, a record that uses
only one of three possible segments 402 is illustrated. In particular, segment 402a is
used, and a node 408a is assigned to Name data “Bob”. Node 408a has a
corresponding receipt 410a. In the second example, a record that uses two of three
possible segments 402 is illustrated. In particular, segments 402a and 402b are used,
and nodes 408b and 408c¢ are assigned to Name data “Joe” and Age data “21”
respectively. Nodes 408b and 408c¢ both correspond to receipt 410b. In the third
example, a record that uses all three possible segments 402 is illustrated. In
particular, segments 402a, 402b, and 402¢ are used. Node 402d is assigned to Name
data “Ted”. Node 402¢ is assigned to Favorite Day data “Tuesday”. Node 408c is
reused. Nodes 402¢, 402d, and 402¢ correspond to receipt 410c. The records for Bob
and Ted share the same privacy label 412a (e.g., the records for Bob and Ted were
created by the same user), while the record for Joe is correlated with privacy label

412b.

[00059] Referring again to Figure 1, memory 106 may include receiving
module 114, label identification module 116, query processing module 118, and
privacy module 120. Modules 114, 116, 118 and 120 may cooperate to cause
processing electronics 102 to carry out the process 500 set forth by the flow diagram
of Figure 5. As indicated by a step 502, receiving module 114 may receive a
communication 121 including user identifier data 122 and query data 124. For
example, each privacy label 112 may include a unique identification mapping to a
user 101. In some examples, privacy label 112 may include a number of tokens that
are uniquely provisioned to user 101. User 101 may send a communication 121
including user identifier data 122 that includes a set of N tokens along with a query to

apparatus 100.

[00060] In some examples, user identifier data 122 is out of band data with

respect to query data 124. That is, user identification data 122 may be received by
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receiving module 114 in the same communication as query data 124, but may be kept
separate from query data 124 by a conceptually independent data channel provided as
an inherent characteristic of the communication channel and transmission protocol, as
opposed to requiring a separate communication channel and endpoints to be
established at apparatus 100. In this way, user 101 need not be aware of and is not
required to enter user identification data 122, and user identifier 124 may be
processed independent of query data 124 by label identification module 116 and
privacy module 120. Query data 124 may be, for example, a select statement or other
type of query that defines the scope of a data request. For example, query data 124
may include a request to retrieve all emails from person X having Y in the subject

line. Other types of query data 124 are contemplated as well.

[00061] At a step 504, label identification module 116 may identify a set of
privacy labels 112 based on user identifier data 122. In some examples, label
identification module 116 identifies the set of the privacy labels 112 by comparing
tokens in the user identifier data 122 with tokens in privacy labels 112 stored in
memory 106. In some examples, if tokens in the user identifier data 122 do not match
tokens in any privacy labels 112, user 101 is informed that no data exists. In some
examples, label identification module 116 communicates with a privacy label
mapping service to obtain the actual tokens for the ones the user is providing (e.g.,
user 101 is not provided with the actual tokens used by apparatus 100, but rather

reference tokens).

[00062] At a step 506, query processing module 118 may identify a set of
records 108 based on query data 124. In some examples, query processing module
118 may identify the set of records 108 using tree structures such as those described
with reference to Figure 2. For example, query processing module 118 may identify
segment tree nodes associated with query data 124, and further identify receipts
correlated with the segment tree nodes associated with the query data using receipt
trees correlated with the segment trees. By way of example, query data 124 may
include a request to retrieve all emails from person X having Y in the subject line.

Query processing module 118 may search segment trees for segments corresponding
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to “From” and “Subject” in order to identify nodes matching X and Y. Query
processing module 118 may then identify receipts correlated with nodes matching X
and Y. The identified set of receipts may correspond to a set of records 108 meeting

the requirements of query data 124.

[00063] At a step 508, privacy module 120 may return, in response to
communication 121, only records 126 from the set of records 108 identified by query
processing module 118 that are associated with the set of the privacy labels 112
identified by label identification module 116. In some examples, privacy module 120
may identify the appropriate records 108 using tree structures such as those described
with reference to Figure 2. For example, privacy module 120 may identify privacy
labels 112 correlated with the receipts that correspond to a set of records 108 meeting
the requirements of query data 124. Privacy module 120 may then compare the
resulting set of privacy labels 112 with the set of the privacy labels 112 identified by
label identification module 116. Privacy module 120 may then return only those
records 108 for which the set of privacy labels 112 identified by privacy module 120
match those identified by label identification module 116. If there are no matching
privacy labels 112, then privacy module 120 may respond to the communication

indicating no data exists.

[00064] Figure 6 schematically illustrates an example authentication apparatus
600 for use with a multiple user data storage and separation apparatus, such as
apparatus 100 shown in Figure 1. Apparatus 600 may be, for example, a shared
authentication component of a cloud computing system used to provide multiple
different business resources, such as email applications and case management
systems, to multiple different users 601. As will be described hereafter, in general,
apparatus 600 may include authentication functionality. In particular, apparatus 600
may validate authentication requests sent to apparatus 600 when a user 601 requests
authentication. Such validation of an authentication request may be separate from the

processing of an authentication request.

[00065] The terms “authenticate” and “authentication™ as used herein refer to

establishing an identity for a user 601 based on, for example, credentials provided by
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the user or computing device (e.g., username, password, etc.). Such credentials may
be provided as part of an authentication request within a communication, and
authentication includes the processing of such credentials within an authentication
request to establish an identity. A user 601 whose identity has been established by an
authentication process may sometimes be referred to herein as “authenticated” or an

“authenticated user.”

[00066] The terms “validate” and “validation” as used herein with reference to
authentication requests refers to vetting authentication request communications sent to
apparatus 600 to determine whether the authentication request contained therein is
accepted (resulting in a “validated request”) or rejected (resulting in a request that is
“not validated”), as opposed to processing the actual authentication requests contained
within such communications in order to establish an identity. Such communications
may include, for example, user identifier data that is out of band with respect to the
authentication request, and validation includes, for example, the processing of such

user identifier data.

[00067] While the examples disclosed herein are primarily described in the
context of establishing an identity for a user, it is contemplated the establishment of
such an identity may include establishing the identity of a computing device that may
be operated by and/or associated with a user, or an autonomous computing system or
device, and as such, the term “user” in this context is not limited to persons. It will
also be understood that the examples described herein “establish an identity” for a
user based on certain data and credentials provided by the user, as opposed to a
positive physical identification of the user actually providing such data and
credentials, and it is assumed that users possessing and presenting such data and
credentials have obtained the appropriate permissions to do so. As such, while the
examples described herein may provide increased security, the term “establish an
identity”” should not be construed as guaranteeing a positive physical identification of

a user presenting such data and credentials for purposes of authentication.

[00068] Apparatus 600 may include processing electronics 602. Processing

electronics 602 may be similar to processing electronics 102 as shown in and

18



WO 2016/122697 PCT/US2015/025768

described with reference to Figure 1. For example, as shown in Figure 6, processing
electronics 602 may include a processor 604 configured to execute logic in the form
of instruction modules contained in a memory 606, similar to processor 104 and
memory 106 as shown in and described with reference to Figure 1. As with processor
104 and memory 106, processor 604 and memory 606 may be single devices, or may

comprise multiple processors and memories having distributed functionality.

[00069] Memory 606 may include records 608 stored therein. Records 608
may be similar to records 108 as shown in and described with reference to Figure 1.
For example, records 608 may include user data items for multiple different users and
may be defined by and stored using correlated tree structures 610 similar to tree
structures 110 as shown in and described with reference to Figure 1. In particular,
tree structures 610 may have schema definitions such that stored records 608 are
unrestricted by the rigid relational table structures required between instances of

stored data in relational databases, such as rows and columns.

[00070] Memory 606 may also include privacy labels 612 stored therein.
Privacy labels 612 may be similar to privacy labels 112 as shown in and described
with reference to Figure 1. For example, privacy labels 612 may distinguish among
multiple different users 601. Each privacy label 612 may include a unique
identification mapping to a user 601. In some examples, privacy label 612 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to user 601. Privacy labels 612 may be correlated with each of records
608 using privacy label tree structures included in tree structures 610. The privacy
label tree structures defining privacy labels 612 may have schema definitions similar
to other tree structures 610. That is, privacy labels 612 may be structured and stored
without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. Privacy
labels 612 may be compared with user identifier data provided by users 601 in order
to facilitate validation of authentication requests. In some examples, privacy labels

612 may include local copies of privacy labels 612 that may be stored in a remote
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location along with records 608. For example, records 608 and privacy labels 612
may be stored and maintained in a remote and/or separate multiple user data storage
and separation system, with a local copy of privacy labels stored in memory 606 of

apparatus 600.

[00071] Memory 606 may also include receiving module 614, label
identification module 616, and validation module 620. Modules 614, 616, and 620
may cooperate to cause processing electronics 602 to carry out the process 700 set
forth by the flow diagram of Figure 7. As indicated by a step 702, receiving module
614 may receive a communication 621 including user identifier data 622 and
authentication request 624. User identifier data 622 may include data correlated with
privacy labels 612, and each privacy label 612 may include a unique identification
mapping to a user. For example, a privacy label 612 may include a number of tokens
that are uniquely provisioned to user 601. User 601 may send a communication 621
including user identifier data 622 that includes a set of N tokens that have been
provisioned to user 601. User identifier data 622 may be included in communication
621 along with authentication request 624. User identifier data 622 may be used by
apparatus 600 to validate authentication request 624 (e.g., prior to or during

processing of authentication request 624).

[00072] In some examples, user 601 may be prompted to provide input (e.g.,
using a client computing device in communication with apparatus 600) that
determines the content of user identifier data 622. For example, user 601 may have
been provisioned tokens for multiple different users (e.g., tokens that allow user 601
to access business resources and manage data for multiple different entities). User
601 may be prompted and/or required to select whether to request authentication for
one of the entities (e.g., one or several entities have requested that separate
authentication be performed prior to accessing its business resources and/or data) or
several of the entities (e.g., user 601 may perform batch data requests including data
for multiple entities using a single authentication). User identifier data 622 may be
populated with the appropriate tokens depending on the input received from user 601.

In some examples, user 601 may select a default set of user identifier data 622, and
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may be prompted to add tokens in order to authenticate for additional business
resources and/or users for which user 601 has been provisioned tokens. In some
examples, user 601 may be permitted to authenticate for multiple business resources
and users at once (e.g., simultancously or via subsequent additional authentication
requests). In some examples, user 601 may only be permitted to authenticate for only

one resource or entity at a time.

[00073] In some examples, user identifier data 622 may be out of band data
with respect to authentication request 624. That is, user identification data 622 may
be received by receiving module 614 in the same communication as authentication
request 624, but may be kept separate from authentication request 624 by a
conceptually independent data channel provided as an inherent characteristic of the
communication channel and transmission protocol, as opposed to requiring a separate
communication channel and endpoints to be established at apparatus 600. As such,
user identifier data 622 may be used to validate authentication request 624
independent of processing authentication request 624. Authentication request 624
may be, for example, a query that defines the scope of an authentication request. For
example, authentication request 624 may include authentication credentials for a user
601, such as a username and/or password, along with a request to authenticate the

identity of user 601.

[00074] As will be appreciated, providing user identification data 622 in
combination with authentication request 624 in communication 621 may facilitate
“single sign on” authentication for multiple business resources. That is, user
identification data 622 may be used for validation of authentication request
communications, and to distinguish among multiple entities or other users and the
resources and records to which they are associated. Credentials and other information
included in authentication request 624 may be independently used solely to establish
the identity of a particular user or computing device associated with user
identification data 622 during authentication, as opposed to also distinguishing among
multiple entities and resources to which user 601 may be authenticated. User 601

may utilize the same credentials (e.g., username and password) for multiple business
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resources and/or users for which user 601 has been provisioned unique user
identification data 622 while still maintaining data separation among such business
resources and/or users. As will also be appreciated, using user identification data 622
in combination with authentication request 624 in communication 621 may provide
for more robust security. That is, even if an observer of network traffic were to obtain
user 601°s confidential credentials, the observer will not be able to utilize these
credentials to authenticate its identity with apparatus 601 without also obtaining user

601°s user identification data 622.

[00075] At a step 704, label identification module 616 may identify a set of
privacy labels 612 based on user identifier data 622. In some examples, label
identification module 616 may identify the set of the privacy labels 612 by comparing
tokens in the user identifier data 622 with tokens in privacy labels 612 stored in
memory 606. In some examples, label identification module 616 may communicate
with a privacy label mapping service to obtain the actual tokens for the ones provided
by user 601 (e.g., user 601 is not provided with the actual tokens used by apparatus
600, but rather reference tokens) in order to identify the set of privacy labels. If, for
example, tokens in the user identifier data 622 provided by user 601 do not match
tokens in any of privacy labels 612, the set of privacy labels identified by label
identification module 616 will be an empty set. If tokens in the user identifier data
622 provided by user 601 match tokens privacy labels 612, the set of privacy labels
identified by label identification module 616 will not be an empty set.

[00076] At a step 706, validation module 620 may determine whether to
validate authentication request 624 based on the set of privacy labels 612. In some
examples, if validation module 620 determines that the set of privacy labels 612
identified by label identification module 616 is an empty set, then validation module
620 may determine that authentication request 624 is not validated (i.e., rejected).
Similarly, if validation module 620 determines that the set of privacy labels 612
identified by label identification module 616 is not an empty set, then validation

module 620 may determine that authentication request 624 is validated (i.e.,
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accepted). In some examples, additional security metrics may be evaluated prior to

validation of the authentication request by validation module 620.

[00077] At a step 708, validation module 620 may provide a response to
authentication request 624. For example, if validation module 620 determines that
authentication request 624 is not validated, then user 601 may be sent a response to
the authentication request indicating that the request is not validated. If validation
module 620 determines that authentication request 624 is validated, then user 601
may be sent a response to the authentication request indicating that the request is
validated, and that apparatus 600 will proceed with processing the authentication
request. For example, validation module 620 may provide a nonce to user 601 in the
response to the authentication request. The nonce may be encrypted by user 601 and
sent back to apparatus 600 for further processing as part of an authentication process

to establish the identity of user 601.

[00078] Figure 8 is a data flow diagram of another example authentication
apparatus 800 for use with a multiple user data storage and separation apparatus, such
as apparatus 100 shown in Figure 1. As will be described hereafter, in general,
apparatus 800 may include authentication functionality. In particular, apparatus 800
may validate authentication requests based on user identifier data included in
communications that embody such authentication requests. Apparatus 800 is similar
to apparatus 600 shown in and described with reference to Figure 6, except that
apparatus 800 may additionally include security module 830, mapping module 832,
authentication module 834, session module 836, and authorization module 838.
Those remaining components of apparatus 800 that correspond to apparatus 600 are
numbered similarly. In some examples, modules 614, 616, 620, and 830 may be
integrated into a network facing module, while modules 832, 834, 836, and 838 may
be accessible only by the network facing module to prevent privacy labels 612 and
unencrypted user credentials from being misappropriated during authentication. In
some examples, session module 836 and authorization module 838 may be provided

as a separate systems accessible by apparatus 800.

23



WO 2016/122697 PCT/US2015/025768

[00079] Modules 614, 616, 620, 830, 832, 834, 836, and 838 may cooperate to
cause processing electronics 602 to carry out the process 900 set forth by the flow
diagram of Figure 9. As indicated by a step 902, receiving module 614 may receive a
communication 621 including user identifier data 622 and authentication request 624.
User identifier data 622 may be used by apparatus 600 to validate authentication
request 624 (e.g., prior to or during processing of authentication request 624). User
identifier data 622 may include data correlated with a set of privacy labels 612, and
each privacy label 612 may include a unique identification mapping to a user. For
example, a privacy label 612 may include a number of tokens that are uniquely
provisioned to user 601. The tokens may be, for example, a random number
generated using, for example, a random number generator compliant with Federal
Information Processing Standard (FIPS) Publication 140-2/3. In some examples, the
tokens may include a minimum of 256 random bits. User 601 may send a
communication 621 including user identifier data 622 that includes a set of N tokens
that have been provisioned to user 601, and which may be correlated with the privacy
label 612. The user identifier data 622 including the set of N tokens may be included

in communication 621 along with authentication request 624.

[00080] In some examples, user 601 may not be provisioned with the actual
tokens used by apparatus 600, but rather reference tokens that may be mapped to the
actual tokens used in privacy labels 612. Reference tokens may be used between user
601 and any network facing modules to, for example, prevent an observer of network
traffic from obtaining the actual privacy labels used for separation and storage of data.
In such examples, user identification data 622 may include the reference tokens,
which may be mapped to the actual tokens using mapping module 832 at a step 904.
For example, user 601 may be provisioned a reference token having the value “1111
... 117, which may be correlated with a set privacy labels 612 having the actual values
“8A8A ... 8A”, “8B8B ... 8B”, and “8CS8C ... 8C”. In some examples, intermediate
privacy label mappings may be used within apparatus 800. Intermediate privacy label
mappings may be used to limit access privileges of a user 601 before that user has
been appropriately authenticated by apparatus 800. For example, for purposes of

validation and/or authentication, the reference token value “1111 ... 11 provisioned
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to user 601 may be mapped to an intermediate reference privacy label including the
value “2222 ... 22”. The intermediate privacy label value “2222 ... 22 may be, for
example, a generic privacy label that allows user 601 to communicate with
authentication module 834 via network facing modules during authentication, but

prevents user 601 from reading, writing, updating, deleting, or purging records 608.

[00081] In some examples, user identifier data 622 may be out of band data
with respect to authentication request 624. That is, user identification data 622 may
be received by receiving module 614 in the same communication as authentication
request 624, but may be kept separate from authentication request 624 by a
conceptually independent data channel provided as an inherent characteristic of the
communication channel and transmission protocol, as opposed to requiring a separate
communication channel and endpoints to be established at apparatus 800. As such,
user identifier data 622 may be used to validate authentication request 624
independent of processing authentication request 624. Authentication request 624
may be, for example, a query that defines the scope of an authentication request. For
example, authentication request 624 may include data or credentials for a user 601,
such as a username and/or password, along with a request to authenticate the identity

of user 601.

[00082] At a step 906, label identification module 616 may identify a set of
privacy labels 612 based on user identifier data 622. In some examples, label
identification module 616 may identify the set of the privacy labels 612 by comparing
tokens in the user identifier data 622 with tokens in privacy labels 612 stored in
memory 606. In some examples, at step 904, label identification module 616 may
communicate with a privacy label mapping service provided by mapping module 832
to obtain the actual tokens for the ones provided by user 601. If, for example, tokens
in the user identifier data 622 provided by user 601 do not match tokens in any of
privacy labels 612, the set of privacy labels identified by label identification module
616 will be an empty set. If tokens in the user identifier data 622 provided by user
601 match tokens privacy labels 612, the set of privacy labels identified by label

identification module 616 will not be an empty set.
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[00083] For example, user 601 may be provisioned a reference token having
the value “1111 ... 117, which may be included in user identifier data 622. Label
identification module 616 may communicate with mapping module 832 to identify the
set of privacy labels 612. In particular, label identification module 616 and mapping
module 832 may receive the reference token value “1111 ... 117 and identify the set
of privacy labels 612 having the actual values “8A8A ... 8A”, “8B8B ... 8B”, and
“8C8C ... 8C”. As such, the set of privacy labels 612 is not an empty set. For
purposes of validation and authentication, however, the reference token value “1111
... 11” provisioned to user 601 may be mapped to the reference privacy label value
“2222 ... 22”. In contrast, a user 601 may provide a reference token having the value
“0101 ... 017, which may be a false or de-provisioned value that is included in user
identifier data 622. Label identification module 616 and mapping module 832 may
receive the reference token value “0101 ... 017, and determine that no privacy labels
612 include matching tokens for the value “0101 ... 01”. As such, the set of privacy
labels 612 is an empty set.

[00084] At a step 908, security metrics module 830 may execute a number of
perimeter security metrics checks that may be used to validate the authentication
request. The security checks may utilize data indicative of the context of
communication 621. For example, security metrics module 830 may use geographic
location data for a user 601 associated with the authentication request in order to
execute a security check. Security metrics module 830 may derive geolocation data
from an IP address encapsulated in communication 621 and apply user policies to
determine if the authentication request has originated from an improper or excluded
location. In some examples, security metrics module 830 may use temporal data
encapsulated in communication 621 in order to perform a security check. Security
metrics module 830 may determine what time communication 621 was originated and
apply user policies to determine if the authentication request has originated during an

improper or excluded time period.

[00085] In some examples, security metrics module 830 may perform a number

of enumeration checks that may be used to validate the authentication request. For
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example, security metrics module 830 may determine the frequency of requests for a
user 601 associated with the authentication request and apply user policies to
determine if user 601 is abusing the system by exceeding certain thresholds. In some
examples, security metrics module 830 may determine a number of, or the frequency
of, prior non-validated authentication requests for a user 601 associated with the
authentication request and compare it with certain thresholds to determine whether the
authentication request is genuine or whether it may indicate an attempted breach of
security. In some examples, security metrics module 830 may perform a comparison
of a number of prior non-validated authentication requests with a number of prior
validated authentication requests for a user associated with the validation request and
compare it with certain thresholds to determine whether user 601 is experiencing
technical difficulties or whether it may indicate an attempted breach of security, an
attempt to disrupt operation of apparatus 600 and any associated system components,

etc.

[00086] In some examples, security metrics module 830 may adjust a threshold
for the number of, or frequency of, non-validated authentication requests that may be
accumulated by a user 601 based on a number of non-validated authentication
requests received from users in multiple different locations. For example, if a certain
number of non-validated authentication requests are received from multiple
geographic locations within a particular period of time, security metrics module 830
may temporarily modify acceptable thresholds for the number of, or frequency of,
non-validated authentication requests. An increase in non-validated authentication
requests that are received from multiple geographic locations within a particular
period of time may indicate a broad-based attempted security breach, and security
metrics module 830 may accordingly lower certain thresholds for the number of, or
frequency of, non-validated authentication requests. Similarly, a decrease in non-
validated authentication requests that are received from multiple geographic locations
within a particular period of time may cause security metrics module 830 to raise
certain thresholds for the number of, or frequency of, non-validated authentication

requests to normal acceptable levels.
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[00087] At a step 910, validation module 620 may determine whether to
validate authentication request 624 based on the set of privacy labels 612. In some
examples, if validation module 620 determines that the set of privacy labels 612
identified by label identification module 616 is an empty set, then validation module
620 may determine that authentication request 624 is not validated (i.e., rejected).
Similarly, if validation module 620 determines that the set of privacy labels 612
identified by label identification module 616 is not an empty set, then validation
module 620 may determine that authentication request 624 is validated (i.e.,
accepted). In some examples, security metrics checks performed by security metrics
module 830 may be used by validation module 620 to determine whether to validate
the authentication request. For example, even if validation module 620 determines
that the set of privacy labels 612 identified by label identification module 616 is not
an empty set, security metrics module 830 may indicate that the authentication request
has failed a security metrics check. Validation module 620 may accordingly
determine that authentication request 624 is not validated. In some examples, each
instance of a non-validated authentication request for a user may be recorded by
security metrics module 830 for use in evaluating and determining the security

metrics described above.

[00088] If validation module 620 has determined that authentication request
624 is not validated, then at a step 912, user 601 may be sent a response to
authentication request 624 indicating that the request is not validated. If validation
module 620 determines that authentication request 624 is validated, then at a step 914,
user 601 may be sent a response to authentication request 624 indicating that the
request is validated, and that apparatus 600 will proceed with processing
authentication request 624. For example, at step 914, validation module 620 may
provide a nonce to user 601 in the response to the authentication request. The nonce
may be, for example, a random number generated by authentication module 834
using, for example, a random number generator compliant with Federal Information
Processing Standard (FIPS) Publication 140-2/3. In some examples, the nonce may

include a minimum of 256 random bits.
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[00089] At a step 916, receiving module 614 may receive a communication 840
including user identifier data 842 and authentication request 844. Similar to
communication 622, communication 840 may include user identifier data 842 that
includes a set of N tokens along with an authentication request to apparatus 600.
Authentication request 844 may include an encrypted version of the nonce. Steps
918-924 may essentially repeat steps 904-910. For example, at a step 918, mapping
module 918 may map reference tokens in user identifier data 842 to actual tokens, and
at a step 920, label identification module 616 may identify a set of privacy labels 612
based on user identifier data 842. At a step 922, security metrics module 830 may
execute a number of perimeter security metrics checks that may be used to validate
authentication request 844. At a step 924, validation module 620 may determine
whether to validate authentication request 844 based on the set of privacy labels 612
and, in some examples, security metrics checks performed by security metrics module
830 may also be used by validation module 620 to determine whether to validate

authentication request 844.

[00090] If validation module 620 has determined not to validate authentication
request 844, then at a step 926, user 601 may be sent a response to authentication
request 844 indicating that the request is not validated. If validation module 620
determines to validate authentication request 844, then at a step 928, validation
module 620 may provide the encrypted nonce included in authentication request 844
to authentication module 834. At a step 930, authentication module 834 may execute
an authentication process using the encrypted version of the nonce to determine
whether to confirm an identity for a user 601 associated with authentication request
844 based on credentials included in authentication request 844. For example,
authentication module 834 may decrypt the encrypted version of the nonce using a
hash. The hash may be, for example, a hash generated by a mutually defined hash
function and applied to keying material (e.g., a password) for a user 601 associated
with authentication request 844. The hash may be used by user 601 to encrypt the

nonce, and by authentication module 834 to decrypt the nonce.
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[00091] If authentication module 834 determines that an identity for user 601 is
not confirmed, then at a step 932, validation module 620 may provide a response 846
to user 601 indicating that authentication has failed. If authentication module 834
determines that an identity for user 601 has been established based on credentials
included in authentication request 844, then at a step 934, validation module 620 may
provide a response 846 to user 601 indicating that user 601 has been authenticated. In
some examples, response 846 may include a session identifier generated by session
module 836. The session identifier may be assigned to user 601. The session
identifier may indicate that user 601 has been authenticated. For example, the session
identifier may be a session token correlated with tokens provisioned to user 601 (e.g.,
tokens provided in user identifier data 622 and/or 840) and used by apparatus 800 to
verify that an identity for user 601 has been established. The session token may be,
for example, a random number generated by session module 836 using, for example, a
random number generator compliant with Federal Information Processing Standard
(FIPS) Publication 140-2/3. In some examples, the session token may include a
minimum of 256 random bits. In some examples, the session token may be correlated
with a reference privacy label 612 that is used for purposes of validation and/or
authentication. For example, the session token may be correlated with a reference
privacy label 612 including the token value “2222 ... 22” that is also mapped to a

token value “1111 ... 11” provisioned to user 601.

[00092] The session identifier may also function as a confirmation of the
authentication of user 601 that may be accessible by multiple different business
resources 850 in order to facilitate cross-domain authorization. Business resources
850 may be, for example, multiple different resources that utilize records 608 that are
correlated with user 601 using a set of privacy labels 612. Upon receiving a
communication including a data request from user 601, a business resource 850 may
check to see if a valid session identifier is correlated with user identifier data provided

by user 601 (e.g., tokens provisioned to user 601) along with the request for data.

[00093] In some examples, validation module 620 may communicate with

authorization module 838 to indicate that that user 601 has been authenticated and has
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been assigned a valid session identifier. Authorization module 838 may function as
an intermediary between user 601 and resources 850 such that user 601 may access
only those resources 850 utilizing records 608 for which user 601 has been
provisioned (e.g., records 608 having correlated privacy labels 612 that are mapped to
tokens provisioned to user 601). Authorization module 838 may also provide a
central location where resources 850 may access a confirmation that user 601 has

been appropriately provisioned and that user 601 has been authenticated.

[00094] For example, in response to receiving an indication that user 601 has
been authenticated and has been assigned a valid session identifier, authorization
module 838 may provide an authorization identifier to validation module 620. The
authorization identifier may be in authorization token, which may be, for example, a
random number generated by authorization module 838 using, for example, a random
number generator compliant with Federal Information Processing Standard (FIPS)
Publication 140-2/3. In some examples, the authorization token may include a
minimum of 256 random bits. In some examples, the authorization token may be
correlated with a reference privacy label 612 that is used for purposes of validation
and/or authentication. For example, the authorization token may be correlated with a
reference privacy label 612 including the token value ‘2222 ... 22” that is also
mapped to a token value “1111 ... 117 provisioned to user 601. The reference privacy
label 612 may also be correlated with a session identifier. The authorization identifier
may also be provided to user 601 in response 846 along with the session identifier and
a resource locator. The term “resource locator” as used herein refers to data, such as
an Internet Protocol (IP) address (e.g., IPv4, IPv6, etc.) or other identifier that
includes a name, location, and or route, indicating how user 601 may access a
resource, such as authorization module 838. User 601 may then access authorization
module 838 to request access to business resources 850 using the session identifier
and the authorization identifier, and authorization module 838 may use the session
identifier and the authorization identifier to confirm for business resources 850 that

user 601 has been appropriately provisioned and that user 601 has been authenticated.
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[00095] Figure 10 is a schematic illustration of an example authorization
apparatus 1000 for use with a multiple user data storage and separation apparatus,
such as apparatus 100 shown in Figure 1. Apparatus 1000 may be, for example, a
shared authorization component of a cloud computing system used to provide
multiple different business resources, such as email applications and case
management systems, to multiple different users 1001. As will be described
hereafter, in general, apparatus 1000 may include authorization functionality. In
particular, apparatus 1000 may process authorization requests and generate a set of
permissions that define a scope of access for a user to a resource. The terms
“authorize” and ‘authorization” as used herein refer to the process of associating
permissions that define a scope of access to a particular resource with a user 1001. As
with authentication, while the examples disclosed herein are primarily described in
the context of associating permissions with a user, it is contemplated the association
of such permissions may include associating permissions with a computing device
that may be operated by and/or associated with a user, or an autonomous computing
system or device, and as such, the term “user” in this context is not limited to persons.
The terms “validate” and “validation” as used herein with reference to authorization
requests refers to vetting authorization request communications sent to apparatus 1000
to determine whether the authorization request contained therein is accepted (resulting
in a “validated request”) or rejected (resulting in a request that is “not validated”), as
opposed to processing the actual authorization requests contained within such

communications in order to associate permissions with a user 1001.

[00096] Apparatus 1000 may include processing electronics 1002. Processing
electronics 1002 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 10, processing
electronics 1002 may include a processor 1004 configured to execute logic in the
form of instruction modules contained in a memory 1006, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with
processor 104 and memory 106, processor 1004 and memory 1006 may be single
devices, or may comprise multiple processors and memories having distributed

functionality.
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[00097] Memory 1006 may include records 1008 stored therein. Records 1008
may be similar to records 108 as shown in and described with reference to Figure 1.
For example, records 1008 may include user data items for multiple different users
and may be defined by and stored using correlated tree structures 1010 similar to tree
structures 110 as shown in and described with reference to Figure 1. In particular,
tree structures 1010 may have schema definitions such that stored records 1008 are
unrestricted by the rigid relational table structures required between instances of

stored data in relational databases, such as rows and columns.

[00098] Memory 1006 may also include privacy labels 1012 stored therein.
Privacy labels 1012 may be similar to privacy labels 112 as shown in and described
with reference to Figure 1. For example, privacy labels 1012 may distinguish among
multiple different users 1001. Each privacy label 1012 may include a unique
identification mapping to a user 1001. In some examples, privacy label 1012 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to user 1001. Privacy labels 1012 may be correlated with each of records
1008 using privacy label tree structures included in tree structures 1010. The privacy
label tree structures defining privacy labels 1012 may have schema definitions similar
to other tree structures 1010. That is, privacy labels 1012 may be structured and
stored without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. Privacy
labels 1012 may be compared with user identifier data provided by users 1001 in
order to facilitate validation and processing of authentication requests. In some
examples, privacy labels 1012 may include local copies of privacy labels 1012 that
may be stored in a remote location along with records 1008. For example, records
1008 and privacy labels 1012 may be stored and maintained in a remote and/or
separate multiple user data storage and separation system, with a local copy of privacy

labels stored in memory 1006 of apparatus 1000.

[00099] Memory 1006 may also include receiving module 1014, label
identification module 1016, and validation module 1020. Modules 1014, 1016, and
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1020 may cooperate to cause processing electronics 1002 to carry out the process
1100 set forth by the flow diagram of Figure 11. As indicated by a step 1102,
receiving module 1014 may receive a communication 1021 including user identifier
data 1022 and authentication request 1024. User identifier data 1022 may include
data correlated with privacy labels 1012, and each privacy label 1012 may include a
unique identification mapping to a user. For example, a privacy label 1012 may
include a number of tokens that are uniquely provisioned to user 1001. User 1001
may send a communication 1021 including user identifier data 1022 that includes a
set of N tokens that have been provisioned to user 1001. User identifier data 1022
may be included in communication 1021 along with authorization request 1024. In
some examples, user identifier data 1022 may be used by apparatus 1000 to validate
authorization request 1024 (e.g., prior to or during processing of authorization request
1024). In some examples, user identifier data may also include a session identifier
and/or an authentication identifier (e.g., provided to user 1001 during authentication)

that may be used by apparatus 1000 to validate authentication request 1024.

[000100] At a step 1104, label identification module 1116 may identify a set of
privacy labels 1012 based on user identifier data 1022. In some examples, label
identification module 1016 may identify the set of the privacy labels 1012 by
comparing tokens in the user identifier data 1022 with tokens in privacy labels 1012
stored in memory 1006. In some examples, label identification module 1016 may
communicate with a privacy label mapping service to obtain the actual tokens for the
ones provided by user 1001 (e.g., user 1001 is not provided with the actual tokens
used by apparatus 1000, but rather reference tokens) in order to identify the set of

privacy labels.

[000101] At a step 1106, authorization module 1020 may generate a set of
corresponding permissions 1023 for each privacy label in the set. Each set of
corresponding permissions 1023 may define a scope of access for user 1001 to a
resource 1050 corresponding to each respective privacy label 1012 in the set. For
example, a newly deployed resource 1050 may define a number of possible roles

(e.g., manager, administrator, auditor, employee, etc.) that may be provisioned to new
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users by authorization module 1020. Authorization module 1020 may variously
provision the roles to a number of users by correlating a role with privacy label 1012
that has been provisioned to the user. A list of roles correlated with privacy labels
1012 may be stored in memory 1006. Each role may include a specific set of
permissions 1023 and the identity of a particular resource 1050 that may be accessed

by user 1001.

[000102] For each privacy label 1012 in the set of privacy labels 1012,
authorization module 1020 may identify a corresponding role and generate the set of
permissions 1023. Depending on the desired scope of access for user 1001, the set of
permissions 1023 may include, for example, a read permission, a write permission, an
update permission, a delete permission, and/or a purge permission. A read permission
may be, for example, a permission that allows or denies user 1001 read-only access to
records 1008 associated with the corresponding privacy label 1012. A write
permission may be, for example, a permission that allows or denies user 1001 the
ability to add records 608 associated with the corresponding privacy label 1012. An
update permission may be, for example, a permission that allows or denies user 1001
the ability to modify records 608 associated with the corresponding privacy label
1012. A delete permission may be, for example, a permission that allows or denies
user 1001 the ability to delete, but not remove, records 608 associated with the
corresponding privacy label 1012. A purge permission may be, for example, a
permission that allows or denies user 1001 the ability to remove deleted records 608
associated with the corresponding privacy label 1012. The set of permissions 1023

may also define the user as a person, a system, or a proxy for a person or system.

[000103] At a step 1108, authorization module 1020 may provide a privacy label
1012 from the set of privacy labels 1012 and its corresponding set of permissions
1023 to a resource 1050 corresponding to the privacy label in a communication 1027.
In some examples, authorization module 1020 may regenerate a particular set of
permissions 1023 and provide it to the resource 1050. For example, authorization
module 1020 may de-provision a role or reassign a role to a user 1001. Authorization

module 1020 may regenerate the set of permissions 1023 and provide it to resource
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1050 in order to reflect the change. For example, authorization module 1020 may
perform a regeneration periodically (e.g., using a timer), upon a triggering event (e.g.,

a data request), etc.

[000104] At a step 1110, authorization module 1020 may provide a response to
authorization request 1024. Response 1024 may include, for example, a resource
locator for each resource 1050 corresponding to a privacy label 1012 in the set of
privacy labels 1012 for which a set of permissions 1023 was generated. User 1001
may then send data requests to resource 1050 using the resource locator. In some
examples, such data requests may be sent to and processed by resource 1050 in a
manner similar to that described above with reference to Figure 4 above. Resource
1050 may utilize the set of permissions received in step 1108 to determine whether
user 1001 has a permission required for the data request (¢.g., read access to a

particular data record included in the data request, etc.).

[000105] In this way, apparatus 1000 may define access permissions for
authenticated users that are custom tailored for each resource such that they may be
neither under-inclusive nor over-inclusive. By correlating sets of permissions with
privacy labels and appropriately provisioning permissions and privacy labels to each
user, improved granularity in assigning access permissions during authorization may
be achieved, and a single authentication system may be used across multiple different
business resources for multiple different entities. Permissions for a particular user
with respect to a particular resource may be adjusted “on-the-fly” in order to reflect

recent changes.

[000106] Figure 12 is a schematic illustration of another example authorization
apparatus 1200 for use with a multiple user data storage and separation apparatus,
such as apparatus 100 shown in Figure 1. As will be described hereafter, in general,
apparatus 1200 may include authorization functionality. In particular, apparatus 1200
may process authorization requests and generate a set of permissions that define a
scope of access for a user to a resource. Apparatus 1200 is similar to apparatus 1000
shown in and described with reference to Figure 10, except that apparatus 1200 may

additionally include mapping module 1232 and session module 1236. Session module
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1232 and mapping module 1236 may be similar to session module 832 and mapping
module 836 as shown in and described with respect to Figure 8. In some examples,
authorization module 1020, session module 1232 and mapping module 1236 may
provide functionality for both authorization apparatus 1200 and an authentication
apparatus, such as apparatus 800 shown in Figure 8 (e.g., in place of authorization
module 838, session module 832, and mapping module 836. Those remaining
components of apparatus 1200 that correspond to apparatus 1000 are numbered
similarly. In some examples, modules 1014, 1016, and 1020 may be integrated into a
network facing module, while modules 1232 and 1236 may be accessible only by the

network facing module.

[000107] Modules 1014, 1016, 1020, 1232, and 1236 may cooperate to cause
processing electronics 1002 to carry out the process 1300 set forth by the flow
diagram of Figure 13. As indicated by a step 1302, receiving module 1014 may
receive a communication 1021 including user identifier data 1022 and authorization
request 1024, For example, user 1001 may have successfully completed an
authentication process and may have further received information on how user 1001
may access authorization apparatus 1200 (e.g., an IP address). User identifier data
1022 may include data correlated with a set of privacy labels 1012, and each privacy
label 1012 may include a unique identification mapping to a user. For example, a
privacy label 1012 may include a number of tokens that are uniquely provisioned to
user 1001. The tokens may be, for example, a random number generated using, for
example, a random number generator compliant with Federal Information Processing
Standard (FIPS) Publication 140-2/3. In some examples, the tokens may include a
minimum of 256 random bits. User 1001 may send a communication 1021 including
user identifier data 622 that includes a set of N tokens that have been provisioned to
user 1001, and which may be correlated with the privacy label 1012. The user
identifier data 1022 including the set of N tokens may be included in communication

1021 along with authorization request 1024.

[000108] In some examples, user 1001 may not be provisioned with the actual

tokens used by apparatus 1200, but rather reference tokens that may be mapped to the
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actual tokens used in privacy labels 1012. Reference tokens may be used between
user 1001 and any network facing modules to, for example, prevent an observer of
network traffic from obtaining the actual privacy labels used for separation and
storage of data. In such examples, user identification data 1022 may include the
reference tokens, which may be mapped to the actual tokens using mapping module
1232 at a step 1304. For example, user 1001 may be provisioned a reference token
having the value “1111 ... 117, which may be correlated with a set privacy labels 612
having the actual values “8A8A ... 8A”, “8B8B ... 8B”, and “8C8C ... 8C”. In some
examples, intermediate privacy label mappings may be used within apparatus 1200.
Intermediate privacy label mappings may be used to limit access privileges of a user
1201 during authorization by apparatus 1300. For example, for purposes of
authentication and authorization, the reference token value “1111 ... 117 provisioned
to user 1001 may be mapped to an intermediate reference privacy label including the
value “2222 ... 22”. The intermediate privacy label value “2222 ... 22 may be, for
example, a generic privacy label that allows user 1001 to communicate with apparatus
1200 via network facing modules during authorization, but prevents user 1001 from

reading, writing, updating, deleting, or purging records 608.

[000109] In some examples, user identifier data 1022 may be out of band data
with respect to authorization request 1024. That is, user identification data 1022 may
be received by receiving module 1014 in the same communication as authentication
request 1024, but may be kept separate from authentication request 1024 by a
conceptually independent data channel provided as an inherent characteristic of the
communication channel and transmission protocol, as opposed to requiring a separate
communication channel and endpoints to be established at apparatus 1200. As such,
user identifier data 622 may be used to validate authorization request 1024

independent of processing authorization request 1024.

[000110] In some examples, user identifier data may also include a session
identifier and/or an authentication identifier that may be used by apparatus 1000 to
validate authentication request 1024. For example, the session identifier and/or the

authentication identifier may be generated and provided during authentication as
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described above with reference to Figure 8, and with particular reference to session
module 836 and authorization module 838. Authorization request 1024 may be, for

example, a query that defines the scope of an authentication request.

[000111] At a step 1306, label identification module 1016 may identify a set of
privacy labels 1012 based on user identifier data 1022. In some examples, label
identification module 1016 may identify the set of the privacy labels 1012 by
comparing tokens in the user identifier data 1022 with tokens in privacy labels 1012
stored in memory 1006. In some examples, at step 1304, label identification module
1016 may communicate with a privacy label mapping service provided by mapping
module 1232 to obtain the actual tokens for the ones provided by user 1001 prior to
comparing with the tokens in privacy labels 1012. If the actual tokens do not match
tokens in any of privacy labels 1012, the set of privacy labels identified by label
identification module 1016 will be an empty set. If the actual tokens match tokens
privacy labels 1012, the set of privacy labels identified by label identification module
1016 will not be an empty set.

[000112] For example, user 1001 may be provisioned a reference token having
the value “1111 ... 117, which may be included in user identifier data 1022. Label
identification module 1016 may communicate with mapping module 1232 to identify
the set of privacy labels 1012. In particular, label identification module 1016 and
mapping module 1232 may receive the reference token value “1111 ... 117 and
identify the set of privacy labels 1012 having the actual values “8A8A ... 8A”, “8B8B
... 8B”, and “8C8C ... 8C”. As such, the set of privacy labels 1012 is not an empty
set. For purposes of authorization, however, the reference token value “1111 ... 117
provisioned to user 1001 may be mapped to the reference privacy label value “2222
... 22”. In contrast, a user 1001 may provide a reference token having the value
“0101 ... 017, which may be a false or de-provisioned value that is included in user
identifier data 1022. Label identification module 1016 and mapping module 1232
may receive the reference token value “0101 ... 017, and determine that no privacy
labels 1012 include matching tokens for the value “0101 ... 01”. As such, the set of

privacy labels 1012 is an empty set.
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[000113] At a step 1308, authorization module 1020 and/or session module 1236
may verify the authorization identifier and/or the session identifier provided in user
identifier data 1022. Authorization module 1020 and/or session module 1236 may
verify the authorization identifier and/or the session identifier by comparing them
with stored values correlated with a reference privacy label 612 including the token
value “2222 ... 22” that is also mapped to a token value “1111 ... 117 provisioned to
user 601. The values of the authorization identifier and/or the session identifier

provided in user identifier data 1022 may be verified if they match the stored values.

[000114] At a step 1310, authorization module 1020 may determine whether to
validate authorization request 1024 based on the set of privacy labels 1012, In some
examples, if authorization module 1020 determines that the set of privacy labels 1012
identified by label identification module 1016 is an empty set, then authorization
module 1020 may determine that authorization request 1024 is not validated (i.e.,
rejected). Similarly, if authorization module 1020 determines that the set of privacy
labels 1012 identified by label identification module 1016 is not an empty set, then
authorization module 1020 may determine that authorization request 1024 is validated
(i.e., accepted). In some examples, the result of a verification of an authorization
identifier and/or a session identifier at step 1308 may be used by validation module
620 to determine whether to validate the authorization request. For example, even if
authorization module 1020 determines that the set of privacy labels 1012 identified by
label identification module 1016 is not an empty set, authorization module 1020
and/or session module 1236 may have determined at step 1308 that either an
authorization identifier and/or a session identifier has not been verified.

Authorization module 1020 may accordingly determine that authorization request
1024 is not validated. If authorization module 1020 has determined that authorization
request 1024 is not validated, then at a step 1312, user 1001 may be sent a response to
authorization request 1024 indicating that access is denied. If authorization module
1020 determines that authorization request 1024 is validated, then apparatus 1200

may proceed with processing authorization request 1024.
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[000115] At a step 1314, authorization module 1020 and mapping module 1232
may generate a map of each privacy label 1012 in the set identified by label
identification module 1016 to a corresponding reference privacy label. In some
examples, each corresponding reference privacy label generated in the map may be an
updated reference privacy label to be used in place of an intermediate privacy label
for purposes of data requests made by user 1001. For example, user 1001 may be
provisioned a reference token having the value “1111 ... 117, which may be included
in user identifier data 1022. Label identification module 1016 may communicate with
mapping module 1232 at steps 1304 and 1306 to identify the set of privacy labels
1012. In particular, label identification module 1016 and mapping module 1232 may
receive the reference token value “1111 ... 117 and identify the set of privacy labels
1012 having the actual values “8A8A ... 8A”, “8B8B ... 8B”, and “8C8C ... 8C”.
For purposes of authorization, however, the reference token value “1111 ... 117
provisioned to user 1001 may be mapped to the reference privacy label value “2222
... 227, Atstep 1314, the privacy label value “2222 ... 22” may be updated by
generating a map of actual values “8A8A ... 8A”, “8B8B ... 8B”, and “8C8C ... 8C”
to reference values “7A7A ... 7A”, “7B7B ... 7B”, and “7C7C ... 7C”.

[000116] At a step 1316, authorization module 1020 may generate a set of
corresponding permissions 1023 for each privacy label in the set as described above
with reference to step 1106 shown in Figure 8. For each privacy label 1012 in the set
of privacy labels 1012, authorization module 1020 may identify a corresponding role
and generate the set of permissions 1023. Depending on the desired scope of access
for user 1001, the set of permissions 1023 may include, for example, a read
permission, a write permission, an update permission, a delete permission, and/or a
purge permission. The set of permissions 1023 may also define the user as a person, a
system, or a proxy for a person or system. For example, for the set of privacy labels
1012 having the actual values “8A8A ... 8A”, “8B8B ... 8B”, and “8CS8C ... 8C”,
authorization module 1020 may generate a set of corresponding permissions allowing
write and delete access but denying purge access for “8 A8A ... 8A”, a set of
corresponding permissions only allowing read access for “8B8B ... 8B”, and a set of

corresponding permissions allowing full read, write, update, delete, and purge access
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for “8C8C ... 8C”. In this way, user 1001 may be associated with an updated set of
permissions for purposes of making data requests to resources associated with each of

the privacy labels 1012 in the set identified by label identification module 1016.

[000117] At a step 1318, authorization module 1020 may provide each map and
its corresponding set of permissions 1023 to a resources 1050 corresponding to each
respective privacy label in a communication 1227, For example, authorization
module 1020 may send a communication 1127a to a resource 1050a. Communication
1127a may include the map of “8A8A ... 8A” to “7TAT7A ... 7TA” as well as the
corresponding set of permissions allowing write and delete access but denying purge
access for user 1001. Authorization module 1020 may also send a communication
1127b to a resource 1050b. Communication 1127b may include the map of “8B8B ...
8B” to “7B7B ... 7B” as well as the corresponding set of permissions only allowing
read access for user 1001. Authorization module 1020 may also send a
communication 1127¢ to a resource 1050b. Communication 1127b may include the
map of “8C8C ... 8C” to “7C7C ... 7C” as well as the corresponding set of
permissions allowing full read, write, update, delete, and purge access for user 1001.
In some examples, authorization module 1020 may regenerate a particular set of
permissions 1023 and provide it to the resource 1050. For example, authorization
module 1020 may de-provision a role or reassign a role to a user 1001. Authorization
module 1020 may regenerate the set of permissions 1023 and provide it to resource
1050 in order to reflect the change. For example, authorization module 1020 may
perform a regeneration periodically (e.g., using a timer), upon a triggering event (e.g.,

a data request), etc.

[000118] At a step 1320, authorization module 1020 may provide a response to
authorization request 1024, Response 1024 may include the set of reference privacy
labels generated at step 1314. For example, user 1001 may be sent a set of reference
privacy labels having token values “7A7A ... 7A”, “7B7B ... 7B”, and “7C7C ... 7C”
corresponding to resources 1050a, 1050b, and 1050¢ respectively. Response 1024
may also include, for example, a resource locator for each resource 1050

corresponding to a privacy label 1012 in the set of privacy labels 1012 for which a set
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of permissions 1023 was generated. User 1001 may then send data requests to each
respective resource 1050 using the corresponding reference privacy label and resource
locator. For example, user 1001 may communicate with resource 1050a using the
reference token value “7A7A ... 7A”, with resource 1050b using the reference token
value “7B7B ... 7B”, and with resource 1050¢ using the reference token value “7C7C

. TC7.

[000119] At a step 1322, a communication 1240 from user 1001 may be
received by a data broker module 1260. Communication 1240 may include user
identifier data 1242 and data request 1244. In some examples, user identifier data
1242 may be out of band data with respect to data request 1244. User identifier data
1242 may include, for example, a reference privacy label provided to user 1001 at
step 1320. Data request 1244 may include, for example, a select statement or other
type of query that defines the scope of a data request. For example, user 1001 may
send a communication 1240 to resource 1050c¢ via a data broker module 1260 using a
resource locator received at step 1320. Communication 1240 may include the
reference label value “7C7C ... 7C” received at step 1320 as user identifier data 1242.
Communication 1240 may also include a data request 1244 requesting all emails from
person X having Y in the subject line. In some examples, an authorization token

and/or a session token may be included in user identifier data 1242 as well.

[000120] At a step 1324, data broker module 1260 may determine whether to
validate data request 1244 based on user identifier data 1244. For example, data
broker module 1260 may communicate with authorization module 1020, mapping
module 1232, and session module 1236 in order to implement a validation process
similar to that described with respect to step 1310. If data broker module 1260
determines that data request 1244 is not validated, then at a step 1326, user 1001 may
be sent a response to data request 1024 indicating that access is denied. If data broker
module 1260 determines that data request 1244 is validated, then at a step 1328, data
broker module 1260 may send a communication to a resource 1050 including user
identifier data 1242 and data request 1244. For example, data broker module 1260

may send a communication to resource 1050c¢ including the reference label value
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“7C7C ... 7C” as user identifier data 1242 and the data request 1244 requesting all

emails from person X having Y in the subject line.

[000121] At a step 1330, a resource 1050 may receive the communication from
data broker module 1260 and process the request in a manner similar to that described
above with reference to Figure 4 above. In particular, resource 1050 may, at a step
1332, use the reference value included as user identifier data 1242 and the map
provided at step 1318 to identify the corresponding actual privacy label 1012. For
example, resource 1050c may receive the communication from data broker module
1260 and use the map provided at step 1318 to identify the actual privacy label value
“8C8C ... 8C” corresponding to the reference value “7C7C ... 7C”.

[000122] At a step 1332, resource 1050 may additionally determine whether user
1001 has a permission required for data request 1244 using the corresponding set of
permissions for the privacy label received at step 1318. For example, resource 1050¢
may determine that, based on reference value “7C7C ... 7C” and the mapped actual
privacy label value “8CS8C ... 8C”, user 1001 has a corresponding set of permissions
allowing full read, write, update, delete, and purge access. As such, resource 1050c
may process data request 1244. At a step 1334, resource 1050 may send user 1001 a
response 1246 to data request 1244 including the requested data. The response may

be sent via data broker module 1260.

[000123] The examples of apparatus, methods, and systems for multiple data
storage and separation, authentication, and authorization disclosed herein may be
variously combined to facilitate functionality heretofore untenable in multi-tenancy
systems that use multiple servers and databases for each client or resource, with each
server hosting its own authentication and authorization systems. One example of such
functionality is data sandboxing. The term “data sandbox” as used herein refers to a
secure computing environment in which a set of data may be temporarily isolated,
stored and analyzed, and in which access to the data is limited to a specific set of
authorized users. The term “sandboxing” generally refers to the various acts of
generating, configuring, using, and/or removing a data sandbox. Data sandboxing

may be desired where, for example, a user has need to analyze data sets from multiple
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different entities and/or resources, but may not have the necessary permissions to
access records for all of the entities and/or resources. The user may desire to create a
data sandbox accessible by only persons or systems having the requisite permissions

in which to temporarily place comingled sets of data for analysis.

[000124] For example, a provider of cloud-based services, using the various
examples of apparatus, methods, and systems for multiple data storage and separation,
authentication, and authorization disclosed herein, may deploy a single server running
an operating system and hosting multiple instances of a resource for multiple different
users (e.g., clients or other entities) with a single database storing records for each of
the users. The system may provide centralized authorization and authentication per
the examples described herein, with granular access control for each of the users. The
service provider may wish to provide data sandboxing functionality for data sets that
include comingled data for the multiple different users, where such users may have
differing access permissions in place based on the sensitivity of each of their
respective data sets. Such differing permissions may include, for example, privacy

labels that define exclusive data sets accessible by some users, but not others.

[000125] Figure 14 is a schematic illustration of an example data sandboxing
apparatus 1400 for use with a multiple user data storage and separation apparatus,
such as apparatus 100 shown in Figure 1. Apparatus 1400 may be, for example, a
shared data sandboxing component of a cloud computing system used to provide
multiple different business resources, such as email applications and case
management systems, to multiple different users 1401. As will be described

hereafter, in general, apparatus 1400 may include data sandboxing functionality.

[000126] Apparatus 1400 may include processing electronics 1402. Processing
electronics 1402 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 14, processing
electronics 1402 may include a processor 1404 configured to execute logic in the
form of instruction modules contained in a memory 1406, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with

processor 104 and memory 106, processor 1404 and memory 1406 may be single
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devices, or may comprise multiple processors and memories having distributed

functionality.

[000127] Memory 1406 may include records 1408 stored therein. Records 1408
may be similar to records 108 as shown in and described with reference to Figure 1.
For example, records 1408 may include user data items for multiple different users
and may be defined by and stored using correlated tree structures 1410 similar to tree
structures 110 as shown in and described with reference to Figure 1. In particular,
tree structures 1410 may have schema definitions such that stored records 1408 are
unrestricted by the rigid relational table structures required between instances of

stored data in relational databases, such as rows and columns.

[000128] Memory 1406 may also include privacy labels 1412 stored therein.
Privacy labels 1412 may be similar to privacy labels 112 as shown in and described
with reference to Figure 1. For example, privacy labels 1412 may distinguish among
multiple different users 1401 and/or may define exclusive groupings of records 1408
for the multiple different users. Each privacy label 1412 may include a unique
identification mapping to a user 1401. In some examples, privacy label 1412 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to user 1401. Privacy labels 1412 may be correlated with each of records
1408 using privacy label tree structures included in tree structures 1410. The privacy
label tree structures defining privacy labels 1412 may have schema definitions similar
to other tree structures 1410. That is, privacy labels 1412 may be structured and
stored without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. In some
examples, records 1408 and privacy labels 1412 may be stored and maintained in a

remote and/or separate multiple user data storage and separation system.

[000129] Memory 1406 may also include sandbox configuration module 1414, a
data request module 1415, a correlation module 1416, and a data removal module
1417. Data request module 1415, correlation module 1416, and data removal module

1417 may be included in a data sandbox 1418 generated by module 1414 along with a
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local memory 1419. Modules 1414, 1415, 1416, and 1417 may cooperate to cause
processing electronics 1402 to carry out the process 1500 set forth by the flow
diagram of Figure 15. As indicated by a step 1502, sandbox configuration module
1414 may generate data sandbox 1418.

[000130] In some examples, sandbox configuration module 1414 may generate
data sandbox 1418 by generating a virtual machine including the computing
environment for data sandbox 1418. The term “virtual machine” as used herein refers
to a computing environment that emulates a complete host computer and on which a
guest operating system may boot and run as on actual hardware, but may only access
host resources through the emulator. In some examples, a suitable virtual machine
may already be in place to host data sandbox 1418. In some examples, sandbox
configuration module 1414 may utilize an autonomous provisioning module to
automatically provision an initial privacy label to data sandbox 1418 and to instruct
data sandbox 1418 to communicate with sandbox configuration module 1414 using

the privacy label in order to be configured.

[000131] In some examples, sandbox configuration module 1414 may generate
data sandbox 1418 in response to a data sandbox configuration request 1422 from
user 1401. A data sandbox configuration request may be, for example, a manual
request submitted via a user interface provided by sandbox configuration module
1414 (e.g., user 1401 is a person). A data sandbox configuration request 1422 may
also be, for example, an automated request (e.g., user 1401 is a computing device
hosting an automated process for triggering a data sandbox configuration request
1422). A data sandbox configuration request 1422 may include, for example, data
indicating the scope of a data query to be used by a data sandbox to identify a
particular set of records 1408 for analysis. In particular, the request may include
exclusive groupings of records 1408 for the multiple different users as defined by
privacy labels 1412. A data sandbox configuration request 1422 may also include, for
example, data indicating the particular type of analysis requested, such as a particular
correlation process to be used to identify relationships among records 1408 accessed

by data sandbox 1418.
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[000132] Sandbox configuration module 1414 may configure data sandbox 1418
with a query that may be used by data sandbox 1418 to identify a particular set of
records 1408 for analysis. Sandbox configuration module 1414 may also configure
data sandbox 1418 with credentials that may be used to authenticate data sandbox
1418. Sandbox configuration module 1414 may also configure data sandbox 1418 by
provisioning a number of privacy labels 1412 to data sandbox 1418 having associated
permission sets that allow data sandbox 1418 to access and temporarily store
exclusive groupings of records 1408 for the multiple different users that may be
included in the set of records identified by the query. Sandbox configuration module
1414 may also configure data sandbox 1418 to limit access to records 1408 stored in
local memory 1419. In some examples, access to local memory 1419 may be limited
to a particular set of users having the requisite permissions to access the full set of
records 1408 stored in memory 1418 (e.g., persons or computing devices that have
been provisioned with privacy labels 1412 corresponding to each exclusive set of data
stored in local memory 1419). In some examples, access to local memory may be

limited to only data sandbox 1418.

[000133] At a step 1504, data request module 1415 may access a comingled set
of records 1408 selected from among exclusive groupings of records 1408. For
example, a query used by data request module 1415 to identify a particular set of
records 1408 for analysis may include exclusive groupings of records 1408 for
multiple different users. As such, the comingled set of records may require different
sets of permissions and/or privacy labels 1412. Data sandbox 1418 may be
authenticated and authorized to access the comingled set of records 1408 using
credentials, privacy labels, and permission sets configured by sandbox configuration
module 1414. Data sandbox 1418 may then use the query to identify and access the
comingled set of records. At a step 1506, data sandbox 1418 may store the comingled
set of records 1408 in local memory 1419,

[000134] At a step 1508, correlation module 1416 may execute a correlation
process to identify relationships among records 1408 in the comingled set of records

1408. For example, the correlation process may examine segments associated with
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each of the records to identify the relationships. In some examples, the partial content
of segments are examined (e.g., text within comments). In some examples, dissimilar
segment types may be examined to identify unknown relationships among records
1408. In some examples, the noted relationships may be stored and included in a
report referencing the identity and location of correlated records and an indication of
the degree of correlation between records in the comingled set. In some examples the
report may be escalated to users having the requisite permissions to access records

stored in local memory 1419.

[000135] At a step 1510, the comingled set of records 1408 may be deleted from
local memory 1419. In some examples, the comingled set of records may be deleted
upon the occurrence of a predetermined event. For example, comingled set of records
1408, may be automatically deleted from local memory 1419 after a predetermined
period of time after they are stored. In some examples, comingled set of records 1408
may be deleted upon completion of a review by a user having the requisite

permissions to access records stored in local memory 1419.

[000136] Figure 16 is a schematic illustration of another example data
sandboxing apparatus 1600 for use with a multiple user data storage and separation
apparatus, such as apparatus 100 shown in Figure 1. As will be described hereafter,
apparatus 1600 may include data sandboxing functionality. Apparatus 1600 is similar
to apparatus 1400 shown in and described with reference to Figure 14. Those
components of apparatus 1600 that correspond to apparatus 1400 are numbered

similarly.

[000137] Apparatus 1600 may provide sandboxing functionality in the context
of a single server running an operating system 1603. The server may host, for
example, a capability-based system including a single centralized database storing
records 1408 for multiple different users. The server may provide centralized
authorization and authentication at the application layer with granular access control
per the examples described herein using an authentication module 1610 and an
authorization module 1620. The server may also host multiple instances 1650 of a

resource for multiple different users (e.g., clients or other entities). For example,
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nstances 1650a (I1), 1650b (I12), and 1650n (IN) may each be an instance of a case
management service provided by a cloud-based service provider and respectively
corresponding to each of N different clients. Case management tickets may be
created, edited, updated, and reported for each client and stored as records 1408 in the

centralized database.

[000138] The service provider may wish to provide data sandboxing
functionality for data sets that include comingled data for the multiple different
clients, where such clients may have differing access permissions in place based on
the sensitivity of each of their respective data sets. In particular, privacy labels 1410
may be used to distinguish among multiple different users 1401 and/or may define
exclusive groupings of records 1408 for the multiple different users. For example, a
user 1401a may be an analyst that is able to access records 1408 for a client associated
with instance 1650a, but not for instances 1650b — 1650n. Other users 1401 may be
analysts respectively assigned to and able to access records 1408 for each of instances
1650b — 1650n (but only for their respective instance). In contrast, user 1401b may
be a manager for the cloud-based service provider who may access records 1408

associated with each of instances 1650b — 1650n.

[000139] Modules 1414, 1415, 1416, and 1417 may cooperate to cause
processing electronics 1402 to carry out the process 1700 set forth by the flow
diagram of Figure 17. As indicated by a step 1702, sandbox configuration module
1414 may receive a data sandbox configuration request 1422 from a user 1401. A
data sandbox configuration request may be, for example, a manual request submitted
via a user interface provided by sandbox configuration module 1414 (e.g., user 1401
is a person). A data sandbox configuration request 1422 may also be, for example, an
automated request (e.g., user 1401 is a computing device hosting an automated
process for triggering a data sandbox configuration request 1422). For example, user
1401a may review a ticket from the case management system hosted by instance
1550a and note that the server hosting each of the case management systems may be
experiencing performance issues impacting instance 1650a. User 1401a may desire to

vestigate further to determine if a larger problem exists that may warrant a higher
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priority. User 1401a may access a user interface provided by sandbox configuration

module 1414 and enter a data sandbox configuration request 1422.

[000140] A data sandbox configuration request 1422 may include, for example,
data indicating the scope of a data query to be used by a data sandbox to identify a
particular set of records 1408 for analysis. In particular, the request may include
exclusive groupings of records 1408 for the multiple different users as defined by
privacy labels 1412. A data sandbox configuration request 1422 may also include, for
example, data indicating the particular type of analysis requested, such as a particular
correlation process to be used to identify relationships among records 1408 accessed
by data sandbox 1418. For example, user 1401a may specify particular types of
information that may be contained in segments of records 1408 which may be if
mterest. User 1401a may also specify which clients or instances may have associated
records 1408 that may contain information useful in diagnosing a problem with the

SCTVCT.

[000141] At a step 1704, sandbox configuration module 1414 may generate a
virtual machine including the computing environment for a data sandbox 1418. In
some examples, a suitable virtual machine may already be in place. In some
examples, sandbox configuration module 1414 may utilize an autonomous
provisioning module 1680 to automatically provision an initial privacy label to data
sandbox 1418 and to instruct data sandbox 1418 to communicate with sandbox

configuration module 1414 using the privacy label in order to be configured.

[000142] At a step 1706, sandbox configuration module 1414 may configure
data sandbox 1418. In particular, sandbox configuration module may configure data
sandbox 1418 with a query that may be used by data sandbox 1418 to identify a
particular set of records 1408 for analysis. Sandbox configuration module 1414 may
also configure data sandbox 1418 with credentials that may be used by authentication
module 1410 to authenticate data sandbox 1418. Sandbox configuration module 1414
may also configure data sandbox 1418 by provisioning a number of privacy labels
1412 to data sandbox 1418 having associated permission sets (e.g., “System” and

“Read”) that allow data sandbox 1418 to be authorized by authorization module 1520,
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and then access and temporarily store exclusive groupings of records 1408 for the
multiple different users that may be included in the set of records identified by the
query. Sandbox configuration module 1414 may also configure data sandbox 1418 to
limit access to records 1408 stored in local memory 1419. In some examples, access
to local memory 1419 may be limited to a particular set of users having the requisite
permissions to access the full set of records 1408 stored in memory 1418 (e.g.,
persons or computing devices that have been provisioned with privacy labels 1412
corresponding to each exclusive set of data stored in local memory 1419). In some

examples, access to local memory may be limited to only data sandbox 1418.

[000143] At a step 1708, data request module 1415 may access a comingled set
of records 1408 selected from among exclusive groupings of records 1408. For
example, a query used by data request module 1415 to identify a particular set of
records 1408 for analysis may include exclusive groupings of records 1408 for
multiple different users. As such, the comingled set of records may require different
sets of permissions and/or privacy labels 1412. Data sandbox 1418 may be
authenticated and authorized to access the comingled set of records 1408 using
credentials, privacy labels, and permission sets configured by sandbox configuration
module 1414. Data sandbox 1418 may then use the query to identify and access the
comingled set of records. Data sandbox 1418 may store the comingled set of records

1408 in local memory 1419,

[000144] At astep 1710, correlation module 1416 may execute a correlation
process to identify relationships among records 1408 in the comingled set of records
1408. For example, the correlation process may examine segments associated with
each of the records to identify the relationships. In some examples, the partial content
of segments are examined (e.g., text within comments). In some examples, dissimilar
segment types may be examined to identify unknown relationships among records
1408. At a step 1712, the noted relationships may be stored and included in a report
referencing the identity and location of correlated records and an indication of the
degree of correlation between records in the comingled set. For example, correlation

module 1416 may note in a report 1426 that particular records for instance 1650b
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include segments correlated with a record associated with instance 1650a. The
segments may be of dissimilar types, but may be correlated due to the inclusion of the
1P address for the server, the term “Performance”, etc. Report 1426 may be provided

to user 1401a by a reporting module 1690.

[000145] At a step 1714, reporting module 1690 may escalate report 1426 to a
user having the requisite permissions to access records 1408 identified in report 1426
and stored in local memory 1419. For example, reporting module 1690 may
determine that user 1401a does not have the required permissions to access records
for instance 1650b. Reporting module 1690 may escalate report 1426 to user 1401b
for review. User 1401b may then access the records stored in local memory 1419 if

desired.

[000146] At a step 1716, the comingled set of records 1408 may be deleted from
local memory 1419. In some examples, the comingled set of records may be deleted
upon the occurrence of a predetermined event. For example, comingled set of records
1408, may be automatically deleted from local memory 1419 after a predetermined
period of time after they are stored. In some examples, comingled set of records 1408
may be deleted upon completion of a review by a user having the requisite
permissions to access records 1408 stored in local memory 1419. For example, user
1401b may provide an indication to record removal module 1519 that a review has
been completed. Record removal module 1619 may then delete records 1408 from
local memory 1419. In some examples, at a step 1718, sandbox configuration module
1414 may remove the virtual machine hosting data sandbox 1418 in order to remove it

from the system.

[000147] Another example of how the apparatus, methods, and systems for
multiple data storage and separation, authentication, and authorization disclosed
herein may be variously combined to facilitate functionality heretofore untenable in
multi-tenancy systems is resource provisioning. In particular, the resource
provisioning examples disclosed herein may separate management of a host
infrastructure at the operating system level from management of each hosted resource

instance at the application layer while maintaining appropriate data separation and
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storage. Such examples may facilitate automated near real-time deployment of
resources. The term “provisioning” as used herein refers to providing a user with an
allocation and/or assignment of information for accessing data and/or resources in a
computing system. For example, in a capability-based system in accordance with the
examples described herein, users (e.g., persons, system components, etc.) may be
provisioned a number of privacy labels that may be used by the system to grant or
deny the users access to data or resources. Similarly, a user may be provisioned a
number of resource locators defining where and how particular data and resources
may be accessed. Where the user is an actual resource, such as a newly deployed
business resource, the resource may be provisioned a privacy label upon initial
configuration. The privacy label may be, for example, a number of tokens that
identify the resource to other system components and allow it to access such
components. The privacy label may also be a primary and/or root privacy label for
purposes of storing records associated with the resource, and may serve as the basis
for a hierarchy of privacy labels for users as defined by a privacy label tree structure.
A user is “provisioned” when information for accessing data and/or resources in a

computing system, such as a privacy label, has been provided to the user.

[000148] A provider of cloud-based services, using the various examples of
apparatus, methods, and systems for multiple data storage and separation,
authentication, and authorization disclosed herein, may deploy a single server running
an operating system capable of hosting multiple instances of a resource for multiple
different users (e.g., clients or other entities) with a single database storing records for
each of the users. The system may provide centralized authorization and
authentication per the examples described herein, with granular access control for
cach of the users. The service provider may wish to provide infrastructure (e.g.,
operating system level) management for multiple instances of the resource hosted by
the server for multiple different clients, while at the same time allowing an alternate
provider to provide instance management for each of the multiple instances. The
service provider may desire to facilitate near real time deployment of each instance

for the alternate provider, while at the same time maintaining constraints on the scale
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of the service (e.g., limiting the number of instances that may be requested and

managed by the alternate provider).

[000149] Figure 18 is a schematic illustration of an example resource
provisioning apparatus 1800 for use with a multiple user data storage and separation
apparatus, such as apparatus 100 shown in Figure 1. Apparatus 1800 may be, for
example, a shared resource provisioning component of a cloud computing system
used to provide multiple different business resources, such as email applications and
case management systems, to multiple different users. As will be described hereafter,
in general, apparatus 1800 may include resource provisioning functionality. In
particular, apparatus 1800 may facilitate separation of infrastructure management and
instance management of a resource, and/or may facilitate timely and efficient
deployment of resource instances for multiple different users (e.g., clients, customers,

etc.).

[000150] Apparatus 1800 may include processing electronics 1802. Processing
electronics 1802 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 18, processing
electronics 1802 may include a processor 1804 configured to execute logic in the
form of instruction modules contained in a memory 1806, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with
processor 104 and memory 106, processor 1804 and memory 1806 may be single
devices, or may comprise multiple processors and memories having distributed

functionality.

[000151] Memory 1806 may include schema for storing records 1808 therein.
Records 1808 may be similar to records 108 as shown in and described with reference
to Figure 1. For example, records 1808 may include user data items for multiple
different users and may be defined by and stored using correlated tree structures 1810
similar to tree structures 110 as shown in and described with reference to Figure 1. In
particular, tree structures 1810 may have schema definitions such that stored records
1808 are unrestricted by the rigid relational table structures required between

instances of stored data in relational databases, such as rows and columns.
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[000152] Memory 1806 may also include schema for storing privacy labels 1812
therein. Privacy labels 1812 may be similar to privacy labels 112 as shown in and
described with reference to Figure 1. For example, privacy labels 1812 may
distinguish among multiple different users and/or may define exclusive groupings of
records 1808 for the multiple different users. Each privacy label 1812 may include a
unique identification mapping to a user. In some examples, privacy label 1812 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to a user. Privacy labels 1812 may be correlated with each of records
1808 using privacy label tree structures included in tree structures 1810. The privacy
label tree structures defining privacy labels 1812 may have schema definitions similar
to other tree structures 1810. That is, privacy labels 1812 may be structured and
stored without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. In some
examples, records 1808 and privacy labels 1812 may be stored and maintained in a

remote and/or separate multiple user data storage and separation system.

[000153] Memory 1806 may also include a resource template 1814. Resource
template 1814 may be, for example, a template structure that may be used to host
components of any of multiple different resources, such as an email application, a
scheduler, a case management system, etc. In some examples, resource template 1814
may be contained in a virtual machine compartment that may be configured as a
particular resource by provisioning information, such as a privacy label, to resource
template 1814 and then uploading any instruction modules (e.g., executable files, etc.)
needed to configure resource template 1814 for its intended purpose. Resource
template 1814 may include basic modules for communicating configuration requests

to other system components.

[000154] Memory 1816 may also include a provisioning module 1816. In some
examples, resource template 1814 and provisioning module 1816 may be provided by
the same processing electronics 1802. In some examples, resource template 1814 and

provisioning module 1816 may be provided by distinct and/or separate systems or
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apparatus having separate or distinct locations and/or processing electronics.
Provisioning module 1816 may cause processing electronics 1802 to carry out the
process 1900 set forth by the flow diagram of Figure 19. As indicated by a step 1902,
provisioning module 1816 may receive a configuration request 1822 from resource
template 1814. For example, resource provisioning apparatus 1800 may receive a
request to provide a resource template 1814 for a new scheduling application to be
deployed. In response, resource provisioning apparatus 1800 may activate a virtual
machine containing resource template 1814. Upon activation of the virtual machine,
resource template 1814 may send configuration request 1822. In some examples, a

suitable virtual machine may already be in place.

[000155] Resource template 1814 may send configuration request 1822 to a
preconfigured location or home. In some examples, resource template 1814 may
contain a preconfigured resource locator for an infrastructure manager and an
nstruction to send configuration request 1822 to the infrastructure manager using the
preconfigured resource locator. The infrastructure manager may be, for example, a
service provider (and/or an automated computing system associated therewith) that
may provide infrastructure (e.g., operating system level) management for multiple
instances of a resource hosted by a server, while at the same time allowing an
alternate provider to provide instance management (e.g., application layer
management) for each of the multiple instances. For example, the infrastructure
manager may maintain a server hosting parallel instances of a resource contained in a
virtual machine compartment and provide, for example, backup services and patching
services. In some examples, resource provisioning apparatus 1800 may be provided
by the same entity providing infrastructure management. In some examples, resource
provisioning apparatus 1800 and infrastructure management may be provided by
different entities. An instance manager 1824 may, for example, configure and/or
customize each resource template 1814 at the application layer and provide an
mterface for adding users, defining roles and permissions for each user, assigning
privacy labels to users, reading, writing, updating, deleting, and purging records, etc.

Instance manager 1824 may be, for example, an automated computing system
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provided by an instance management entity and containing processing electronics that

allow it to respond to configuration requests.

[000156] At a step 1904, provisioning module 1816 may provision a privacy
label 1812 to resource template 1814, In some examples, privacy label 1812 may be,
for example, a number of tokens that identify resource template 1814 to other system
components and allow it to access such components. Privacy label 1812 may also be
an initial, primary and/or root privacy label for purposes of storing records 1808
associated with a resource once resource template 1814 has received primary function
configuration (e.g., from an instance manager) and users have been added and have
been provisioned with appropriate access permissions and privacy labels. For
example, initial privacy label 1812 may serve as the basis for a hierarchy of privacy
labels 1812 for users as defined by a privacy label tree structure 1810. Provisioning
module 1816 may also provision a resource locator 1818 to resource template 1814.
The resource locator 1818 may be, for example, an [P address or other information on

how to communicate with an instance manager.

[000157] At a step 1906, provisioning module 1816 may respond to
communication request 1822 by sending privacy label 1812 to resource template
1814. Provisioning module 1816 may also send an instruction to resource template
1814 to send a configuration request 1826 to an instance manager 1824. In some
examples, request 1826 may include privacy label 1812 and a request for an
application layer configuration to establish the primary function of resource template
1814. For example, provisioning module 1816 may instruct resource template 1814
to send a communication 1826 to instance manager 1824 requesting an application
layer configuration 1828 to configure resource template 1814 as an email application,
a scheduler, a case management system, etc. Instance manager 1824 may respond to
the configuration request by sending application layer configuration 1828.
Application layer configuration 1828 may include, for example, any instruction
modules (e.g., executable files, etc.) needed to configure resource template 1814 for
its intended purpose. Upon loading application layer configuration 1828, resource

template 1814 may be fully enabled as a resource, and instance manager 1824 may
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notify a user that the resource has been configured and is ready to use. Instance
manager 1824 may provide the user with an interface for adding users, defining roles
and permissions for each user (e.g., reading, writing, updating, deleting, and purging
records, etc.), assigning privacy labels to users, etc. Privacy label 1812 may be an
initial, primary and/or root privacy label for purposes of storing records 1808
associated with the resource, and may serve as the basis for a hierarchy of privacy

labels 1812 for users as defined by a privacy label tree structure 1810.

[000158] Figure 20 is a flow diagram of an example resource provisioning
process 2000 that may be carried out by resource template 1814 shown in Figure 18.
At a step 2002, resource template 1814 may send a configuration request 1822 to
provisioning module 1816. For example, resource provisioning apparatus 1800 may
receive a request to provide a resource template 1814 for a new scheduling
application to be deployed. In response, resource provisioning apparatus 1800 may
activate a virtual machine containing resource template 1814. Upon activation of the
virtual machine, resource template 1814 may send configuration request 1822. In
some examples, a suitable virtual machine containing resource template 1814 may
already be in place. Resource template 1814 may send configuration request 1822 to
a preconfigured location or home. In some examples, resource template 1814 may
contain a preconfigured resource locator for an infrastructure manager and an
nstruction to send configuration request 1822 to the infrastructure manager using the

preconfigured resource locator.

[000159] At a step 2004, resource template 1814 may receive a response from
provisioning module 1816 including a privacy label 1812 provisioned by provisioning
module 1816. In some examples, resource template 1814 may also receive a resource
locator 1818 provisioned by provisioning module 1816. Resource template 1814 may
also receive an instruction from provisioning module 1816 to send a configuration
request 1826 to an instance manager 1824. In some examples, request 1826 may
include privacy label 1812 and a request for an application layer configuration to
establish the primary function of resource template 1814. For example, provisioning

module 1816 may instruct resource template 1814 to send a communication 1826 to
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instance manager 1824 requesting an application layer configuration 1828 to
configure resource template 1814 as an email application, a scheduler, a case
management system, etc. At a step 2006, resource template 1814 may send

configuration request 1826 to instance manager 1824.

[000160] At a step 2008, resource template 1814 may receive application layer
configuration 1828 from instance manager 1824 in response to configuration request
1826. Application layer configuration 1828 may include, for example, any instruction
modules (e.g., executable files, etc.) needed to configure resource template 1814 for
its intended purpose. Upon loading application layer configuration 1828, resource
template 1814 may be fully enabled as a resource, and instance manager 1824 may
notify a user that the resource has been configured and is ready to use. Instance
manager 1824 may provide the user with an interface for adding users, defining roles
and permissions for each user, assigning privacy labels to users, reading, writing,
updating, deleting, and purging records, etc. Privacy label 1812 may be an initial,
primary and/or root privacy label for purposes of storing records 1808 associated with
the resource, and may serve as the basis for a hierarchy of privacy labels 1812 for

users as defined by a privacy label tree structure 1810.

[000161] Figure 21 is a schematic illustration of another example resource
provisioning apparatus 2100 for use with a multiple user data storage and separation
apparatus, such as apparatus 100 shown in Figure 1. As will be described hereafter, in
general, apparatus 2100 may include resource provisioning functionality. In
particular, apparatus 2100 may facilitate separation of infrastructure management and
instance management of a resource, and/or may facilitate timely and efficient
deployment of resource instances for multiple different users (e.g., clients, customers,
etc.). Apparatus 2100 is similar to apparatus 1800 shown in and described with
reference to Figure 18. Those components of apparatus 2100 that correspond to

apparatus 1800 are numbered similarly.

[000162] Apparatus 2100 may provide resource provisioning in the context of a
single server running an operating system 2103. The server may host, for example, a

capability-based system including a single centralized database having schema for
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storing records 1808 for multiple different users. The server may provide centralized
authorization and authentication at the application layer with granular access control
per the examples described herein using an authentication module 2110 and an
authorization module 2120. The server may also host multiple resource templates
1814 that may be configured as resource instances for multiple different users (e.g.,
clients or other entities). For example, resource templates 1814a (I1), 1814b (12), and
1814n (IN) may each be contained in a respective compartment of a virtual machine,
and may be converted into, for example, instances of a scheduling resource a case
management service provided by a cloud-based service provider and respectively
corresponding to each of N different clients 2130 (e.g., clients 2130a, 2130b,
...2130n). Scheduled appointments may be created, edited, updated, and reported for

each client and stored as records 1808 in the centralized database.

[000163] Apparatus 2100 may provide autonomous resource provisioning
functionality. For example, a service provider may wish to provide infrastructure
(e.g., operating system level) management for multiple instances of the scheduling
resource that may be hosted by the server for multiple different clients, while at the
same time allowing an alternate provider to provide instance management for each of
the multiple instances of the scheduling resource. The service provider may desire to
facilitate near real time deployment of each instance of the resource for the alternate
provider, while at the same time maintaining constraints on the scale of the service
(e.g., limiting the number of instances that may be requested and managed by the
alternate provider). To facilitate such autonomous resource provisioning, apparatus
2100 may include an infrastructure manager 2140. In some examples, infrastructure
manager 2140 may be hosted outside of apparatus 2100 (e.g., hosted on another
server, hosted by a different entity, etc.). Infrastructure manager 2140 may include an
activation module 2142 and provisioning module 1816. Infrastructure manager 2140
may also include operating system configurations 2144 that may be used to configure

resource templates 1814 for use within apparatus 2100.

[000164] Modules 1816 and 2142 may cooperate to cause processing electronics
1802 to carry out the process 2200 set forth by the flow diagram of Figure 22. As
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indicated by a step 2202, activation module 2142 may receive an activation request
2152 requesting activation of a resource template 1814. For example, a client 2310a
may request to purchase (e.g., via an online request) an instance of a scheduling
resource managed by a service provider hosting infrastructure manager 2140. In
response to the request, the service provider, via infrastructure manager 2140, may

confirm the request and initiate procurement of the scheduling resource.

[000165] At a step 2204, activation module 2142 may activate a resource
template 1814 that may be configured as an instance of the scheduling resource. In
some examples, activation module 2140 may need to activate a virtual machine
containing resource template 1814. In some examples, a suitable virtual machine
containing resource template 1814 may already be in place. Upon activation, resource
template 1814 may send configuration request 1822. Resource template 1814 may
send configuration request 1822 to a preconfigured location or home. In some
examples, resource template 1814 may contain a preconfigured resource locator for
infrastructure manager 2140 and an instruction to send configuration request 1822 to
infrastructure manager 2140 using the preconfigured resource locator. At a step 2206,
provisioning module 1816 may receive configuration request 1822 from resource

template 1814.

[000166] At a step 2208, provisioning module 1816 may provision a privacy
label 1812 to resource template 1814, In some examples, privacy label 1812 may be,
for example, a number of tokens that identify resource template 1814 to other system
components and allow it to access such components. Privacy label 1812 may also be
an initial, primary and/or root privacy label for purposes of storing records 1808
associated with a resource once resource template 1814 has received primary function
configuration (e.g., from an instance manager) and users have been added and have
been provisioned with appropriate access permissions and privacy labels. For
example, initial privacy label 1812 may serve as the basis for a hierarchy of privacy
labels 1812 for users as defined by a privacy label tree structure 1810. Provisioning

module 1816 may also provision a resource locator 1818 to resource template 1814.
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The resource locator 1818 may be, for example, an [P address or other information on

how to communicate with instance manager 1824.

[000167] At a step 2210, provisioning module 1816 may respond to
communication request 1822 by sending privacy label 1812 to resource template
1814. Provisioning module 1816 may also hand off instance management of resource
template 1814 by sending an instruction to resource template 1814 to send a
configuration request 1826 to instance manager 1824. In some examples, request
1826 may include privacy label 1812 and a request for an application layer
configuration to establish the primary function of resource template 1814. For
example, provisioning module 1816 may instruct resource template 1814 to send a
communication 1826 to instance manager 1824 requesting an application layer
configuration 1828 to configure resource template 1814 as the scheduling resource
purchased by client 2130a. Resource template 1814 may respond to the instruction by
sending configuration request 1826 to instance manager 1824, and at a step 2212,

instance manager 1824 may receive configuration request 1826.

[000168] At a step 2214, instance manager 1824 may respond to configuration
request 1826 by sending application layer configuration 1828. Application layer
configuration 1828 may include, for example, any instruction modules (e.g.,
executable files, etc.) needed to configure resource template 1814 for its primary
function and/or intended purpose. Upon loading application layer configuration 1828,
resource template 1814 may be fully enabled as a resource. For example, application
layer configuration 1828 may include executable instruction modules that, when
executed, configure resource template 1814 as the scheduling resource purchased by

client 2130a.

[000169] At a step 2216, infrastructure manager 2140 may receive a
confirmation message from resource template 1814. For example, resource template
1814 may upload application layer 1828 and successfully configure the scheduling
resource purchased by client 2130a. Resource template 1814 may then send a
confirmation message to infrastructure manager 2140 informing it that configuration

was successful. At a step 2218, a notification may be sent to a client 2130 informing
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the user that resource template 1814 has been configured and is ready for use. For
example, upon successful configuration of resource template 1814 as the scheduler
resource purchased by client 2130a, infrastructure manager 2140 and/or instance

manager 1824 may send a notification to client 2130a.

[000170] At a step 2220, instance manager 1824 may receive data 2154
including new user data and role data from client 2130. In some examples, instance
manager 1824 may provide a client 2130 with an interface for adding new users 2160,
defining roles and permissions for each user 2160 (e.g., reading, writing, updating,
deleting, and/or purging records, etc.), assigning privacy labels 1812 to new users
2160, etc. For example, client 2130a may be an administrator for a clinic who wishes
to add an employee as a user 2160a of the scheduling resource. Client 2130a may
define a number of possible roles (e.g., administrator, doctor, employee, patient, etc.)
that may be provisioned to new users 2160. Each role may include a specific set of
permissions (e.g., reading, writing, updating, deleting, and/or purging records, etc.)
that define a scope of access to the resource and any associated records 1808. The set
of permissions may also define the user as a person, a system, or a proxy for a person
or system. Client 2130a may provision roles to new users 2160 by correlating each
role with privacy labels 1012 that may be provisioned to a user 2160 at a step 2222.
For example, client 2130a may assign the role “Employee” to user 2160a by
correlating the role with a privacy label 1812 that may be newly provisioned to user
2160a. The role “Employee” may define a set of permissions allowing read-only
access to the scheduler resource. Similarly, client 2130a may assign the role “Patient”
to a user 2160b. The role “Patient” may define a set of permissions allowing user
2160b to request an appointment. Data 2154 including a listing of roles and users to

be correlated with privacy labels 1812 may be sent to instance manager 1824.

[000171] At a step 2222, privacy labels may be provisioned to new users 2160.
As set forth above, the privacy label 1812 provisioned to resource template 1814 by
provisioning module 1816 may be an initial, primary and/or root privacy label for
purposes of storing records 1808 associated with the resource, and may serve as the

basis for a hierarchy of privacy labels 1812 for new users 2160 added by client 2160
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as defined by a privacy label tree structure 1810. Figure 23 illustrates an example
privacy label tree structure 2300 that may be implemented by apparatus 2100. A
privacy label 2302 in tree structure 2300 may indicate in initial privacy label
provisioned to a resource template 1814 by provisioning module 1816. Additional
privacy labels may be provisioned to users using privacy label 2302 as a conceptual
root of a hierarchical tree structure. For example, a privacy label 2304 may be
provisioned by instance manager 1824 to an administrator for client 2130a, and a
privacy label 2306 may be provisioned to an administrator for instance manager 1824,
The role “Administrator” may be provisioned by correlating it with each of privacy
labels 2304 and 2306 to define a set of permissions for the administrator for client
2130a and the administrator for instance manager 1824. Similarly, a privacy label
2308 may be provisioned by the administrator for client 2130a to user 2160a, an
employee of client 2130a. The role “Employee” may be provisioned to the employee
2160a by correlating it with privacy label 2308. The role “Employee” may allow
employee 2160a to, for example, review appointments made for patients. Likewise, a
privacy label 2308 may be provisioned by the administrator for client 2130a to user
2160b, a patient of client 2130a. The role “Patient” may be provisioned to the patient
2160b by correlating it with privacy label 2308. The role “Patient” may allow patient
2160b to request appointments. Additional privacy labels may be provisioned for
new users as desired. As shown in, for example, Figure 4, each privacy label in tree
structure 2300 may in turn be correlated with receipts that define records (e.g., records

1808 shown in Figure 21) in order to maintain appropriate data separation.

[000172] As will be understood, the organizational structure reflected by tree
structure 2300 may not dictate the actual structure of the privacy labels and/or tokens.
In some examples, the privacy labels in tree structure 2300 may be implemented as
sets and subsets of tokens that increase or decrease in the number of tokens depending
on the level of the privacy label in the hierarchy. Other provisioning schemes for
privacy labels are contemplated as well. For example, unique privacy labels having
different combinations of a number of bytes may be provisioned regardless of level in
the organizational hierarchy rather than provisioning subsets of tokens from a full set

of tokens.

65



WO 2016/122697 PCT/US2015/025768

[000173] Referring again to Figure 22, at a step 2224, new users 2160 may be
notified that the scheduling resource is available for use. For example, client 2160a
and/or instance manager 1824 may send each new users 2160a and/or 2160b a
message including any privacy labels 1812 provisioned to the user 2160 as well as a
resource locator directing the user 2160 to the scheduling resource. In some
examples, reference tokens and/or reference labels may be used instead of the actual
privacy labels provisioned to the user 2160. In some examples, client software may
also be provided in order to facilitate access to the resource. Process 2200 may be
repeated to create instances 1814b ... 1814n of a scheduler resource for clients 2130b
... 2130n. In some examples, infrastructure manager 2140 may place constraints on
scale by limiting the number of resource templates 1814 that may be utilized by an

instance manager.

[000174] Figure 24 is a schematic illustration of an example workflow
management apparatus 2400 for use with a multiple user data storage and separation
apparatus, such as apparatus 100 shown in Figure 1. Apparatus 2400 may be, for
example, a shared workflow management component of a cloud computing system
used to provide multiple different business resources, such as email applications and
case management systems, to multiple different users. As will be described hereafter,
in general, apparatus 2400 may include workflow management functionality. In
particular, apparatus 2400 may allow a user to generate a workflow. The term
“workflow” as used herein generally refers to a set of steps defining a sequence of

tasks corresponding to functions that may be carried out by a business resource.

[000175] Apparatus 2400 may include processing electronics 2402. Processing
electronics 2402 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 24, processing
electronics 2402 may include a processor 2404 configured to execute logic in the
form of instruction modules contained in a memory 2406, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with

processor 104 and memory 106, processor 2404 and memory 2406 may be single
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devices, or may comprise multiple processors and memories having distributed

functionality.

[000176] Memory 2406 may include schema for storing records 2408 therein.
Records 2408 may be similar to records 108 as shown in and described with reference
to Figure 1. For example, records 2408 may include user data items for multiple
different users and may be defined by and stored using correlated tree structures 2410
similar to tree structures 110 as shown in and described with reference to Figure 1. In
particular, tree structures 2410 may have schema definitions such that stored records
2408 are unrestricted by the rigid relational table structures required between

instances of stored data in relational databases, such as rows and columns.

[000177] Memory 2406 may also include schema for storing privacy labels 2412
therein. Privacy labels 2412 may be similar to privacy labels 112 as shown in and
described with reference to Figure 1. For example, privacy labels 2412 may
distinguish among multiple different users and/or may define exclusive groupings of
records 2408 for the multiple different users. Each privacy label 2412 may include a
unique identification mapping to a user. In some examples, privacy label 2412 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to the user. Privacy labels 2412 may be correlated with each of records
2408 using privacy label tree structures included in tree structures 2410. The privacy
label tree structures defining privacy labels 2412 may have schema definitions similar
to other tree structures 2410. That is, privacy labels 2412 may be structured and
stored without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. In some
examples, records 2408 and privacy labels 2412 may be stored and maintained in a

remote and/or separate multiple user data storage and separation system.

[000178] Memory 2406 may also include a workflow generation module 2414,
Workflow generation module 2414 may be used to generate workflows 2416 stored in
memory 2406. Workflow generation module 2414 may cause processing electronics

2402 to carry out the process 2500 set forth by the flow diagram of Figure 25. As
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indicated by a step 2502, workflow generation module 2414 may receive, from a
resource 2420, a list of functions 2422 executable by resource 2420. For example,
resource 2420 may be a case management system that allows users to enter new
tickets. Users may enter new tickets by, for example, executing respective functions
2422 to enter a “Subject” for the new ticket, to enter a “Priority” for the ticket (e.g.,
“Low”, “Medium”, “High”, etc.), and to “Save” the new ticket. The process for
entering new tickets may be a repeatable sequence of steps corresponding to the
Subject, Priority, and Save functions executable by resource 2420. Resource 2420
may provide a list and/or descriptions of the Subject, Priority, and Save functions, in
addition to other functions 2422, to workflow generation module 2414 to be stored

locally.

[000179] At a step 2504, workflow generation module 2414 may generate a
workflow 2416 including a set of functions 2422. In some examples, workflow
generation module 2414 may generate workflow 2416 in response to input from a
user 2440. For example, workflow generation module 2414 may provide a user
interface that allows user 2440 to provide workflow data 2442 defining particular
aspects of workflow 2416. In response to receiving workflow data 2442 from user
2440, workflow generation module 2414 may generate a workflow 2416 that may be
stored and/or executed by apparatus 2400 and/or resource 2420.

[000180] Workflow data 2442 may include, for example, data that may be used
by workflow generation module 2414 to generate a name for workflow 2416. For
example, a workflow 2416 including the Subject, Priority, and Save functions
executable by resource 2420 in order to create a new ticket may be named “New
Ticket Workflow”. Workflow data 2442 may also include, for example, data that may
be used by workflow generation module 2414 to generate a task definition step in
workflow 2416 for a function 2422. The task definition step may include, for
example, instructions defining a task that includes executing a particular function
2422. For example, a repeatable sequence of steps corresponding to the Subject,
Priority, and Save functions executable by resource 2420 in order to create a new

ticket may include three task definition steps. A first task definition step may
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correspond to the Subject function and may include instructions for a user execute the
Subject function along with any specific instructions on how the Subject function
should be executed, such as entering text describing the subject of the new ticket. The
task definition step for the Subject function may also include any particular formatting
or information required, a limitation on characters, etc. A second task definition step
may correspond to the Priority function and may include instructions for a user to
execute the Priority function along with any specific instructions on how the Subject
function should be executed, such as entering “Low”, “Medium”, “High”, etc. A third
task definition step may correspond to the Save function and may include instructions
for a user execute the Subject function along with any specific instructions on how the

Save function should be executed.

[000181] Workflow data 2442 may also include, for example, data that may be
used by workflow generation module 2414 to generate a verification step in workflow
2416 for a function 2422. The verification step may define, for example, feedback
and/or other evidence from resource 2420 indicating whether a particular function
2422 corresponding to a task definition step was executed. For example, a workflow
2416 including a sequence of three task definition steps corresponding to the Subject,
Priority, and Save functions may include three verification steps. Each of the
verification steps may correspond to a respective one of the task definition steps
corresponding to the Subject, Priority, and Save functions and may define, for
example, a particular audit log entry or other acceptable evidence required by
apparatus 2400 in order to verify that the corresponding function 2422 has been

executed by resource 2420.

[000182] Workflow data 2442 may also include, for example, data that may be
used by workflow generation module 2414 to generate a response step in workflow
2416 for a function 2422. The response step may define, for example an action to be
taken if function 2422 has been executed, and another action to be taken if function
2422 has not been executed. For example, a workflow 2416 including a sequence of
three task definition steps corresponding to the Subject, Priority, and Save functions

may include three response steps. Each of the response steps may correspond to a
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respective one of the task definition steps corresponding to the Subject, Priority, and
Save functions. Each of the response steps may define an action to be taken by
apparatus 2400 if apparatus 2400 verifies that the corresponding function 2422 has
been executed by resource 2420. For example, response steps for the Subject and
Priority functions may indicate an advance to the next task definition step, while a
response step for the Save function may indicate the end of workflow 2416. Each of
the response steps may also define an action to be taken by apparatus 2400 if
apparatus 2400 does not verify that the corresponding function 2422 has been
executed by resource 2420. For example, response steps corresponding to each of the
Subject, Priority, and Save functions may indicate that an alert should be sent (e.g.,

escalating the unfinished new ticket entry to a manager, etc.).

[000183] Workflow data 2442 may also include, for example, data that may be
used by workflow generation module 2414 to generate constraints governing
workflow 2416. For example, workflow data 2442 may include data that may be used
by workflow generation module 2414 to define a time constraint indicating an amount
of time permitted to elapse between execution of functions 2422 corresponding to task
definition steps in workflow 2416. For example, a workflow 2416 including a
sequence of three task definition steps corresponding to the Subject, Priority, and
Save functions may include a time constraint indicating a maximum amount of time
that may elapse between initiating workflow 2416 and executing the Save function
(e.g., a service agreement may require response times of less than a certain number of
hours for entering new tickets). Similarly, workflow 2416 may also include time
constraints between intermediate steps (e.g., an entity may wish to monitor the
efficiency of analysts entering new tickets). Other constraints are contemplated as
well. For example, workflow data 2442 may define a particular escalation path for

incomplete workflows.

[000184] In some examples, the response step corresponding to a particular
function 2422 may be governed by constraints. For example, a workflow 2416
including a sequence of three task definition steps corresponding to the Subject,

Priority, and Save functions may include three response steps. Each of the response
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steps may define respective actions to be taken by apparatus 2400 if apparatus 2400
does and does not verify that the corresponding function 2422 has been executed by
resource 2420. Workflow 2416 may also include a time constraint indicating a
maximum amount of time that may elapse between initiating workflow 2416 and
executing the Save function. Accordingly, if apparatus 2400 verifies that the Save
function has been executed within the maximum amount of time set forth by the time
constraint, then apparatus 2400 may take the action specified by the response step if
apparatus 2400 verifies that the corresponding function 2422 has been executed by
resource 2420 (e.g., log the elapsed time and advance to the next step). If apparatus
2400 does not verify that the Save function has been executed within the maximum
amount of time set forth by the time constraint, then apparatus 2400 may take the
action specified by the response step if apparatus 2400 does not verify that the
corresponding function 2422 has been executed by resource 2420 (e.g., escalating the
unfinished new ticket entry to a manager, etc.). In some examples, the time period set
forth by the constraint may be adjusted to provide sufficient time for escalation to
resolve the issue (e.g., a safety margin may be implemented to prevent missing a
response deadline in a service agreement, etc.). Other constraint-dependent response

steps are contemplated as well.

[000185] In some examples, time constraints and response steps may be used to
define performance metrics for workflow 2416. Response steps may be defined, for
example, to instruct apparatus 2400 to log elapsed times between the execution of two
different functions 2422. For example, if a time constraint defining the maximum
time between execution of two different functions 2422 is exceeded, the response step
may indicate that, for example, the actual elapsed time (assuming the function is
eventually executed) should be logged and tracked over time (e.g., for subsequent
new tickets entered by the same user). In some examples, the number of instances
where the maximum time permitted between the execution of two functions 2422 is
exceeded may be tracked over time. Other performance metrics, such as actual
maximum, minimum, and average elapsed times between functions, percentage of

total workflow time per function, etc. may be defined as well.
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[000186] Once workflow generation module 2414 generates a workflow 2416, it
may be saved in memory 2406. In some examples, version control may be used to
manage updates to workflow 2416. At a step 2506, workflow generation module
2414 may correlate workflow 2416 with a privacy label 2412. In some examples,
workflow generation module 2424 may correlate workflow 2416 with a role that has
been correlated to a particular privacy label 2412 in response to user input.
Accordingly, users that are provisioned that particular privacy label (e.g., reference
tokens mapped to the privacy label) may be correlated with a set of permissions
corresponding to the role, and may also be correlated with a workflow 2416
associated with the role. In this way, users accessing apparatus 2400 may only access
those workflows assigned to the particular role they have been provisioned via a
particular privacy label 2412. For example, user 2440 may provide correlation data
2444 to workflow generation module 2414 indicating that the “New Ticket
Workflow” should be assigned to users having the role “Analyst”. Accordingly,
workflow generation module 2414 may correlate “New Ticket Workflow” with the
role “Analyst”. The Analyst role may have been previously correlated with a
particular privacy label 2412 that has been provisioned to a user who is an analyst
having need to access resource 2420 to enter new tickets. Upon authentication and
authorization of a user who has been provisioned privacy label 2412, resource 2420
may receive a mapping of the Analyst role and its corresponding set of permissions to
privacy label 2412. Accordingly, when the user accesses resource 2420, resource
2420 may identify workflow 2416 as being correlated with the Analyst role mapped
to privacy label 2412.

[000187] At a step 2508, workflow 2416 may be provided to resource 2420 for
local storage. In some examples, workflow generation module 2414 may provide a
mapping of workflow 2416 to a role to resource 2420 so that workflow 2416 may be
retrieved when an appropriately provisioned user accesses resource 2420. In some
examples, workflow generation module 2414 may provide resource 2420 with a
resource identifier including an address where feedback from resource 2420 may be

sent for purposes of executing verification steps in workflow 2416.
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[000188] Figure 26 is a schematic illustration of another example workflow
management apparatus 2600 for use with a multiple user data storage and separation
apparatus, such as apparatus 100 shown in Figure 1. As will be described hereafter, in
general, apparatus 2600 may include resource provisioning functionality. In
particular, apparatus 2600 allow users to execute a workflow 2416. Apparatus 2600
is similar to apparatus 2400 shown in and described with reference to Figure 24.
Those components of apparatus 2600 that correspond to apparatus 2400 are numbered
similarly. Apparatus 2600 may include a workflow processing module 2615.
Modules 2414 and 2615 may cooperate to cause processing electronics 2402 to carry

out the process 2700 set forth by the flow diagram of Figure 27.

[000189] As indicated by a step 2702, workflow generation module 2414 may
provide a workflow 2416 to a resource 2420 (e.g., as described with respect to Figure
25 and step 2508). The workflow 2416 may include task definition steps 2617
corresponding to a set of functions 2422 executable by resource 2420 (e.g., task
definition steps as described with respect to Figure 25 and step 2504). The workflow
2416 may be correlated with a privacy label 2412 (e.g., as described with respect to
Figure 25 and step 2506). For example, workflow generation module 2414 may
provide a workflow 2416 named “New Ticket Workflow” to a resource 2420 (e.g., a
case management system). A first task definition step 2617 may correspond to the
Subject function and may include instructions for a user to execute the Subject
function along with any specific instructions on how the Subject function should be
executed, such as entering text describing the subject of the new ticket. The task
definition step 2617 for the Subject function may also include any particular
formatting or information required, a limitation on characters, etc. A second task
definition step 2617 may correspond to the Priority function and may include
instructions for a user to execute the Priority function along with any specific
instructions on how the Priority function should be executed, such as entering “Low”,
“Medium”, “High”, etc. A third task definition step 2617 may correspond to the Save
function and may include instructions for a user execute the Save function along with

any specific instructions on how the Save function should be executed.
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[000190] At a step 2704, workflow processing module 2615 may receive
feedback 2646 from resource 2420 indicating whether a function 2422 in the set of
functions 2422 has been executed pursuant to a user 2640 providing a task response
2644 to complete a task definition step 2617 corresponding to function 2422. In some
examples, feedback 2646 may be in the form of an audit log entry generated by
resource 2420 upon execution of function 2422. In some examples, task response
2644 may be provided by user 2640 in response to resource 2420 providing a task
definition step 2617 user 2640 (e.g., via a graphical interface displaying instructions
on how to execute function 2422). In some examples, a verification step may be
executed by apparatus 2600 to determine whether function 2422 has been completed
(e.g., a verification step as described with reference to Figure 25 and step 2504). For
example, an audit log entry may be evaluated by workflow processing module 2615
pursuant to a verification step in order to determine if a function 2422 corresponding
to a task definition step 2617 has been executed. For example, the workflow 2416
named “New Ticket Workflow” may include three verification steps. Each of the
verification steps may correspond to a respective one of the task definition steps 2617
corresponding to the Subject, Priority, and Save functions and may define, for
example, a particular audit log entry or other acceptable evidence required by
apparatus 2400 in order to verify that the corresponding function 2422 has been
executed by resource 2420. For a particular instance of workflow 2416 executed for
user 2640, workflow processing module 2615 may receive feedback 2646 in the form

of audit logs corresponding to execution of the Subject, Priority, and Save functions.

[000191] At a step 2706, performance metrics 2618 defined in workflow 2416
may be evaluated based on feedback 2646 (e.g., performance metrics as described
with respect to Figure 25 and step 2504) received from resource 2420. In some
examples, feedback 2646 from resource 2420 may indicate whether two different
functions 2242 in the set of functions have been executed, and workflow processing
module 2615 may evaluate a performance metric 2618 defined by workflow 2416 for
the two functions 2422 based on feedback 2646. In some examples, workflow
processing module 2615 may evaluate a performance metric 2618 by determining an

amount of time elapsed between execution of the two different functions 2422. For
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example, feedback 2646 corresponding to execution of the Subject, Priority, and Save
functions may be received from resource 2420 for an instance of the workflow 2416
named “New Ticket Workflow”. Feedback 2646 may be evaluated by workflow
processing module 2615 pursuant to verification steps corresponding to the Subject,
Priority, and Save functions. Workflow processing module 2615 may determine that
all three functions have been executed. Workflow processing module 2615 may log
the amount of time elapsed between execution of the Subject and Priority functions,
between the Priority and Save functions, and the overall execution time for workflow

2416.

[000192] Figure 28 is a schematic illustration of an example resource 2800
implementing workflow management for use with a multiple user data storage and
separation apparatus, such as apparatus 100 shown in Figure 1. Apparatus 2800 may
be, for example, a case management system that allows users to enter tickets, although
other types of resources are contemplated as well. As will be described hereafter, in
general, resource 2800 may implement workflow management functionality. In
particular, apparatus 2800 may allow users to execute a workflow 2416. Apparatus
2800 may be used with, for example, apparatus 2600 shown in and described with

reference to Figure 26.

[000193] Apparatus 2800 may include processing electronics 2802. Processing
electronics 2802 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 28, processing
electronics 2802 may include a processor 2804 configured to execute logic in the
form of instruction modules contained in a memory 2806, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with
processor 104 and memory 106, processor 2804 and memory 2806 may be single
devices, or may comprise multiple processors and memories having distributed

functionality.

[000194] Memory 2806 may include schema for storing records 2408 therein.
Records 2408 may be similar to records 108 as shown in and described with reference

to Figure 1. For example, records 2408 may include user data items for multiple

75



WO 2016/122697 PCT/US2015/025768

different users and may be defined by and stored using correlated tree structures 2410
similar to tree structures 110 as shown in and described with reference to Figure 1. In
particular, tree structures 2410 may have schema definitions such that stored records
2408 are unrestricted by the rigid relational table structures required between

instances of stored data in relational databases, such as rows and columns.

[000195] Memory 2806 may also include schema for storing privacy labels 2412
therein. Privacy labels 2412 may be similar to privacy labels 112 as shown in and
described with reference to Figure 1. For example, privacy labels 2412 may
distinguish among multiple different users and/or may define exclusive groupings of
records 2408 for the multiple different users. Each privacy label 2412 may include a
unique identification mapping to a user. In some examples, privacy label 2412 may
include a number of tokens (e.g., unique randomly generated cryptographically
entropic values having a predetermined number of bytes, etc.) that are uniquely
provisioned to the user. Privacy labels 2412 may be correlated with each of records
2408 using privacy label tree structures included in tree structures 2410. The privacy
label tree structures defining privacy labels 2412 may have schema definitions similar
to other tree structures 2410. That is, privacy labels 2412 may be structured and
stored without being restricted by the rigid relational table structures required between
instances of stored data in relational databases, such as rows and columns. In some
examples, records 2408 and privacy labels 2412 may be stored and maintained in a

remote and/or separate multiple user data storage and separation system.

[000196] Memory 2806 may also include functions 2422, workflows 2416, and a
workflow module 2814. Workflow module 2814 may be used to generate feedback
2646 in response to execution of functions 2422. Workflow module 2814 may cause
processing electronics 2802 to carry out the process 2900 set forth by the flow
diagram of Figure 29. As indicated by a step 2902, workflow module 2814 may
receive a workflow 2416 from a workflow management apparatus 2600. (e.g., receive
a workflow 2416 provided as described with respect to Figure 25 and step 2508).

The workflow 2416 may include task definition steps 2617 corresponding to a set of
functions 2422 executable by resource 2420 (¢.g., task definition steps as described
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with respect to Figure 25 and step 2504). The workflow 2416 may be correlated with
a privacy label 2412 (e.g., as described with respect to Figure 25 and step 2506). For
example, workflow generation module 2414 may provide a workflow 2416 named
“New Ticket Workflow” to a resource 2420 (e.g., a case management system). A first
task definition step 2617 may correspond to the Subject function and may include
instructions for a user execute the Subject function along with any specific
instructions on how the Subject function should be executed, such as entering text
describing the subject of the new ticket. The task definition step 2617 for the Subject
function may also include any particular formatting or information required, a
limitation on characters, etc. A second task definition step 2617 may correspond to
the Priority function and may include instructions for a user to execute the Priority
function along with any specific instructions on how the Subject function should be
executed, such as entering “Low”, “Medium”, “High”, etc. A third task definition
step 2617 may correspond to the Save function and may include instructions for a user
execute the Subject function along with any specific instructions on how the Save

function should be executed.

[000197] At a step 2904, workflow module 2814 may receive a request 2821 to
access resource 2800 from user 2640. In some examples, workflow module 2814
may receive user identifier data from user 2640 (e.g., including reference tokens
provisioned to user 2640), identify a role correlated with user 2640, and identify
workflow 2416 from a set of workflows 2416 correlated with the role (e.g., as
described with respect to Figure 25 and step 2506). At a step 2906, workflow module
2814 may provide task definition steps 2617 to user 2640 in response to request 2821
(e.g., provide each new step sequentially as each previous step is completed in order
to guide user 2640 through workflow 2416). For example, for the workflow 2416
named “New Ticket Workflow”, user 2640 may be sequentially provided with the
task definition steps 2617 for the Subject, Priority, and Save functions. At a step
2908, user 2640 may provide task responses 2644. For example, user 2640 may
sequentially provide a respective task response 2644 to each of the task definition
steps 2617 for the Subject, Priority, and Save functions. User 2640 may, for example,
respond to the task definition step 2617 for the Subject function with a text entry, to
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the task definition step 2617 for the Priority function with “Low”, and to the task

definition step 2617 for Save by entering a save command.

[000198] At a step 2910, workflow module 2814 may provide feedback 2646 to
workflow management apparatus 2600 indicating whether functions 2422
corresponding to task definition steps 2617 have been executed pursuant to the user
responses 2644. In some examples, workflow module 2814 may generate audit log
entries sequentially for each executed function 2422 (e.g., steps 2906, 2908, and 2910
are executed sequentially for each function 2422 in workflow 2416). In some
examples, if a function 2422 corresponding to a task definition step 2617 is not
completed, then process 2900 may end without advancing to the next sequential task
definition step 2617. In some embodiments, workflow 2614 may be stopped and
saved before all functions 2422 are executed, and may be resumed and completed at a

later time.

[000199] Another example of how the apparatus, methods, and systems
disclosed herein may be variously combined to facilitate functionality heretofore
untenable in multi-tenancy systems is resource brokering. In particular, the resource
provisioning examples disclosed herein may separate management of a host
infrastructure at the operating system level from management of each hosted resource
instance at the application layer while maintaining appropriate data separation and
storage. Such examples may facilitate automated near real-time deployment of
resources. In some examples, the resource brokering apparatus, methods, and systems
disclosed herein may utilize resource provisioning functionality as well as multiple
user data storage and separation functionality to facilitate automated redeployment of
resources and/or transfer of data in order to leverage, for example, cost, security
and/or efficiency advantages provided by incremental improvements in infrastructure
technology. Such redeployments and transfers may be transparent to system users,
who may continue to access data and resources using the same point of entry provided

by the service provider or a separate instance manager for the resource.

[000200] By way of example, providers of cloud-based services, using the

various examples of apparatus, methods, and systems for multiple data storage and
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separation, authentication, authorization, and resource provisioning disclosed herein,
may deploy servers running an operating system capable of hosting multiple instances
of resources for multiple different users (e.g., clients or other entities) with a single
database storing records for each of the users. The servers may provide centralized
authorization and authentication per the examples described herein, with granular
access control for each of the users. The service providers may provide infrastructure
management for multiple resource instances hosted by the server for multiple
different clients, while at the same time allowing separate instance management for
each of the resource instances, either by the service provider or a separate instance
manager. The service providers may provide near real time deployment of each

instance.

[000201] The service providers may desire to leverage cost, security and/or
efficiency advantages provided by improvements in infrastructure technology that
may be attainable through one of the other service providers. For example, a service
provider offering to manage new instances of a business resource may desire to
partner with another infrastructure provider that offers lower operational costs
associated with hosting the resource than the service provider itself is able to offer in
order to provide clients with a cost savings. In some examples, a service provider
offering instance management of a particular business resource may desire to
redeploy an existing instance of the business resource to a lower cost infrastructure
provider while ensuring that such redeployment may be transparent to an existing
client. In other examples, a service provider may wish to transfer client data from an
existing infrastructure provider to a more secure infrastructure provider. In some
examples, a channel partner or reseller of infrastructure management and/or instance
management services may wish to partner with one or more of the service providers in
order to offer clients a flexible package of infrastructure and instance management
services that may transparently leverage cost, security and/or efficiency advantages
provided by improvements in infrastructure technology over time that may be

attainable through the other service providers.
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[000202] Figure 30 is a schematic illustration of an example resource brokering
apparatus 3000 that may be used with, for example, resource provisioning apparatus
1800 or 2100 of Figures 18 and 21 or components and adaptions thereof. Apparatus
3000 may be, for example, a shared resource brokering component of a cloud
computing system used to provide multiple different business resources, such as email
applications and case management systems, to multiple different users. In some
examples, apparatus 3000 may be integrated within another apparatus such as
apparatus 1800 or 2100. In some examples, apparatus 3000 may function as a central
resource brokering apparatus for multiple different cloud computing service
providers, some or all of which may deploy servers containing an apparatus similar to,
for example, apparatus 1800 or 2100. For example, as shown in Figure 30, apparatus
3000 may be a central resource brokering apparatus for infrastructure managers
2140a, 2140b ... 2140n. While apparatus 3000 is shown in Figure 30 as a separate or
stand-alone device, in some examples, apparatus 3000 may be integrated with one or
distributed among several or all of infrastructure managers 2140a, 2140b ... 2140n.
In some examples, each of several apparatus, such as apparatus 1800 or 2100,
provided by each of multiple different cloud computing service providers, may utilize
a separate apparatus 3000, which may be a stand-alone component or integrated
therewith. Other configurations and variations are contemplated as well. As will be
described hereafter, in general, apparatus 3000 may include resource brokering
functionality. In particular, apparatus 3000 may facilitate transparent leveraging of
cost, security and/or efficiency advantages provided by improvements in

infrastructure technology among cloud computing service providers.

[000203] An infrastructure manager 2140 may include components similar to
those of provisioning apparatus 1800 and apparatus 2100. As shown in detail in
Figure 30 with respect to infrastructure manager 2140b, an infrastructure manager
2140 may include schema for storing records 1808 therein (e.g., in a memory 1806 as
shown in Figures 18 and 21). For example, records 1808 may include user data items
for multiple different users and may be defined by and stored using correlated tree
structures 1810 similar to tree structures 110 as shown in and described with reference

to Figure 1. Infrastructure manager 2140 may also include schema for storing privacy
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labels 1812 therein. Infrastructure manager 2140 may also include a resource template

1814 and a provisioning module 1816.

[000204] Apparatus 3000 may include processing electronics 3002. Processing
electronics 3002 may be similar to processing electronics 102 as shown in and
described with reference to Figure 1. For example, as shown in Figure 30, processing
electronics 3002 may include a processor 3004 configured to execute logic in the
form of instruction modules contained in a memory 3006, similar to processor 104
and memory 106 as shown in and described with reference to Figure 1. As with
processor 104 and memory 106, processor 3004 and memory 3006 may be single
devices, or may comprise multiple processors and memories having distributed

functionality.

[000205] Memory 3006 may include a brokering module 3014. Brokering
module 3014 may cause processing electronics 3002 to carry out the process 3100 set
forth by the flow diagram of Figure 31. As indicated by a step 3102, brokering
module 3014 may receive cost data 3022. For example, brokering module 3014 may
receive cost data 3022 from published sources of pricing information and may include
data related to costs of hosting a resource for an infrastructure manager 2140. In
some examples, a group of cloud computing service providers may each make cost
data 3022 available to brokering module 3014 in electronic format. In some
examples, cost data 3022 may be provided periodically, upon pricing changes, upon
request, etc. In some examples, cost data 3022 may include a detailed inventory of
components and/or services required for hosting a particular resource and costs
associated therewith. For example, infrastructure managers 2140 may each make cost
data 3022 available to brokering module 3014 detailing components and costs

associated with hosting an email application and associated client data.

[000206] In some examples, data other than cost data 3022 may be received by
brokering module 3014. For example, brokering module 3014 may receive security
assessment data in addition to or in place of cost data 3022. Security assessment data
may include, for example, data indicative of the type and effectiveness of security

measures employed by a particular infrastructure manager 2140 in order to host a

81



WO 2016/122697 PCT/US2015/025768

particular application. In some examples, brokering module 3014 may receive
efficiency data in addition to or in place of cost data 3022 and/or security assessment
data. Efficiency data may include, for example, data indicative of speed, data rates,

data capacity, and/or other metrics associated with hosting a particular resource.

[000207] At a step 3104, brokering module 3014 may select one of the
infrastructure managers 2140 to host the resource based on an analysis of cost data
3022. The analysis may include, for example, determining hosting cost differentials
among infrastructure managers 2140 using cost data 3022. Certain of infrastructure
managers 2140a, 2140b ... 2140n may provide cost data 3022 associated with hosting
an email application to brokering module 3014. Brokering module 3014 may use cost
data 3022 to calculate cost differentials among the infrastructure managers 2140
providing such cost data. In some examples, the cost differentials may be broken
down by particular components and/or services required for hosting a particular
resource, such as costs associated with hosting an application, costs associated with
storage of data, etc. Brokering module 3014 may perform an analysis of cost data

3022 periodically, upon pricing changes, upon request, etc.

[000208] In some examples, brokering module 3014 may select one of the
infrastructure managers 2140 to host the resource based on which infrastructure
manager 2140 offers the lowest costs associated with hosting the resource. For
example, brokering module 3014 may analyze cost data 3022 to determine cost
differentials associated with hosting an email application for certain of infrastructure
managers 2140a, 2140b ... 2140n. Based on the analysis, brokering module may
select infrastructure manager 2140b as having, for example, the lowest costs
associated with hosting a particular email application. Brokering module 3014 may
make a selection based on an analysis of cost data 3022 periodically, upon pricing

changes, upon request, etc.

[000209] In some examples, brokering module 3014 may select one of the
infrastructure managers 2140 to host the resource based on the analysis of cost data
3022 and/or additional data, such as an analysis of security assessment data and/or

efficiency data. For example, based on the analysis, brokering module may select
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infrastructure manager 2140b as having, for example, the highest level of data
security associated with hosting a particular email application. In some examples, a
weighted analysis may be used where multiple types of data, such as cost, security,

and efficiency data are used.

[000210] At a step 3106, brokering module 3014 may send an activation request
2152 to the selected infrastructure manager 2140 requesting activation of a resource
template 1814 to host the resource. For example, brokering module 3014 may send
an activation request 2152 to infrastructure manager 2 140b requesting activation of a
resource template 1814 to host a new instance of an email application. In some
examples, the selected infrastructure manager 2140 may utilize a resource
provisioning process similar to, for example, process 1900 shown in Figure 19 or
process 2200 shown in Figure 22 in order to activate and configure resource template
1814. In particular, infrastructure manager 2140 may include an instruction (e.g., via
provisioning module 1816) to provision a privacy label 1812 to the resource template

1814 as part of a provisioning process.

[000211] In some examples, brokering module 3014 may automatically broker a
transaction (e.g., at a price consistent with cost data 3022) with the selected
infrastructure manager 2140 and activation request 2152 may be automatically sent
upon completion of the transaction with an infrastructure manager 2140. In some
examples, activation request 2152 may be triggered by or conditioned upon other
events. Brokering module 3014 may broker “one time only” transactions and perform
a separate analysis prior to each transaction and/or activation request 2152 (e.g., an
analysis of cost data 3022 to identify the lowest costs), or may broker transaction
terms good for a particular period of time or until the occurrence of a particular event
(e.g., until a lower cost provider is identified by brokering module 3014). For
example, upon selecting an infrastructure manager 2140, brokering module 3014 may
broker a transaction with the selected infrastructure manager, and then automatically
send activation requests 2152 to infrastructure manager 2140 for new instances of a
particular application for a particular period of time, after which brokering module

3014 may receive new cost, security, efficiency, or other data and perform a new
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analysis to identify a desired infrastructure manager 2140. Similarly, process 3100
may be initiated and/or repeated under varying conditions (e.g., periodically, upon

request, for each new resource instance, data transfer, etc.).

[000212] As will be appreciated, brokering module 3014 may facilitate resource
brokering among, for example, cloud computing service providers desiring to
leverage cost, security and/or efficiency advantages provided by improvements in
infrastructure technology that may be attainable through one of the other service
providers. In some examples, a service provider offering to manage new instances of
a business resource may utilize brokering module 3014 identify and broker a
transaction with another infrastructure provider that offers lower operational costs
associated with hosting the resource than the service provider itself is able to offer in
order to provide clients with a cost savings. For example, a service provider may
send a request to brokering module 3014 to identify and broker a transaction with an
infrastructure manager 2140 offering the lowest costs associated with hosting an
email application. Brokering module 3014 may receive cost data 3022 for multiple
infrastructure managers 2140 that may offer to provide such infrastructure
management. Brokering module 3014 may then analyze cost data 3022 and select the
infrastructure manager 2140 offering the lowest costs associated with hosting the
email application. Brokering module 3014 may then send an activation request 2152
to the selected infrastructure manager requesting activation of a resource template
1814 to host the email application. The selected infrastructure manager 2140 may
utilize a resource provisioning process similar to, for example, process 1900 shown in
Figure 19 or process 2200 shown in Figure 22 in order to activate and configure

resource template 1814,

[000213] In some examples, a service provider offering instance management of
a particular business resource may desire to redeploy an existing instance of the
business resource to a lower cost infrastructure provider while ensuring that such
redeployment may be transparent to an existing client. For example, a service
provider having an existing email application deployed using infrastructure manager

2140a may send a request to brokering module 3014 to identify and broker a
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transaction with a new infrastructure manager 2140 offering lower costs associated
with hosting the email application. Brokering module 3014 may receive cost data
3022 for multiple infrastructure managers 2140 that may offer to provide such
infrastructure management. Brokering module 3014 may then analyze cost data 3022
and select the infrastructure manager 2140b as offering the lowest costs associated
with hosting the email application. Brokering module 3014 may then send an
activation request 2152 to infrastructure manager 2140b requesting activation of a
resource template 1814 to host the email application. The selected infrastructure
manager 2140 may utilize a resource provisioning process similar to, for example,
process 1900 shown in Figure 19 or process 2200 shown in Figure 22 in order to
activate and configure resource template 1814. Brokering module 3014 may also
send a deactivation request to infrastructure manager 2140a requesting deactivation of
the original instance of email application. Brokering module 3014 may further
initiate transfer of a set of records associated with the email application from a
memory location associated with infrastructure manager 2140a to a memory location

associated with infrastructure manager 2140b.

[000214] Figure 32 is a schematic illustration of another example resource
brokering apparatus 3200 for use with, for example, resource provisioning apparatus
2100 shown in Figure 21. As will be described hereafter, in general, apparatus 3200
may include resource brokering functionality. In particular, apparatus 3200 may
facilitate transparent leveraging of cost, security and/or efficiency advantages
provided by improvements in infrastructure technology among cloud computing

service providers.

[000215] Apparatus 3200 may include components similar to resource brokering
apparatus 3000 shown in and described with reference to Figure 30, as well as
resource provisioning apparatus 2100 shown in Figure 21. Those components of
apparatus 3200 that correspond to apparatus 3000 and/or apparatus 2100 are
numbered similarly. In particular, a brokering module 3014 may be integrated with or
otherwise be in communication with each apparatus 3200 as shown in Figure 32.

While a dedicated brokering module 3014 is shown as being integrated in each
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resource provisioning apparatus 3200 in Figure 32, it will be appreciated that, as with
apparatus 3000, brokering module 3014 may be variously centralized, dedicated,
stand-alone, or distributed according to numerous examples. As shown in Figure 32,
an apparatus 3200 corresponds to each of infrastructure managers 2140a and 2140b.
While Figure 32 illustrates two infrastructure managers 2140, it will be understood
that any suitable number of apparatus 3200 may be utilized, with each apparatus 3200
corresponding to a particular number of infrastructure managers 2140 depending on

the desired configuration.

[000216] Apparatus 3200 may provide resource brokering functionality in the
context of a single server running an operating system 2103. The server may host, for
example, a capability-based system including a single centralized database having
schema for storing records 1808 for multiple different users. The server may provide
centralized authorization and authentication at the application layer with granular
access control per the examples described herein using an authentication module 2110
and an authorization module 2120. The server may also host multiple resource
templates 1814 that may be configured as resource instances for multiple different
users (e.g., clients or other entities). For example, resource templates 1814a (11),
1814b (12), and 1814n (IN) may each be contained in a respective compartment of a
virtual machine, and may be converted into, for example, instances of a scheduling
resource a case management service provided by a cloud-based service provider and
respectively corresponding to each of N different clients 2130 (e.g., clients 2130a,
2130b, ...2130n). Scheduled appointments may be created, edited, updated, and
reported for each client and stored as records 1808 in the centralized database.
Apparatus 3200 may also provide autonomous resource provisioning functionality
similar to that described above with respect to, for example, apparatus 2100 and

process 2200 shown in Figures 21 and 22.

[000217] Modules 3014 and 1816 may cooperate to cause processing electronics
1802 to carry out the process 3300 set forth by the flow diagram of Figure 33. As
indicated by a step 3302, brokering module 3014 may receive data 3022, which may

include, for example, cost data, security assessment data, efficiency data and/or other
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data associated with hosting a particular resource. For example, a service provider,
such as instance manager 1824, may have an existing resource 3214, such as an email
application, deployed using infrastructure manager 2140a. Instance manager 1824
may send a request to brokering module 3014 of infrastructure manager 2140b to
identify and broker a transaction with a new infrastructure manager 2140 offering
lower costs associated with hosting the email application so that instance manager
1824 may take advantage of the cost savings. Brokering module 3014 may receive
data 3022 in a manner similar to that described with respect to step 3102 and Figure
31. For purposes of the example illustrated in Figure 33, it will be assumed that
infrastructure manager 2140b will primarily execute process 3300, with some steps
particularly specified as being executed by infrastructure manager 2140a. However, it
will be understood that, in some examples, other distributions of the brokering

functionality of process 3300 are possible as well.

[000218] At a step 3304, brokering module 3014 may analyze the received data
in a manner similar to that described with respect to step 3104 and Figure 31. For
example, brokering module 3014 may analyze cost data 3022 received for
infrastructure managers 2140a and 2140b and determine a cost differential for hosting
the email application. Brokering module 3014 may determine that infrastructure
manager 2140b offers the lowest costs associated with hosting the email application.
At a step 3306, brokering module 3014 may select one of the infrastructure managers
2140 to host resource 3214 based on an analysis of data 3022 in a manner similar to
that described with respect to step 3104 and Figure 31. For example, brokering
module 3014 may select infrastructure manager 2140b because it offers the lowest

cost associated with hosting the email application.

[000219] At a step 3308, brokering module 3014 may send an activation request
2152 to the selected infrastructure manager 2140 requesting activation of a resource
template 1814 to host resource 3214 in a manner similar to that described with respect
to step 3106 and Figure 31. For example, brokering module 3014 may send an
activation request 2152 to infrastructure manager 2140b requesting activation of a

resource template 1814 to host a new instance of the email application. At a step
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3310, brokering module 3014 may send a deactivation request 3224 infrastructure
manager 2140. Deactivation request 3224 may, for example, request that
infrastructure manager 2140a deactivate the instance of resource 3214 currently
deployed therecon. For example, brokering module 3014 of infrastructure manager
2140b may send deactivation request 3224 to infrastructure manager 2140a requesting
deactivation of the instance of the email application currently deployed thereon.
Brokering module 3014 of infrastructure manager 2140a may then send a de-
provisioning request 3226 to provisioning module 1816 requesting that resource 3214
be de-provisioned (e.g., de-provision a privacy label 1812 assigned to a resource

template 1814a hosting resource 3214 on infrastructure manager 2140a.

[000220] At a step 3312, the selected infrastructure manager 2140 may utilize a
resource provisioning process similar to, for example, process 1900 shown in Figure
19 or process 2200 shown in Figure 22, in order to activate and configure resource
template 1814. In particular, infrastructure manager 2140 may include an instruction
(e.g., via provisioning module 1816) to provision a privacy label 1812 to the resource
template 1814 as part of a provisioning process. For example, provisioning module
1816 of infrastructure manager 2140b may receive a configuration request 1822 from
a resource template 1814 that has been activated in response to activation request
2152. Provisioning module 1816 may respond by provisioning a privacy label 1812
to resource template 1814a and providing resource template 1814a. Provisioning
module 1816 may also provide resource template 1814a with an instruction to send a
configuration request 1826 to instance manager 1824. Configuration request 1826
may include the privacy label 1812 and request an application layer configuration
1828 for the email application. Instance manager 1824 may respond to configuration
request with application layer configuration 1828 in order to configure the email
application on infrastructure manager 2140b in resource template 1814a. Even
though resource 3214 has been redeployed on infrastructure manager 2140b, clients
and/or other users of the email application may still access resource 3214 via instance

manager 1824 at the same point of entry.
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[000221] At a step 3314, brokering module 3014 may initiate transfer of a set of
records 1808 associated with resource 3214 from a memory location associated with
infrastructure manager 2140a to a memory location associated with infrastructure
manager 2140b. For example, brokering module 3014 may initiate transfer of a set of
records 1808 associated with the email application and any privacy labels 1812
correlated therewith from a memory location associated with infrastructure manager
2140a to a memory location associated with infrastructure manager 2140b. In some
examples, an intermediate staging area may be used to facilitate seamless transfer. At
a step 3316, the selected infrastructure manager 2140 may receive the transferred
records 1808 and any privacy labels correlated therewith, and at a step 3318, the
transferred records may be correlated with the privacy label 1812 provisioned to the
resource template 1814 hosting the new instance of resource 3214 on instance
manager 2140b. It will be appreciated that in some examples, certain steps of process
3300 may be omitted, such as where data is being transferred without redeployment of

resource 3214.

[000222] Although the present disclosure has been described with reference to
example embodiments, workers skilled in the art will recognize that changes may be
made in form and detail without departing from the spirit and scope of the claimed
subject matter. For example, although different example embodiments may have
been described as including one or more features providing one or more benefits, it is
contemplated that the described features may be interchanged with one another or
alternatively be combined with one another in the described example embodiments or
in other alternative embodiments. Because the technology of the present disclosure is
relatively complex, not all changes in the technology are foreseeable. The present
disclosure described with reference to the example embodiments and set forth in the
following claims is manifestly intended to be as broad as possible. For example,
unless specifically otherwise noted, the claims reciting a single particular element also

encompass a plurality of such particular elements.

89



WO 2016/122697 PCT/US2015/025768

WHAT IS CLAIMED IS:

l. A resource brokering apparatus, comprising:
memory; and
instructions stored in the memory, the instructions, when executed, to
cause a processor to
receive, for multiple different infrastructure managers, cost data
associated with hosting a resource;
select one of the infrastructure managers to host the resource based
on an analysis of the cost data; and
send an activation request to the selected infrastructure manager
requesting activation of a resource template to host the resource, the infrastructure
manager including an instruction to provision a privacy label to the resource
template, the privacy label correlatable with privacy labels stored in a database
and defined by correlated tree structures having schema unrestricted by relational
table structures, the privacy labels correlatable with records including user data
items associated with multiple different users, and the privacy labels

distinguishing among the users.

2. The apparatus of claim 1, wherein a first instance of the resource is hosted
by a first infrastructure manager, wherein the cost data includes cost data for the first
infrastructure manager and a second infrastructure manager, and wherein the instructions,
when executed, cause the processor to select one of the first and second infrastructure
managers based on an analysis of the cost data, and, in response to the processor selecting
the second infrastructure manager, to send the activation request to the second
infrastructure manager, the second activation request requesting activation of the resource

template to host a second instance of the resource.
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3. The apparatus of claim 2, wherein the instructions, when executed, cause
the processor to send a deactivation request to the first infrastructure manager requesting
deactivation of the first instance of the resource, the first infrastructure manager including

an instruction to de-provision the resource in response to the deactivation request.

4. The apparatus of claim 2, wherein the instructions, when executed, cause
the processor to initiate transfer of a set of records associated with the resource from a
first memory location associated with the first infrastructure manager to a second

memory location associated with the second infrastructure manager.

5. The apparatus of claim 1, wherein the infrastructure manager includes an
instruction to receive a first configuration request from the resource template and to
respond to the resource template with an instruction to send a second configuration
request to an instance manager, the second configuration request including the privacy

label and requesting an application layer configuration for the resource.

6. A resource brokering method, comprising:

receiving cost data associated with hosting a resource from infrastructure
managers;

selecting one of the infrastructure managers to host the resource based on
an analysis of the cost data; and

sending an activation request to the selected infrastructure manager
requesting activation of a resource template to host the resource, the infrastructure
manager including an instruction to provision a privacy label to the resource template, the
privacy label correlatable with privacy labels stored in a database and defined by
correlated tree structures having schema unrestricted by relational table structures, the
privacy labels correlatable with records including user data items associated with

multiple different users, and the privacy labels distinguishing among the users.
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7. The method of claim 6, further comprising determining hosting cost
differentials among the infrastructure managers in order to provide the analysis of the

cost data.

8. The method of claim 7, wherein selecting the one of the infrastructure
managers includes selecting the infrastructure manager having the lowest costs associated

with hosting the resource.

9. The method of claim 6, further comprising receiving one of security
assessment data and efficiency data associated with hosting the resource from the

infrastructure managers.

10. The method of claim 9, further comprising selecting the one of the
infrastructure managers to host the resource based on the analysis of the cost data and an

analysis of the one of the security assessment data and the efficiency data.

11. A resource brokering system, comprising:
a processor;
memory in communication with the processor; and
instructions stored in the memory for directing the processor, the
instructions including
a brokering module to receive, for multiple different infrastructure
managers, cost data associated with hosting a resource, to select one of the
infrastructure managers to host the resource based on an analysis of the cost data,
and to send an activation request to the selected infrastructure manager requesting
activation of a resource template to host the resource; and
a provisioning module to provision a privacy label to the resource
template, the privacy label correlatable with privacy labels stored in a database
and defined by correlated tree structures having schema unrestricted by relational

table structures, the privacy labels correlatable with records including user data
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items associated with multiple different users, and the privacy labels

distinguishing among the users.

12.  The system of claim 11, wherein a first instance of the resource is hosted
by a first infrastructure manager, wherein the cost data includes cost data for the first
infrastructure manager and a second infrastructure manager, and wherein the brokering
module includes an instruction to select one of the first and second infrastructure
managers based on an analysis of the cost data, and, in response to the processor selecting
the second infrastructure manager, to send the activation request to the second
infrastructure manager, the second activation request requesting activation of the resource

template to host a second instance of the resource.

13. The system of claim 12, wherein the brokering module includes an
instruction to send a deactivation request to the first infrastructure manager requesting
deactivation of the first instance of the resource, the first infrastructure manager including

an instruction to de-provision the resource in response to the deactivation request.

14. The system of claim 12, wherein the brokering module includes an
instruction to initiate transfer of a set of records associated with the resource from a first
memory location associated with the first infrastructure manager to a second memory
location associated with the second infrastructure manager, and wherein the provisioning
module includes an instruction to correlate the set of records with the privacy label

provisioned to the resource template.

15. The system of claim 11, wherein the provisioning module includes an
instruction to receive a first configuration request from the resource template and to
respond to the resource template with an instruction to send a second configuration
request to an instance manager, the second configuration request including the privacy

label and requesting an application layer configuration for the resource.
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