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DETERMINING AND USING BRAND 
INFORMATION IN ELECTRONIC 

COMMERCE 

CROSS REFERENCES 

[ 0001 ] This application is a continuation of U.S. applica 
tion Ser . No. 16 / 170,415 by Lakshminarayanan et al . , 
entitled “ Determining and Using Brand Information in Elec 
tronic Commerce , " filed Oct. 25 , 2018 ; which is a continu 
ation of U.S. application Ser . No. 13 / 623,697 by Lakshmi 
narayanan et al . , entitled “ Determining and Using Brand 
Information in Electronic Commerce , ” filed Sep. 20 , 2012 , 
now U.S. Pat . No. 10,140,621 ; each of which is hereby 
incorporated by reference in its entirety . 

[ 0009 ] FIG . 4 illustrates a flow diagram showing brand 
prediction functionalities or operations implemented by the 
modules of FIG . 3 according to some embodiments . 
[ 0010 ] FIG . 5A illustrates an example brand weight or 
occurrence table / matrix specific to a set of GTIN prefixes 
according to some embodiments . 
[ 0011 ] FIG . 5B illustrates an example brand probability 
distribution table / matrix according to some embodiments . 
[ 0012 ] FIG . 6 illustrates a flow diagram showing uses of 
the brand classification model of FIG . 4 according to some 
embodiments . 
[ 0013 ] FIG . 7 illustrates a flow diagram for determining 
brand synonyms according to some embodiments . 
[ 0014 ] FIGS . 8A - 8E illustrate tables / matrices generated to 
determine brand synonyms in FIG . 7 according to some 
embodiments . 
[ 0015 ] FIG . 9 illustrates a flow diagram showing example 
uses of the brand synonym map according to some embodi 
ments . 
[ 0016 ] FIG . 10 illustrates a diagrammatic representation 
of a machine in the example form of a computer system 
within which a set of instructions , for causing the machine 
to perform any one or more of the methodologies of FIGS . 
2-9 according to some embodiments . 
[ 0017 ] The headings provided herein are for convenience 
only and do not necessarily affect the scope or meaning of 
the terms used . 

TECHNICAL FIELD 

[ 0002 ] The present application relates generally to sys 
tems and methods to facilitate use of brand names in an 
online marketplace . 

BACKGROUND 

DETAILED DESCRIPTION 

source 

[ 0003 ] An electronic marketplace offers a large number of 
items for sale . It is not uncommon for some electronic 
marketplaces to offer upwards of hundreds of thousands or 
millions of items for sale . Each item to be offered for sale is 
submitted to the electronic marketplace , the submission 
including information about the item such as an item name , 
item description , and item image . If the item is associated 
with a recognizable manufacturer , distributor , or otherwise a 

the item being a brand name itemsuch source or 
brand name information may be submitted to the electronic 
marketplace . 
[ 0004 ] A plurality of persons may enter item information 
corresponding to the plurality of items to be offered by the 
electronic marketplace . For example , the plurality of persons 
can be a plurality of sellers , each seller submitting one or 
more items to the electronic marketplace . A multitude of 
contributors , however , increases the possibility of non 
uniformity in item information among the submitted items . 
Even identical items may be submitted with differing item 
information , such as non - identical brand names . Non - uni 
formity in item information or descriptions among items in 
a catalog increases inefficiencies and inaccuracies in down 
stream processes involving use of the stored item informa 
tion . For example , incorrect or incomplete identification of 
items may occur in response to product search requests due 
to the non - uniformity in item information in the product 
catalog . 

[ 0018 ] Described in detail herein is an apparatus and 
method for determining brand names and using brand names 
in an electronic commerce environment . In one embodi 
ment , product information of items in a product catalog and 
product information captured from crawling the web are 
available . Product information for a given item can include 
a product identification number as well as a brand name . 
Such product identification numbers and brand names across 
a large plurality of items are used to predict a brand for a 
new item being submitted to the product catalog . The brand 
prediction may be useful to fill in missing brand information 
for the new item being submitted , or to validate the brand 
information provided for the new item . The product identi 
fication numbers and brand names across a large plurality of 
items are also used to determine brand synonyms . Knowl 
edge of brand synonyms improves accuracy of product 
searching , product matching , product aggregation , product 
deduping , product attribute value normalization , and the 
like . 
[ 0019 ] The following description is presented to enable 
any person skilled in the art to create and use a computer 
system configuration and related method and article of 
manufacture to determine and use brand name information 
in an electronic commerce environment . Various modifica 
tions to the example embodiments will be readily apparent 
to those skilled in the art , and the generic principles defined 
herein may be applied to other embodiments and applica 
tions without departing from the scope of the invention . 
Moreover , in the following description , numerous details are 
set forth for the purpose of explanation . However , one of 
ordinary skill in the art will realize that the invention may be 
practiced without the use of these specific details . In other 
instances , well - known structures and processes are not 
shown in block diagram form in order not to obscure the 
description of the invention with unnecessary detail . Thus , 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0005 ] Some embodiments are illustrated by way of 
example and not limitations in the figures of the accompa 
nying drawings , in which : 
[ 0006 ] FIG . 1 illustrates a network diagram depicting an 
example system for facilitating use of brands according to 
some embodiments . 
[ 0007 ] FIG . 2 illustrates a block diagram of additional 
details of the example system of FIG . 1 according to some 
embodiments . 
[ 0008 ] FIG . 3 illustrates a block diagram showing brand 
identification and usage for an electronic marketplace imple 
mented in modules according to some embodiments . 
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the present disclosure is not intended to be limited to the 
embodiments shown , but is to be accorded the widest scope 
consistent with the principles and features disclosed herein . 
[ 0020 ] FIG . 1 illustrates a network diagram depicting an 
example system 100 to facilitate classification and use of 
brands associated with goods , product , and / or services ( col 
lectively referred to as items ) in an electronic commerce 
( e - commerce ) , electronic marketplace , and / or online mar 
ketplace environment according to some embodiments . A 
networked system 102 forms a network - based publication 
system that provides server - side functionality , via a network 
104 ( e.g. , the Internet or Wide Area Network ( WAN ) ) , to one 
or more clients and devices . FIG . 1 further illustrates , for 
example , one or both of a web client 106 ( e.g. , a web 
browser ) and a programmatic client 108 executing on device 
machines 110 and 112. In one embodiment , the publication 
system 100 comprises a marketplace system . In another 
embodiment , the publication system 100 comprises other 
types of systems such as , but not limited to , a social 
networking system , a matching system , an electronic com 
merce ( e - commerce ) system , and the like . 
[ 0021 ] Each of the device machines 110 , 112 comprises a 
computing device that includes at least a display and com 
munication capabilities with the network 104 to access the 
networked system 102. The device machines 110 , 112 
comprise , but are not limited to , work stations , computers , 
general purpose computers , Internet appliances , hand - held 
devices , wireless devices , portable devices , wearable com 
puters , cellular or mobile phones , portable digital assistants 
( PDAs ) , smart phones , tablets , ultrabooks , netbooks , lap 
tops , desktops , multi - processor systems , microprocessor 
based or programmable consumer electronics , game con 
soles , set - top boxes , network PCs , mini - computers , and the 
like . Each of the client machines 110 , 112 may connect with 
the network 104 via a wired or wireless connection . For 
example , one or more portions of network 104 may be an ad 
hoc network , an intranet , an extranet , a virtual private 
network ( VPN ) , a local area network ( LAN ) , a wireless 
LAN ( WLAN ) , a wide area network ( WAN ) , a wireless 
WAN ( WWAN ) , a metropolitan area network ( MAN ) , a 
portion of the Internet , a portion of the Public Switched 
Telephone Network ( PSTN ) , a cellular telephone network , a 
wireless network , a WiFi network , a WiMax network , 
another type of network , or a combination of two or more 
such networks . 
[ 0022 ] Each of the device machines 110 , 112 includes one 
or more applications ( also referred to as “ apps ” ) such as , but 
not limited to , a web browser , messaging application , elec 
tronic mail ( email ) application , an e - commerce site appli 
cation ( also referred to as a marketplace application ) , and the 
like . In some embodiments , if the e - commerce site applica 
tion is included in a given one of the device machines 110 , 
112 , then this application is configured to locally provide the 
user interface and at least some of the functionalities with 
the application configured to communicate with the net 
worked system 102 , on an as needed basis , for data and / or 
processing capabilities not locally available ( such as access 
to a database of items available for sale , to authenticate a 
user , to verify a method of payment , etc. ) . Conversely if the 
e - commerce site application is not included in a given one 
of the device machines 110 , 112 , the given one of the device 
machines 110 , 112 may use its web browser to access the 
e - commerce site ( or a variant thereof ) hosted on the net 
worked system 102. Although two device machines 110 , 112 

are shown in FIG . 1 , more or less than two device machines 
can be included in the system 100 . 
[ 0023 ] An Application Program Interface ( API ) server 114 
and a web server 116 are coupled to , and provide program 
matic and web interfaces respectively to , one or more 
application servers 118. The application servers 118 host one 
or more marketplace applications 120 and payment appli 
cations 122. The application servers 118 are , in turn , shown 
to be coupled to one or more databases servers 124 that 
facilitate access to one or more databases 126 . 
[ 0024 ] The marketplace applications 120 may provide a 
number of e - commerce functions and services to users that 
access networked system 102. E - commerce functions / ser 
vices may include a number of publisher functions and 
services ( e.g. , searching , listing , content viewing , payment , 
etc. ) . For example , the marketplace applications 120 may 
provide a number of services and functions to users for 
listing goods and / or services or offers for goods and / or 
services for sale , searching for goods and services , facili 
tating transactions , and reviewing and providing feedback 
about transactions and associated users . Additionally , the 
marketplace applications 120 may track and store data and 
metadata relating to listings , transactions , and user interac 
tions . In some embodiments , the marketplace applications 
120 may publish or otherwise provide access to content 
items stored in application servers 118 or databases 126 
accessible to the application servers 118 and / or the database 
servers 124. The payment applications 122 may likewise 
provide a number of payment services and functions to 
users . The payment applications 122 may allow users to 
accumulate value ( e.g. , in a commercial currency , such as 
the U.S. dollar , or a proprietary currency , such as “ points ” ) 
in accounts , and then later to redeem the accumulated value 
for products or items ( e.g. , goods or services ) that are made 
available via the marketplace applications 120. While the 
marketplace and payment applications 120 and 122 are 
shown in FIG . 1 to both form part of the networked system 
102 , it will be appreciated that , in alternative embodiments , 
the payment applications 122 may form part of a payment 
service that is separate and distinct from the networked 
system 102. In other embodiments , the payment applications 
122 may be omitted from the system 100. In some embodi 
ments , at least a portion of the marketplace applications 120 
may be provided on the device machines 110 and / or 112 . 
[ 0025 ] Further , while the system 100 shown in FIG . 1 
employs a client - server architecture , embodiments of the 
present disclosure is not limited to such an architecture , and 
may equally well find application in , for example , a distrib 
uted or peer - to - peer architecture system . The various mar 
ketplace and payment applications 120 and 122 may also be 
implemented as standalone software programs , which do not 
necessarily have networking capabilities . 
[ 0026 ] The web client 106 accesses the various market 
place and payment applications 120 and 122 via the web 
interface supported by the web server 116. Similarly , the 
programmatic client 108 accesses the various services and 
functions provided by the marketplace and payment appli 
cations 120 and 122 via the programmatic interface provided 
by the API server 114. The programmatic client 108 may , for 
example , be a seller application ( e.g. , the TurboLister appli 
cation developed by eBay Inc. , of San Jose , Calif . ) to enable 
sellers to author and manage listings on the networked 
system 102 in an off - line manner , and to perform batch 
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lication . The listing information may then be stored to one 
or more storage devices coupled to the networked system 
102 ( e.g. , databases 126 ) . Listings also may comprise prod 
uct description pages that display a product and information 
( e.g. , product title , specifications , and reviews ) associated 
with the product . In some embodiments , the product descrip 
tion page may include an aggregation of item listings that 
correspond to the product described on the product descrip 
tion page . 

mode communications between the programmatic client 108 
and the networked system 102 . 
[ 0027 ] FIG . 1 also illustrates a third party application 128 , 
executing on a third party server machine 130 , as having 
programmatic access to the networked system 102 via the 
programmatic interface provided by the API server 114. For 
example , the third party application 128 may , utilizing 
information retrieved from the networked system 102 , sup 
port one or more features or functions on a website hosted 
by the third party . The third party website may , for example , 
provide one or more promotional , marketplace , or payment 
functions that are supported by the relevant applications of 
the networked system 102 . 
[ 0028 ] FIG . 2 illustrates a block diagram showing com 
ponents provided within the networked system 102 accord 
ing to some embodiments . The networked system 102 may 
be hosted on dedicated or shared server machines ( not 
shown ) that are communicatively coupled to enable com 
munications between server machines . The components 
themselves are communicatively coupled ( e.g. , via appro 
priate interfaces ) to each other and to various data sources , 
so as to allow information to be passed between the appli 
cations or so as to allow the applications to share and access 
common data . Furthermore , the components may access one 
or more databases 126 via the data servers 128 . 
[ 0029 ] The networked system 102 may provide a number 
of publishing , listing , and / or price - setting mechanisms 
whereby a seller ( also referred to as a first user ) may list ( or 
publish information concerning ) goods or services for sale 
or barter , a buyer ( also referred to as a second user ) can 
express interest in or indicate a desire to purchase or barter 
such goods or services , and a transaction ( such as a trade ) 
may be completed pertaining to the goods or services . To 
this end , the networked system 102 may comprise at least 
one publication engine 202 and one or more selling engines 
204. The publication engine 202 may publish information , 
such as item listings or product description pages , on the 
networked system 102. In some embodiments , the selling 
engines 204 may comprise one or more fixed - price engines 
that support fixed - price listing and price setting mechanisms 
and one or more auction engines that support auction - format 
listing and price setting mechanisms ( e.g. , English , Dutch , 
Chinese , Double , Reverse auctions , etc. ) . The various auc 
tion engines may also provide a number of features in 
support of these auction - format listings , such as a reserve 
price feature whereby a seller may specify a reserve price in 
connection with a listing and a proxy - bidding feature 
whereby a bidder invoke automated proxy bidding . The 
selling engines 204 may further comprise one or more deal 
engines that support merchant - generated offers for products 
and services . 
[ 0030 ] A listing engine 206 ( also referred to as a backend 
product creation engine ) allows sellers to conveniently 
author listings of items or authors to author publications . In 
one embodiment , the listings pertain to goods or services 
that a user ( e.g. , a seller ) wishes to transact via the net 
worked system 102. In some embodiments , the listings may 
be an offer , deal , coupon , or discount for the good or service . 
Each good or service is associated with a particular category . 
The listing engine 206 may receive listing data such as title , 
description , and aspect name / value pairs . Furthermore , each 
listing for a good or service may be assigned an item 
identifier . In other embodiments , a user may create a listing 
that is an advertisement or other form of information pub 

[ 0031 ] The listing engine 206 also may allow buyers to 
conveniently author listings or requests for items desired to 
be purchased . In some embodiments , the listings may per 
tain to goods or services that a user ( e.g. , a buyer ) wishes to 
transact via the networked system 102. Each good or service 
is associated with a particular category . The listing engine 
206 may receive as much or as little listing data , such as title , 
description , and aspect name / value pairs , that the buyer is 
aware of about the requested item . In some embodiments , 
the listing engine 206 may parse the buyer's submitted item 
information and may complete incomplete portions of the 
listing . For example , if the buyer provides a brief description 
of a requested item , the listing engine 206 may parse the 
description , extract key terms and use those terms to make 
a determination of the identity of the item . Using the 
determined item identity , the listing engine 206 may retrieve 
additional item details for inclusion in the buyer item 
request . In some embodiments , the listing engine 206 may 
assign an item identifier to each listing for a good or service . 
[ 0032 ] In some embodiments , the listing engine 206 
allows sellers to generate offers for discounts on products or 
services . The listing engine 206 may receive listing data , 
such as the product or service being offered , a price and / or 
discount for the product or service , a time period for which 
the offer is valid , and so forth . In some embodiments , the 
listing engine 206 permits sellers to generate offers from the 
sellers ' mobile devices . The generated offers may be 
uploaded to the networked system 102 for storage and 
tracking . 
[ 0033 ] Searching the networked system 102 is facilitated 
by a searching engine 208. For example , the searching 
engine 208 enables keyword queries of listings published via 
the networked system 102. In example embodiments , the 
searching engine 208 receives the keyword queries from a 
device of a user and conducts a review of the storage device 
storing the listing information . The review will enable 
compilation of a result set of listings that may be sorted and 
returned to the client device ( e.g. , device machine 110 , 112 ) 
of the user . The searching engine 308 may record the query 
( e.g. , keywords ) and any subsequent user actions and behav 
iors ( e.g. , navigations ) . 
[ 0034 ] The searching engine 208 also may perform a 
search based on the location of the user . A user may access 
the searching engine 208 via a mobile device and generate 
a search query . Using the search query and the user's 
location , the searching engine 208 may return relevant 
search results for products , services , offers , auctions , and so 
forth to the user . The searching engine 208 may identify 
relevant search results both in a list form and graphically on 
a map . Selection of a graphical indicator on the map may 
provide additional details regarding the selected search 
result . In some embodiments , the user may specify as part of 
the search query a radius or distance from the user's current 
location to limit search results . 

may 
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[ 0035 ] The searching engine 208 also may perform a 
search based on an image . The image may be taken from a 
camera or imaging component of a client device or may be 
accessed from storage . 
[ 0036 ] In a further example , a navigation engine 210 
allows users to navigate through various categories , cata 
logs , or inventory data structures according to which listings 
may be classified within the networked system 102. For 
example , the navigation engine 210 allows a user to suc 
cessively navigate down a category tree comprising a hier 
archy of categories ( e.g. , the category tree structure ) until a 
particular set of listing is reached . Various other navigation 
applications within the navigation engine 210 may be pro 
vided to supplement the searching and browsing applica 
tions . The navigation engine 210 may record the various 
user actions ( e.g. , clicks ) performed by the user in order to 
navigate down the category tree . 
[ 0037 ] The buying engine 212 facilitates one or more 
buyers to purchase goods or services offered by the net 
worked system 102. The buying engine 212 may provide a 
user interface to receive indications of goods or services to 
be purchased , billing information , shipping information , 
shipping preferences , and the like for a buyer to initiate and 
complete a purchase of goods or services of interest . 
[ 0038 ] Additional modules and engines associated with 
the networked system 102 are described below in further 
detail . It should be appreciated that modules or engines may 
embody various aspects of the details described below . 
[ 0039 ] FIG . 3 illustrates a block diagram showing brand 
determination and usage for e - commerce or marketplace 
implemented in modules and libraries / data structures / data 
bases according to some embodiments . The modules com 
prise one or more software components , programs , applica 
tions , apps , or other units of code base or instructions 
configured to be executed by one or more processors 
included in the application servers 118 and / or third party 
server 130. The modules include a brand classifier module 
302 , an item aspects verification module 304 ( may be part of 
selling engines 204 ) , an item candidate validation module 
306 ( may be part of listing engine / backend product creation 
engine 206 ) , a brand synonym module 307 , and a search 
module 308. The modules 302-308 can communicate with 
each of a GTIN normalization library 310 and a brand 
normalization library 312 , in which libraries 310 , 312 may 
be included in databases 126. Although modules 302-308 
are shown as distinct modules in FIG . 3 , it should be 
understood that modules 302-308 may be implemented as 
fewer or more modules than illustrated . It should also be 
understood that any of modules 302-308 may communicate 
with one or more components included in the system 100 , 
such as database servers 124 , application servers 118 , third 
party server 130 , device machine 110 , or device machine 
112. Similarly , libraries 310 and 312 are shown as distinct 
libraries in FIG . 3. However , it is understood that the content 
of libraries 310 , 312 may be stored in fewer or more libraries 
than illustrates . 
[ 0040 ] FIG . 4 illustrates a flow diagram 400 showing 
brands prediction functionalities or operations implemented 
by the modules of FIG . 3 according to some embodiments . 
Brand prediction is also referred to as brand classification , 
brand classification prediction , brand probabilistic predic 
tion , brand modeling , brand classification modeling , or 
variants thereof . The operations of flow diagram 400 can be 
performed by a server included in the networked system 102 

( e.g. , API server 114 , web server 116 , or application servers 
118 ) and / or third party server 130. FIGS . 5A - 5B illustrate 
example tables or matrices associated with the brand pre 
diction functionalities of FIGS . 3 and 4. FIGS . 3 , 4 , and 
5A - 5B are described below in conjunction with each other . 
[ 0041 ] At a block 402 , the brand classifier module 302 
( also referred to as a brand predictor module ) is configured 
to convert a product identification number into a normalized 
GTIN . The product identification number ( also referred to as 
a product identifier ) includes identification information 
about a manufacturer , distributor , or source ; a product 
model ; and color or other variations of the product model , 
etc. associated with a particular item . The product identifi 
cation number comprises alpha numeric digits associated 
with a specific good / product / item such as , but not limited to , 
a universal product code ( UPC ) , international ( or European ) 
article number ( EAN ) , international article numbering asso 
ciation ( ISBN ) , or in accordance with other product identi 
fication numbering formats . AUPC can comprise 8- , 12- , 13 , 
or 14 - digit formats ; an EAN can comprise 8- , 13 , or 15 - digit 
formats ; and ISBN can comprise 10- or 13 - digit formats . 
Different product types may use different product identifi 
cation numbering formats . For example , each book title may 
be identified by a unique ISBN while electronics may be 
identified using UPCs . Due to the proliferation of formats , 
even for the same product type ( e.g. , UPC being any of four 
formats ) , the initial ) product identification number is con 
verted into a standard format , such as a 13 - digit GTIN ( also 
referred to as a normalized GTIN or normalized 13 - digit 
GTIN ) . Reference is made to the following links , which 
provide example algorithms to convert different types of 
product identification numbers ( UPC , EAN , and ISBN ) to a 
normalized 13 - digit GTIN : http://en.wikipedia.org/wiki/ 
Universal_Product_Code , http://www.nepc.gsl.org.sg/html/ 
DataDictionary / EANCode.htm , and http : // isbn - information . 
com / isbn10 - to - isbn13.html . 
[ 0042 ] Once the product identification number has been 
converted into a 13 - digit GTIN , the brand classifier module 
302 is configured to generate a set of GTIN prefixes corre 
sponding to the 13 - digit GTIN at a block 404. The normal 
ized GTIN comprises 13 alpha numeric digits , the first 12 
digits defining at least a unique manufacturer / distributor / 
source and a product / item / good and the last digit being a 
checksum digit . In particular , the first six to ten digits of the 
normalized GTIN encode manufacturer / distributor / source 
information ( representative of a brand or brand name ) . The 
set of GTIN prefixes comprises a first , second , third , fourth , 
and fifth GTIN prefix that are respectively the first six- , 
seven- , eight- , nine- , and ten - digits of the normalized GTIN . 
[ 0043 ] For example , let's assume that a 13 - digit GTIN is 
0639247860018. The corresponding set of GTIN prefixes 

063924 , 0639247 , 06392478 , 063924786 , and 
0639247860 . 

[ 0044 ] Next at a block 406 , the brand classifier module 
302 is configured to check for a match between any of the 
generated GTIN prefixes ( from block 404 ) and a file or 
database of known GTIN prefixes from existing listing items 
and production information captured from the Internet ( e.g. , 
such content stored in the GTIN normalization library 310 ) . 
If there is a prefix match ( yes branch of block 406 ) , then the 
known brand corresponding to the matching known GTIN in 
the file or database can be retrieved by ( or provided to ) the 

are : 
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are 
brand classifier module 302 at a block 408. This brand is 
referred to as a predicted brand for the product identification 
number . 
[ 0045 ] Otherwise there is no prefix match ( no branch of 
block 406 ) and the brand classifier module 302 proceeds to 
determine brand occurrences for the set of GTIN prefixes at 
a block 410. A brand weight table or matrix is generated 
using the set of GTIN prefixes ( from block 404 ) and a file 
or database of known brand occurrences ( e.g. , GTIN nor 
malization library 310 ) . This file or database is generated 
using all or a subset of items submitted to the networked 
system 100. Each item to be offered for sale is submitted to 
the networked system 100 including item information ( e.g. , 
item name , item description , product identification number , 
image , etc. ) associated with the respective item . The net 
worked system 100 can use the submitted item information 
for all or a subset of items to generate the file or database of 
known GTIN prefixes ( converting provided product identi 
fication numbers as necessary ) and corresponding brand 
occurrences ( from the provided item names and / or item 
descriptions ) . The file or database comprises an aggregation 
of the number of brand occurrences for each GTIN prefix , 
and is an extraction or summary of known / real item infor 
mation in the networked system 102. The file or database is 
accordingly also referred to as a weight file or brand 
occurrence file . The weight file may be updated on a periodic 
or ad hoc basis as item information is updated , the catalog 
of submitted items changes over time , and / or product infor 
mation captured from the web changes over time . 
[ 0046 ] A portion of a sample weight file is shown below , 
in which the leftmost column comprises GTIN prefixes , the 
middle column comprises a total count of the number of 
brand occurrences for the respective GTIN prefix , and the 
rightmost column comprises a breakdown of the specific 
brand names and corresponding count for the respective 
GTIN prefix 

0639247860018 and the corresponding set of GTIN prefixes 
063924 , 0639247 , 06392478 , 063924786 , and 

0639247860. Table / matrix 500 includes a GTIN prefix col 
umn 502 , a total occurrences column 504 , and occurrences 
by brand column 506. Each of the “ b1 , " " b2 , " etc. listed 
under column 506 represent a unique brand name . The brand 
predictor module 304 can extract the total occurrences and 
occurrences by brand data corresponding to the set of GTIN 
prefixes from the above weight file to generate table / matrix 
500. Notice that the number of distinct brands decreases as 
the GTIN prefix gets longer . 
[ 0048 ] Next at a block 412 , the brand classifier module 
302 is configured to generate a brand probability distribution 
for the set of GTIN prefixes . FIG . 5B illustrates an example 
brand probability distribution table / matrix 510 according to 
some embodiments . Table / matrix 510 continues the above 
example in which the 13 - digit GTIN is 0639247860018 . 
Table / matrix 510 includes a brand column 512 , followed by 
a series of GTIN prefix columns 514 , and a best probability 
column 516. The table / matrix 510 is populated by convert 
ing the contents of table / matrix 500 into probability num 
bers . For example , b1 occurs once in table / matrix 500 in the 
first row ( GTIN prefix 063924 ) . The probability of the 
occurrence of b1 is 25 / 100 = 0.250 . This probability is shown 
at location 518 of table / matrix 510. Similarly , the probability 
of the occurrence of b2 for GTIN prefix 063924 is 30 / 100 = 0 . 
3000 ( shown in location 520 ) , for GTIN prefix 0639247 is 
30 / 75 = 0.400 ( shown in location 522 ) , for GTIN prefix 
06392478 is 30 / 70-0.428 ( shown in location 524 ) , for GTIN 
prefix 063924786 is 30 / 65 = 0.461 ( shown in location 526 ) , 
and for GTIN prefix 0639247860 is 30 / 35 = 0.857 ( shown in 
location 528 ) . The highest or best probability number for 
each row is identified in the best probability column 516 . 

0014671638 51 maidenform - 34 ; charmed by maidenform - 15 ; maidenform's charmed - 2 ; 
00146716382 11 maidenform - 10 ; maidenform's charmed - 1 ; 

001467164 534 self expressions - 6 ; control it - 2 ; maidenform - 316 ; charmed by 
maidenform - 185 ; maidenform's charmed - 25 ; 

00146716410 13 maidenform - 6 ; charmed by maidenform - 6 ; maidenform's charmed - 1 ; 

0015961153 
00159611532 
00159611533 

65 milliken - 62 ; milliken carpets - 3 ; 
11 milliken - 9 ; milliken carpets - 2 ; 
11 milliken - 10 ; milliken carpets - 1 ; 

00165655 

001656553 
001656554 
0016565540 

00165655488 
001656555 

54 highnote records - 39 ; muse - 4 ; jdc records - 4 ; muse 
records - 5 ; www.secondspin.com - 2 ; 

4 highnote records - 2 ; muse records - 1 ; www.secondspin.com - 1 ; 
24 highnote records - 19 ; muse - 1 ; muse records - 3 ; www . secondspin.com - 1 ; 
4 highnote records - 2 ; muse - 1 ; muse records - 1 ; 
2 highnote records - 1 ; muse records - 1 ; 

21 highnote records - 15 ; muse - 3 ; jdc records - 2 ; muse records - 1 ; 

As an example , the first row shows that for GTIN prefix 
0014671638 , a total of 51 brand occurrences exist , in which 
there are 34 occurrences of brand “ maidenform , ” 15 occur 
rences of brand " charmed by maidenform , " and 2 occur 
rences of brand “ maidenform's charmed . ” The weight file 
may be updated on a periodic or ad hoc basis as item 
information is updated and / or the catalog of submitted items 
changes over time . 
[ 0047 ] FIG . 5A illustrates an example brand weight or 
occurrence table / matrix 500 specific to the set of GTIN 
prefixes according to some embodiments . Table / matrix 500 
continues the above example in which the 13 - digit GTIN is 

The highest probability number for the second row ( brand 
b2 ) , for example , is found at location 528 and is duplicated 
under the best probability column 516 . 
[ 0049 ] Next at a block 414 , the brand classifier module 
302 is configured to identify or determine a predicted brand 
for the given product identification number ( which corre 
sponds to a particular GTIN and which in turn corresponds 
to a particular set of GTIN prefixes ) . The brand classifier 
module 302 identifies the best or highest brand probability 
score / value from the generated brand probability distribu 
tion in block 412. The predicted brand is the brand corre 
sponding to the best brand probability score in the generated 
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brand probability distribution . The best brand probability 
score represents the highest probability across all co - occur 
ring brands and all GTIN prefixes for the given product 
identification number . 
[ 0050 ] Continuing the above example , the best brand 
probability score in table / matrix 510 is 0.857 ( shown in 
location 530 ) . This value corresponds to brand b2 . Thus , 
brand b2 is the predicted brand for the set of GTIN prefixes 
063924 , 0639247 , 06392478 , 063924786 , and 0639247860 . 
[ 0051 ] Last , at a block 416 , the brand classifier module 
302 is configured to provide the predicted brand name along 
with the brand probability score . 
[ 0052 ] FIG . 4 thus illustrates operations to predict a brand 
based on a given product identification number or GTIN . 
[ 0053 ] FIG . 6 illustrates a flow diagram 600 showing uses 
of the brand classification of FIG . 4 according to some 
embodiments . The operations of flow diagram 600 can be 
performed by a server included in the networked system 102 
( e.g. , API server 114 , web server 116 , or application servers 
118 ) and / or third party server 130. At a block 602 , the 
networked system 102 receives item information associated 
with submission of a new item to be offered for sale ( or at 
least listed ) . As an example , a seller may interface with input 
fields or screens provided by the networked system 102 to 
input information about the item being submitted such as , 
but not limited to , a product identification number ( e.g. , 
UPC , EAN , ISBN ) , brand ( e.g. , AppleTM ) , product model 
( e.g. , iPad 2 ) , item specification ( e.g. , color , size , configu 
ration , included accessories , etc. ) , and / or photos of the item . 
[ 0054 ] Next at a block 604 , the item aspects verification 
module 304 and / or product candidate validation module 306 
checks whether a product identification number is included 
in the item submission information at block 602. If there is 
no product identification number provided ( no branch of 
block 604 ) , then the flow diagram 600 ends . Otherwise a 
product identification number has been provided ( yes branch 
of block 604 ) , and the brand classifier module 302 is 
configured to determine a predicted brand based on the 
received product identification number at a block 606. Block 
606 includes using the GTIN normalization library 310 to 
normalize the received product identification number into a 
13 digit GTIN and predicting the brand name corresponding 
to the 13 digit GTIN . In other words , block 606 comprises 
performing the operations of blocks 402-416 of FIG . 4 . 
[ 0055 ] Once the predicted brand has been determined or 
identified , a check is performed to see whether a brand name 
is included in the received item information ( block 608 ) . If 
there is no brand name included in the received item 
information ( no branch of block 608 ) , then the product 
candidate validation module 306 is configured to classify the 
newly submitted item ( along with its item information ) 
using the predicted brand determined in block 606. In effect , 
the product candidate validation module 306 is filling in the 
missing brand information for the newly submitted item 
with the predicted brand . Then at a block 610 , the item 
information , including the predicted brand , for the newly 
submitted item is stored in a catalog of items available for 
sale . 
[ 0056 ] On the other hand if a brand name is included in the 
received item information ( yes branch of block 608 ) , then a 
validation check is performed at a block 612 to see whether 
the submitted brand name matches the predicted brand 
name . If there is a match ( yes branch of block 612 ) , then the 
product candidate validation module 306 classifies the 

newly submitted item ( along with its item information ) 
using the predicted brand ( or submitted brand , both of which 
are identical to each other ) at the block 609 . 
[ 0057 ] If the validation check reveals that the submitted 
brand name does not match the predicted brand name ( no 
branch of block 612 ) , then the product candidate validation 
module 306 is configured to notify the seller ( or other 
designated person ) of a possible error in the submitted brand 
information and suggest changing the submitted brand infor 
mation to the predicted brand ( block 614 ) . Alternatively the 
product candidate validation module 306 may flag the 
inconsistency within the catalog but not necessarily notify 
the seller . As another alternative , the product candidate 
validation module 306 may replace the submitted brand with 
the predicted brand in the item information associated with 
the newly submitted item . In addition to the value of 
properly classifying items within the catalog for retrieval 
purposes ( discussed in detail below ) , sellers and buyers also 
benefit from having accurate and complete item descrip 
tions , particularly the item brand , published by the net 
worked system 102 to facilitate sale of items . 
[ 0058 ] FIG . 7 illustrates a flow diagram 700 for determin 
ing brand synonyms according to some embodiments . The 
operations of flow diagram 700 can be performed by a server 
included in the networked system 102 ( e.g. , API server 114 , 
web server 116 , or application servers 118 ) and / or third party 
server 130. At a block 702 , the brand synonym module 307 
is configured to identify from the above mentioned weight 
file a group of one or more GTIN prefixes having at least one 
co - occurring brand in common among them . FIG . 8A shows 
an example portion of the weight file in which rows 802 and 
804 have brand b2 in common but row 806 has no brand in 
common with either row 802 or 804. Assuming no other 
GTIN prefixes are associated with a brand in either rows 802 
or 804 , GTIN prefixes 04003121044 ( row 802 ) and 
04003121045 ( row 804 ) comprise the group of identified 
GTIN prefixes in this example . 
[ 0059 ] Next at a block 704 , the brand synonym module 
307 is configured to calculate / compute and generate a cosine 
similarity ( score ) table / matrix for each of the identified 
GTIN prefixes . A cosine similarity score provides a measure 
of the degree of similarity between two alpha numeric text 
strings , such as strings representative of brand names or 
variations of brand names . A cosine similarity score of 0 
indicates 100 % dissimilarity and 1 indicates 100 % similar 
ity . Reference is made to http://en.wikipedia.org/wiki/Co 
sine_similarity which discloses an algorithm for calculating 
cosine similarity scores . Continuing the example started in 
FIG . 8A , FIG . 8B illustrates an example cosine similarity 
table / matrix for the first GTIN prefix 04003121044 ( corre 
sponding to row 802 in FIG . 8A ) . In alternative embodi 
ments , other similarity scoring techniques may be used in 
place of cosine similarity . 
[ 0060 ] The brand synonym module 307 uses the cosine 
similarity table / matrix shown in FIG . 8B to identify each 
brand pair ( excluding same - brand pairs ) having a cosine 
similarity score that is equal to or greater than a pre - defined 
cosine similarity threshold at a block 706. In one embodi 
ment , the pre - defined cosine similarity threshold can be 
0.800 . In FIG . 8B , it can be seen that two brand pairs satisfy 
the condition : brand pair ( b1 , b2 ) having a cosine similarity 
score of 0.867 ( location 810 ) and brand pair ( b2 , b4 ) having 
a cosine similarity score of 0.929 ( location 812 ) . 



US 2020/0320545 A1 Oct. 8. 2020 
7 

[ 0061 ] Next at a block 708 , the brand synonym module 
307 is configured to determine a mini - cluster of brands in 
accordance with the identified brand pair ( s ) . The min - cluster 
comprises an aggregation or consolidation of the identified 
brand pair ( s ) into a single set , thereby eliminating duplicate 
brand ( s ) . Continuing the example , identified brand pairs ( b1 , 
b2 ) and ( b2 , b4 ) converts into a mini - cluster ( b1 , b2 , b4 ) for 
GTIN prefix 04003121044 ( corresponding to row 802 in 
FIG . 8A ) . 
[ 0062 ] If there is another identified GTIN prefix ( yes 
branch of block 710 ) , then blocks 704-708 are repeated for 
each subsequent identified GTIN prefix to generate a mini 
cluster for each of the identified GTIN prefixes . Continuing 
the example , FIG . 8C shows an example cosine similarity 
table / matrix corresponding to the second GTIN prefix 
04003121045 ( corresponding to row 804 in FIG . 8A ) . Only 
brand pair ( b2 , b5 ) ( location 820 ) has a sufficiently high 
enough cosine similarity score of 0.832 to qualify as a brand 
pair . Because there is only a single brand pair for this GTIN 
prefix , the mini - cluster is the same as the brand pair , namely 
( b2 , 65 ) . 
[ 0063 ] Once all of the mini - clusters for the identified 
GTIN prefixes have been determined ( no branch of block 
710 ) , the brand synonym module 307 is configured merge or 
aggregate the mini - cluster ( s ) into a larger consolidated 
brand - cluster at a block 712. The merging / aggregation com 
prises merging the mini - clusters and eliminating duplica 
tions of brands . The members of the brand - cluster comprise 
the brand synonyms for a given brand . Brand synonyms may 
also be referred to as similar brands , equivalent brands , a 
brand grouping , related brands , or variants thereof . Continu 
ing the example , mini - cluster ( b1 , b2 , b4 ) and mini - cluster 
( b2 , b5 ) can be combined into a brand - cluster ( b1 , b2 , 64 , 
b5 ) . 
[ 0064 ] Next at a block 714 , the brand synonym module 
307 is configured to determine a normalized representation 
of the given brand . The normalized form of the brand 
comprises the shortest length brand synonym selected from 
the brand - cluster . In the case where there is more than one 
brand synonym of the same shortest length , the shortest 
length brand synonym with the most occurrences is selected 
as the normalized form . The normalized form of the brand 
may be considered the brand shorthand . Continuing the 
example , FIG . 8D shows an example lookup - type of table 
providing brand synonyms and the normalized form of the 
brand . It is assumed that brand b4 is the short length brand 
synonym from the brand - cluster ( b1 , 62 , 64 , 65 ) , thereby 
being selected to be the normalized form of the brand . FIG . 
8E shows an example lookup - type brand synonym table for 
the normalized brand “ Sony . ” The second column resents 
a listing of the various brand synonyms for “ Sony , ” such as 
“ Sony Music Entertainment , ” “ Sony Columbia , ” and “ Sony 
Entertainment . " 
[ 0065 ] Last , at a block 716 , the brand synonyms with the 
corresponding normalized form ( also referred to as a map of 
brand synonyms ) are stored in a file or database to form the 
brand normalization library 312 . 
[ 0066 ] Blocks 702-716 can be repeated as many times as 
necessary to build a comprehensive map of brand synonyms 
based on existing item information in the items catalog . 
[ 0067 ] FIG . 9 illustrates a flow diagram 900 showing 
example uses of the brand synonym map according to some 
embodiments . The operations of flow diagram 900 can be 
performed by a server included in the networked system 102 

( e.g. , API server 114 , web server 116 , or application servers 
118 ) and / or third party server 130. At a block 902 , the 
networked system 102 receives item information associated 
with submission of a new item to be offered for sale ( or at 
least listed ) . As an example , a seller may interface with input 
fields or screens provided by the networked system 102 to 
input information about the item being submitted such as , 
but not limited to , a product identification number ( e.g. , 
UPC , EAN , ISBN ) , brand ( e.g. , AppleTM ) , product model 
( e.g. , iPad 2 ) , item specification ( e.g. , color , size , configu 
ration , included accessories , etc. ) , and / or photos of the item . 
[ 0068 ] Next at a block 904 , a check is performed to 
whether a brand name is included in the received item 
information . If no brand name is provided ( no branch of 
block 904 ) , then the flow diagram 900 ends . Otherwise a 
brand name is included ( yes branch of bock 904 ) , and the 
brand synonym module 307 and / or item aspects verification 
module 304 is configured to access the brand normalization 
library 312 ( populated from brand synonyms discussed with 
respect of FIG . 7 ) to look - up a normalized brand corre 
sponding to the brand included in the received item infor 
mation at a block 906. If no normalized brand is available 
( no branch of block 906 ) , then the flow diagram 900 ends . 
If a normalized brand is available ( yes branch of block 906 ) , 
then the normalized brand information is associated with the 
newly submitted item and stored accordingly . The availabil 
ity of normalized brand information for an item is useful for 
downstream processes such as , but not limited to , product 
searching , product matching , product aggregation , product 
deduping , product attribute value normalization , and the 
like . 
[ 0069 ] In this manner , historical or existing item informa 
tion in a product catalog and / or product information avail 
able on the web is used to determine a probabilistic predic 
tion of a product source identifier ( e.g. , brand name ) for each 
product identification number encoded in any one of a 
plurality of different formats . The various formatted product 
identification numbers are standardized into 13 - digit GTIN 
values . A weight file comprising a correlation of GTIN 
prefixes , count of occurrences of each given brand name , 
count of co - occurrences of each given brand name , and the 
relative co - occurrence probabilities is generated using the 
existing product catalog and / or product information avail 
able on the web . Based on such brand classification or 
prediction model , the brand names provided with subse 
quent items that are submitted and / or to be added to the 
product catalog can be validated . Even if no brand names are 
provided with the subsequent items , the weight file is used 
to predict a brand with a certain confidence score ( e.g. , 
filling in missing brand information ) based on the provided 
product identification number for a given subsequent item . 
[ 0070 ) Moreover , groupings of similar or equivalent brand 
names are determined using the weight file . A set of GTIN 
prefixes having co - occurring brand ( s ) within the weight file 
are identified . For each of the identified GTIN prefixes , the 
textual similarity of brand names corresponding to the given 
GTIN prefix is calculated . When the degree of textual 
similarity between a pair of non - identical brand names is at 
or above a pre - defined threshold value , the brand names in 
that pair are considered to be similar , equivalent , or syn 
onyms to each other . The aggregation of all of such brand 
pairs for the identified set of GTIN prefixes provides a 
grouping of a similar brand name . One of the brand names 
from the grouping is selected , usually the brand name of the 
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shortest text length , to be the normalized or shorthand brand 
name for the grouping . This process can be repeated as many 
times as necessary to identify all of the possible groupings 
of brand synonyms given data stored in the product catalog . 
Brand synonyms can be used to expand identification of 
items matching a user's request or search for items . Brand 
synonyms can also be used to expand identification of items 
to recommend to a user . Brand synonyms aids in comparison 
of items , especially new items being submitted for inclusion 
in the product catalog . 
[ 0071 ] FIG . 10 shows a diagrammatic representation of a 
machine in the example form of a computer system 1000 
within which a set of instructions , for causing the machine 
to perform any one or more of the methodologies discussed 
herein , may be executed . The computer system 1000 com 
prises , for example , any of the device machine 110 , device 
machine 112 , applications servers 118 , API server 114 , web 
server 116 , database servers 124 , or third party server 130 . 
In alternative embodiments , the machine operates as a 
standalone device or may be connected ( e.g. , networked ) to 
other machines . In a networked deployment , the machine 
may operate in the capacity of a server or a client machine 
in server - client network environment , or as a peer machine 
in a peer - to - peer ( or distributed ) network environment . The 
machine may be a server computer , a client computer , a 
personal computer ( PC ) , a tablet , a set - top box ( STB ) , a 
Personal Digital Assistant ( PDA ) , a smart phone , a cellular 
telephone , a web appliance , a network router , switch or 
bridge , or any machine capable of executing a set of 
instructions ( sequential or otherwise ) that specify actions to 
be taken by that machine . Further , while only a single 
machine is illustrated , the term “ machine ” shall also be 
taken to include any collection of machines that individually 
or jointly execute a set ( or multiple sets ) of instructions to 
perform any one or more of the methodologies discussed 
herein . 
[ 0072 ] The example computer system 1000 includes a 
processor 1002 ( e.g. , a central processing unit ( CPU ) , a 
graphics processing unit ( GPU ) , or both ) , a main memory 
1004 and a static memory 1006 , which communicate with 
each other via a bus 1008. The computer system 1000 may 
further include a video display unit 1010 ( e.g. , liquid crystal 
display ( LCD ) , organic light emitting diode ( OLED ) , touch 
screen , or a cathode ray tube ( CRT ) ) . The computer system 
1000 also includes an alphanumeric input device 1012 ( e.g. , 
a physical or virtual keyboard ) , a cursor control device 1014 
( e.g. , a mouse , a touch screen , a touchpad , a trackball , a 
trackpad ) , a disk drive unit 1016 , a signal generation device 
1018 ( e.g. , a speaker ) and a network interface device 1020 . 
[ 0073 ] The disk drive unit 1016 includes a machine 
readable medium 1022 on which is stored one or more sets 
of instructions 1024 ( e.g. , software ) embodying any one or 
more of the methodologies or functions described herein . 
The instructions 1024 may also reside , completely or at least 
partially , within the main memory 1004 and / or within the 
processor 1002 during execution thereof by the computer 
system 1000 , the main memory 1004 and the processor 1002 
also constituting machine - readable media . 
[ 0074 ] The instructions 1024 may further be transmitted or 
received over a network 1026 via the network interface 
device 1020 . 
[ 0075 ] While the machine - readable medium 1022 is 
shown in an example embodiment to be a single medium , 
the term " machine - readable medium ” should be taken to 

include a single medium or multiple media ( e.g. , a central 
ized or distributed database , and / or associated caches and 
servers ) that store the one or more sets of instructions . The 
term " machine - readable medium ” shall also be taken to 
include any medium that is capable of storing , encoding or 
carrying a set of instructions for execution by the machine 
and that cause the machine to perform any one or more of 
the methodologies of the present invention . The term 
“ machine - readable medium ” shall accordingly be taken to 
include , but not be limited to , solid - state memories , optical 
and magnetic media , and carrier wave signals . 
[ 0076 ] It will be appreciated that , for clarity purposes , the 
above description describes some embodiments with refer 
ence to different functional units or processors . However , it 
will be apparent that any suitable distribution of function 
ality between different functional units , processors or 
domains may be used without detracting from the invention . 
For example , functionality illustrated to be performed by 
separate processors or controllers may be performed by the 
same processor or controller . Hence , references to specific 
functional units are only to be seen as references to suitable 
means for providing the described functionality , rather than 
indicative of a strict logical or physical structure or organi 
zation . 
[ 0077 ] Certain embodiments described herein may be 
implemented as logic or a number of modules , engines , 
components , or mechanisms . A module , engine , logic , com 
ponent , or mechanism ( collectively referred to as a “ mod 
ule ” ) may be a tangible unit capable of performing certain 
operations and configured or arranged in a certain manner . 
In certain example embodiments , one or more computer 
systems ( e.g. , a standalone , client , or server computer sys 
tem ) or one or more components of a computer system ( e.g. , 
a processor or a group of processors ) may be configured by 
software ( e.g. , an application or application portion ) or 
firmware ( note that software and firmware can generally be 
used interchangeably herein as is known by a skilled artisan ) 
as a module that operates to perform certain operations 
described herein . 
[ 0078 ] In various embodiments , a module may be imple 
mented mechanically or electronically . For example , a mod 
ule may comprise dedicated circuitry or logic that is per 
manently configured ( e.g. , within a special - purpose 
processor , application specific integrated circuit ( ASIC ) , or 
array ) to perform certain operations . A module may also 
comprise programmable logic or circuitry ( e.g. , as encom 
passed within a general - purpose processor or other program 
mable processor ) that is temporarily configured by software 
or firmware to perform certain operations . It will be appre 
ciated that a decision to implement a module mechanically , 
in dedicated and permanently configured circuitry , or in 
temporarily configured circuitry ( e.g. , configured by soft 
ware ) may be driven by , for example , cost , time , energy 
usage , and package size considerations . 
[ 0079 ] Accordingly , the term “ module ” should be under 
stood to encompass a tangible entity , be that an entity that is 
physically constructed , permanently configured ( e.g. , hard 
wired ) , non - transitory , or temporarily configured ( e.g. , pro 
grammed ) to operate in a certain manner or to perform 
certain operations described herein . Considering embodi 
ments in which modules or components are temporarily 
configured ( e.g. , programmed ) , each of the modules or 
components need not be configured or instantiated at any 
one instance in time . For example , where the modules or 
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components comprise a general - purpose processor config 
ured using software , the general - purpose processor may be 
configured as respective different modules at different times . 
Software may accordingly configure the processor to con 
stitute a particular module at one instance of time and to 
constitute a different module at a different instance of time . 
[ 0080 ) Modules can provide information to , and receive 
information from , other modules . Accordingly , the described 
modules may be regarded as being communicatively 
coupled . Where multiples of such modules exist contempo 
raneously , communications may be achieved through signal 
transmission ( e.g. , over appropriate circuits and buses ) that 
connect the modules . In embodiments in which multiple 
modules are configured or instantiated at different times , 
communications between such modules may be achieved , 
for example , through the storage and retrieval of information 
in memory structures to which the multiple modules have 
access . For example , one module may perform an operation 
and store the output of that operation in a memory device to 
which it is communicatively coupled . A further module may 
then , at a later time , access the memory device to retrieve 
and process the stored output . Modules may also initiate 
communications with input or output devices and can oper 
ate on a resource ( e.g. , a collection of information ) . 
[ 0081 ] Although the present invention has been described 
in connection with some embodiments , it is not intended to 
be limited to the specific form set forth herein . One skilled 
in the art would recognize that various features of the 
described embodiments may be combined in accordance 
with the invention . Moreover , it will be appreciated that 
various modifications and alterations may be made by those 
skilled in the art without departing from the spirit and scope 
of the invention . 
[ 0082 ] The Abstract is provided to allow the reader to 
quickly ascertain the nature of the technical disclosure . It is 
submitted with the understanding that it will not be used to 
interpret or limit the scope or meaning of the claims . In 
addition , in the foregoing Detailed Description , it can be 
seen that various features are grouped together in a single 
embodiment for the purpose of streamlining the disclosure . 
This method of disclosure is not to be interpreted as reflect 
ing an intention that the claimed embodiments require more 
features than are expressly recited in each claim . Rather , as 
the following claims reflect , inventive subject matter lies in 
less than all features of a single disclosed embodiment . Thus 
the following claims are hereby incorporated into the 
Detailed Description , with each claim standing on its own as 
a separate embodiment . 

What is claimed is : 
1. A computer implemented method , comprising : 
receiving product identification information associated 

with a product being listed for sale ; 
predicting , by a hardware processor , a brand name for the 

product from a plurality of brand names based at least 
in part on the product identification information ; 

updating a product catalog to include a listing associated 
with the product that includes the predicted brand name 
based at least in part on associating the product with the 
predicted brand name ; 

receiving a search query to search the updated product 
catalog for one or more listings ; and 

causing presentation of the listing associated with the 
product that includes the predicted brand name based at 
least in part on the search query . 

2. The method of claim 1 , wherein receiving the product 
identification information comprises : 

receiving the product identification information that com 
prises a submitted brand name for the product . 

3. The method of claim wherein causing presentation of 
the listing further comprises : 

causing presentation of the listing that includes the sub 
mitted brand name . 

4. The method of claim 2 , further comprising : 
transmitting a notification indicating that the submitted 

brand name does not match the predicted brand name . 
5. The method of claim 2 , further comprising : 
transmitting a notification requesting to use the predicted 

brand name in the listing for the product instead of the 
submitted brand name . 

6. The method of claim wherein causing presentation of 
the listing comprises : 

causing presentation of the listing that comprises the 
predicted brand name that differs from the submitted 
brand name . 

7. The method of claim 2 , further comprising : 
replacing the submitted brand name associated with the 

product in the listing with the predicted brand name for 
the product based at least in part on the submitted brand 
name not matching the predicted brand name . 

8. The method of claim 1 , wherein receiving the product 
identification information comprises : 

receiving the product identification information that com 
prises a product identification number comprising at 
least one of a universal product code ( UPC ) , an inter 
national article number ( EAN ) , an international article 
numbering association ( ISBN ) , or a combination 
thereof . 

9. A system , comprising : 
a memory device for storing instructions ; 
a processor which , when executing the instructions , 

causes the system to perform operations comprising : 
receiving product identification information associated 

with a product being listed for sale ; 
predicting a brand name for the product from a plurality 

of brand names based at least in part on the product 
identification information ; 

updating a product catalog to include a listing associated 
with the product that includes the predicted brand name 
based at least in part on associating the product with the 
predicted brand name ; 

receiving a search query to search the updated product 
catalog for one or more listings ; and 

causing presentation of the listing associated with the 
product that includes the predicted brand name based at 
least in part on the search query . 

10. The system of claim 9 , wherein the instructions to 
receive the product identification information , when 
executed , further cause the system to perform operations 
comprising : 

receiving the product identification information that com 
prises a submitted brand name for the product . 

11. The system of claim 10 , wherein the instructions to 
cause presentation of the listing , when executed , further 
cause the system to perform operations comprising : 

causing presentation of the listing that includes the sub 
mitted brand name . 
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12. The system of claim 10 , wherein the processor , when 
executing the instructions , causes the system to perform 
operations comprising : 

transmitting a notification indicating that the submitted 
brand name does not match the predicted brand name . 

13. The system of claim 10 , wherein the processor , when 
executing the instructions , causes the system to perform 
operations comprising : 

transmitting a notification requesting to use the predicted 
brand name in the listing for the product instead of the 
submitted brand name . 

14. The system of claim 10 , wherein the instructions to 
cause presentation of the listing , when executed , further 
cause the system to perform operations comprising : 

causing presentation of the listing that comprises the 
predicted brand name that differs from the submitted 
brand name . 

15. The system of claim 10 , wherein the processor , when 
executing the instructions , causes the system to perform 
operations comprising : 

replacing the submitted brand name associated with the 
product in the listing with the predicted brand name for 
the product based at least in part on the submitted brand 
name not matching the predicted brand name . 

16. The system of claim 9 , wherein the instructions to 
receive the product identification information , when 
executed , further cause the system to perform operations 
comprising : 

receiving the product identification information that com 
prises a product identification number comprising at 
least one of a universal product code ( UPC ) , an inter 
national article number ( EAN ) , an international article 
numbering association ( ISBN ) , or a combination 
thereof . 

17. A non - transitory computer - readable medium compris 
ing instructions which , when read by a machine , cause the 
machine to perform operations comprising : 

receiving product identification information associated 
with a product being listed for sale ; 

predicting a brand name for the product from a plurality 
of brand names based at least in part on the product 
identification information ; 

updating a product catalog to include a listing associated 
with the product that includes the predicted brand name 
based at least in part on associating the product with the 
predicted brand name ; 

receiving a search query to search the updated product 
catalog for one or more listings ; and 

causing presentation of the listing associated with the 
product that includes the predicted brand name based at 
least in part on the search query . 

18. The non - transitory computer - readable medium of 
claim 17 , wherein the instructions to receive the product 
identification information , when executed , further cause the 
system to perform operations comprising : 

receiving the product identification information that com 
prises a submitted brand name for the product . 

19. The non - transitory computer - readable medium of 
claim 18 , wherein the instructions to cause presentation of 
the listing , when executed , further cause the system to 
perform operations comprising : 

causing presentation of the listing that includes the sub 
mitted brand name . 

20. The non - transitory computer - readable medium of 
claim 18 , wherein the instructions further cause the machine 
to perform operations , comprising : 

transmitting a notification indicating that the submitted 
brand name does not match the predicted brand name . 


