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(57) ABSTRACT

A feedback processing module includes a memory config-
ured to store feedback received from an encoder. The
feedback includes parameters associated with encoded
graphics content generated by a graphics engine. The feed-
back processing module also includes a processor config-
ured to generate configuration information for the graphics
engine based on the feedback. The graphics engine is
configured to execute a workload based on the configuration
information. In some cases, the feedback processing module
is also configured to receive feedback from a decoder that is
used to decode the graphics content that is encoded by the
encoder and generate the configuration information based on
the feedback received from the decoder.
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1
GRAPHICS RENDERING WITH ENCODER
FEEDBACK

BACKGROUND

Cloud services, such as cloud gaming and virtual desktop
applications, are used to perform computationally intensive
tasks such as executing game logic and rendering high-
resolution three-dimensional (3D) graphics. Shifting the
computationally intensive tasks to cloud servers allows such
applications to provide services to smart phones, tablets, and
other thin devices that lack the computational power to
execute the full application. For example, a cloud gaming
application implemented on a cloud server receives control
input from the client. The cloud gaming application uses the
control input to generate or modify a 3D scene that repre-
sents the game world. A graphics engine renders the scene
and the rendered scene is encoded for transmission from the
cloud server to the client device, which receives and decodes
the encoded video frames for presentation on a screen of the
client device. Thus, the client does not consume graphics
content received directly from the graphic engine. Instead,
the client consumes graphics content that has been encoded
(e.g., as a compressed bitstream) at the cloud server and then
decoded (e.g., by decompressing the compressed bitstream)
at the client. The encoder implemented at the cloud server
therefore determines, at least in part, the quality of the
images displayed on the screen of the client device.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure may be better understood, and its
numerous features and advantages made apparent to those
skilled in the art by referencing the accompanying drawings.
The use of the same reference symbols in different drawings
indicates similar or identical items.

FIG. 1 is a block diagram of a graphics processing system
according to some embodiments.

FIG. 2 is a block diagram of a feedback processing
module according to some embodiments.

FIG. 3 is an example of an image that is generated by a
graphics engine and encoded for transmission over a net-
work according to some embodiments.

FIG. 4 is a flow diagram of a method of configuring a
graphics engine based on feedback received from an encoder
that encodes graphics content produced by the graphics
engine according to some embodiments.

DETAILED DESCRIPTION

Cloud servers incorporate video encoders to compress
data for transmission over a network that connects the cloud
server to client devices. Video compression is typically
performed on the basis of two-dimensional (2D) video
codecs or multiview video codecs (MVCs) such as but not
limited to H.264/MVC, H.265 (HEVC), VP8, VP9, and
AV 1. In some cases, the graphics engine provides additional
information to assist the video encoder. For example, the
graphics engine provides depth information to the video
encoder, which uses this information to locate a region of
interest (ROI) in the image. The encoder then allocates
additional bits for encoding the portion of the image in the
ROI. For another example, the graphics engine provides
graphics contexts to assist compression of the video images.
In some cases, encoding parameters such as the encoding
frame rate or quantization are modified in response to
changing network conditions including changes in band-
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width, round trip times, jitter, and the like. However, the
graphics engine remains unaware of the adaptations per-
formed at the encoder because the conventional cloud server
does not include channels for communication of information
from the encoder back to the graphics engine. The lack of
feedback results in lower visual quality of the encoded
bitstream and unnecessary computation at the graphics
engine. For example, the graphics engine enables a full suite
of 3D effects to render highly textured content but, in some
cases, encoder constraints prevent the encoder from deliv-
ering the graphics content at the quality level produced by
the graphics engine, which degrades the user experience.

FIGS. 1-4 disclose apparatuses, systems, and methods of
providing feedback from an encoder to a feedback process-
ing module to increase efficiency of graphics processing in
a cloud server, while conserving bandwidth and maintaining
the quality of user experience at a client device. The feed-
back processing module generates information used to con-
figure a graphics engine that provides graphics content to the
encoder. In some embodiments, the feedback provided by
the encoder includes information such as a bit rate cost for
different regions in the graphics content, an available band-
width, a variance in the graphics content, motion activity in
the graphics content, detection of a change of scene in the
graphics content, quantization strength, spatial variance,
prediction mode, objective quality metrics, and the like. The
feedback can also include information associated with pre-
processing of the graphics content prior to encoding or
post-processing at receiver after decoding the encoded
graphics content graphics content. For example, the pre-
processing or post-processing information includes Fast
Fourier Transform (FFT) parameters, discrete cosine trans-
form (DCT) parameters, histograms, edge detection results,
text detection results, and the like. Some embodiments of the
feedback processing module also receive feedback from a
decoder that is used to decode the encoded graphics content.
The feedback processing module is implemented using a
field programmable gate array (FPGA), a central processing
unit (CPU), a graphics processing unit (GPU), a fixed
function hardware block, or other processing unit. The
feedback processing module generates the configuration
information using instructions provided by the application,
an empirically generated lookup table, a close-loop control
method, machine learning, a neural network, regressive
modeling, and the like.

The feedback processing module provides the configura-
tion information to the graphics engine, which modifies
rendering settings or other options based on the configura-
tion information. For example, the feedback processing
module uses bit rate costs for different regions of the picture
to generate configuration information indicating that the
graphics engine should turn off 3D effects in portions of the
picture that have relatively high bit rate costs. For another
example, the feedback processing module instructs the
graphics engine to turn off some 3D rendering effects in
response to receiving feedback information indicating that
there is insufficient bandwidth to support the encoder quan-
tization of high-quality 3D rendering effects. For yet another
example, the feedback processing module instructs the
graphics engine to modify a rendering frame rate in response
to feedback information indicating that the encoder is able to
vary its frame rate on a predetermined frame boundary to
reduce the bandwidth of the encoded bitstream. For yet
another example, the feedback processing module instructs
the graphics engine to render the graphics content at a lower
image resolution based on the encoder statistics received in
feedback from the encoder.
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FIG. 1 is a block diagram of a graphics processing system
100 according to some embodiments. The graphics process-
ing system 100 includes a graphics engine 105. Some
embodiments of the graphics engine 105 are implemented
using a graphics processing unit (GPU) that includes mul-
tiple processing elements (not shown in the interest of
clarity) for processing threads of instructions independently
or concurrently. For example, the graphics engine 105 is
implemented using a GPU that operates according to single-
instruction-multiple-data (SIMD) protocols. The graphics
engine 105 is configured to perform tasks such as executing
application logic (e.g., the logic used to control gaming
applications) and rendering high-resolution three-dimen-
sional (3D) graphics. The graphics engine 105 generates
graphics content that is used to present scenes, images, or
frames on a display 110.

The graphics engine 105 executes workloads to generate
graphics content, which is provided to the display 110 via a
network 115. In the illustrated embodiment, the graphics
engine 105 is implemented on a cloud server 120 that
communicates with the display 110 via the network 115. The
graphics content is therefore encoded for transmission over
the network 115 using an encoder 125, which is imple-
mented in some embodiments of the cloud server 120. At
least in part to conserve bandwidth within the network 115,
the encoder 125 compresses the graphics content received
from the graphics engine 105. Some embodiments of the
encoder 125 compress the graphics content using a two-
dimensional (2D) video codec or a multiview video codec
(MVCs) such as but not limited to H.264/MVC, H.265
(HEVC), VP8, VP9, AV1. A decoder 130 receives the
encoded graphics content from the encoder 125 via the
network 115 and decodes the encoded graphics content. The
decoded graphics content is then provided to the display 110
for presentation to a user. Although the illustrated embodi-
ment depicts a cloud server 120 that provides content to a
display 110 via the network 115, some embodiments of the
techniques disclosed herein are equally applicable to other
graphics processing systems in which the graphics engine
105 is separated from the display 110 by a wired or wireless
network that requires encoding and decoding of the graphics
content.

As discussed herein, the absence of feedback from the
encoder 125 to the graphics engine 105 results in lower
visual quality of the encoded bitstream and unnecessary
computation at the graphics engine 105. The cloud server
120 therefore includes a feedback processor 135 to receive
feedback 140 from the encoder 125 and provide configura-
tion information to the graphics engine 105. The feedback
processor 135 therefore provides channels for communica-
tion of information from the encoder 125 back to the
graphics engine 105 so that the graphics engine 105 is aware
of adaptations performed at the encoder 125. Some embodi-
ments of the feedback processor 135 receive feedback 140
that includes parameters associated with encoded graphics
content generated by the graphics engine 105. The feedback
processor 135 is configured to generate configuration infor-
mation for the graphics engine 105 based on the feedback
140. Some embodiments of the feedback processor 135 are
also configured to receive feedback 145 from the decoder
130 and generate the configuration information based on the
feedback 145 received from the decoder 130. The graphics
engine 105 is configured using the configuration information
generated by the feedback processor 135 and, once so
configured, the graphics engine 105 executes one or more
workloads to generate graphics content.
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FIG. 2 is a block diagram of a feedback processing
module 200 according to some embodiments. The feedback
processing module 200 is used to implement some embodi-
ments of the feedback processor 135 shown in FIG. 1. The
feedback processing module 200 receives encoder feedback
205 such as the feedback 140 shown in FIG. 1. Some
embodiments of the feedback 205 include statistical infor-
mation received from an encoder that is used to encode raw
graphics content received from a graphics engine. For
example, the feedback 205 includes a bit rate cost for
different regions-of-interest (ROIs) in the graphics content,
an available bandwidth in a network such as the network 115
shown in FIG. 1, a variance in the graphics content, motion
activity in the graphics content, detection of a change of
scene in the graphics content, a quantization strength, a
spatial variance, a prediction mode, objective quality met-
rics, and the like. Some embodiments of the feedback 205
also include information associated with preprocessing of
the graphics content prior to encoding or post-processing at
a receiver after decoding the encoded graphics content. For
example, the pre-processing or post-processing information
includes Fast Fourier Transform (FFT) parameters, discrete
cosine transform (DCT) parameters, histograms, edge detec-
tion results, text detection results, and the like.

In the illustrated embodiment, the feedback processing
module 200 receives decoder feedback 210 from a decoder
such as the decoder 130 shown in FIG. 1. The decoder
feedback 210 is optional and not provided to the feedback
processing module 200 in some embodiments, as indicated
by the dashed line. The decoder feedback 210 includes
information characterizing the decoding process performed
by the decoder. For example, the decoder feedback 210
includes information indicating a display size or resolution
of'the display that is to present the decoded graphics content,
which impacts an assessment of how the graphics content is
generated for the display. For another example, the decoder
feedback 210 includes information indicating whether the
decoder is successfully decoding the encoded graphics con-
tent in real time, which impacts a determination of the frame
rate for the graphics content. The frame rate is increased if
the decoder is successfully decoding the encoded graphics in
real-time and decreased if the decoder is not able to keep up
with decoding at the current frame rate. For yet another
example, the decoder feedback 210 includes information
identifying supported or unsupported codec tools, which is
used to decide whether to perform different types of ren-
dering. Rendering content to sub-pixel movement unneces-
sarily consumes resources if the decoder does not support
sub-pixel motion compensation. In that case, the graphics
engine is configured to only render content to full-pixel
movement.

The feedback processing module 200 also includes a
processor 215 and a memory 220. The processor 215 is used
to execute instructions stored in the memory 220 and to store
information in the memory 220 such as the results of the
executed instructions. The memory 220 stores the encoder
feedback 205 and, if available, the decoder feedback 210 so
that the processor 215 is able to access the encoder feedback
205 and, if available, the decoder feedback 210. The pro-
cessor 215 generates configuration information for a graph-
ics engine (such as the graphics engine 105 shown in FIG.
1) based on the encoder feedback 205 and, if available, the
decoder feedback 210.

Some embodiments of the processor 215 generate con-
figuration information that is used to improve the quality of
the image presented on the display. The encoder provides
feedback that includes bit rate costs for different regions
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within the image. For example, the information includes a
relatively high bit rate cost for regions at the top of the
picture that are relatively static such as background portions
of the image. The information therefore indicates that the
encoder is allocating too many bits to encode these regions
of the image, which results in other portions of the image
being encoded using a smaller number of bits and therefore
at lower quality. The processor 215 therefore generates
configuration information that is used to configure the
graphics engine to determine that the regions near the top of
the image are in the background (e.g., using a bit depth
map). The graphics engine turns off effects such as 3D
effects in these regions, which allows the encoder to com-
press the graphics content that represents these regions more
efficiently and at a higher quality. Moreover, the bits that are
saved by reducing the complexity of the graphics content in
the background regions are then available to improve the
quality of other regions in the image such as foreground
regions or highly variable regions.

Some embodiments of the processor 215 generate con-
figuration information that is used to conserve power in the
graphics engine or encoder. The encoder provides feedback
indicating that the available network bandwidth is not suf-
ficient to support the large degrees of quantization needed to
encode high-quality 3D rendering effects in all regions of the
image. The processor 215 then generates configuration
information that is used to configure the graphics engine to
turn off any unnecessary 3D effects, which allows the
graphics engine to conserve power by utilizing fewer GPU
cycles or consuming less memory and performing fewer
memory access requests.

Some embodiments of the processor 215 generate con-
figuration information that is used to vary a frame rate or
images generated by the graphics engine. The encoder
provides feedback indicating that the available network
bandwidth is not sufficient to maintain a current image
quality at the frame rate currently being used to render
frames by the graphics engine. The encoder is able to vary
its frame rate on predetermined boundaries in the graphics
content. For example, the encoder uses frame rates of 30
frames per second (FPS), 50 FPS, 60 FPS, and the like. The
processor 215 therefore generates configuration information
that is used to configure the graphics engine to modify the
frame rate used to render images. For example, the processor
215 generates configuration information that configures the
graphics engine to reduce the rendering frame rate in
response to the feedback indicating insufficient network
bandwidth at the current frame rate.

Some embodiments of the processor 215 generate con-
figuration information that is used to vary a size or a
resolution of an image rendered by the graphics engine. The
encoder provides feedback including statistics representa-
tive of the encoding process. In some cases, the statistics
indicate whether motion depicted by the images is perceived
as smooth by the user. The quality of the user experience is
particularly important in graphics content produced by
games that frequently represent continuous movement of
elements within the image. The processor 215 therefore
generates configuration information that is used to configure
the graphics engine to modify the size of the resolution of
the rendered images. For example, if the statistics indicate
choppy or erratic motion, the configuration information is
used to configure the graphics engine to reduce the image
resolution (e.g., 1080p to 720p) to enhance the smoothness
of the motion represented in the images.

The processor 215 outputs rendering settings or options
225, which are provided to the graphics engine and used to
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configure the graphics engine. The rendering settings or
options 225 are provided at predetermined time intervals, in
response to events such as the encoder detecting a scene
change, in response to a request from the graphics engine,
and the like.

Some embodiments of the processor 215 are implemented
using one or more of a field programmable gate array
(FPGA), a central processing unit (CPU), a graphics pro-
cessing unit (GPU), a fixed function hardware block, and a
general purpose processing unit. Some embodiments of the
processor 215 are configured to generate the configuration
information based on one or more of instructions provided
by an application that produces the graphics content, an
empirically generated lookup table, a closed-loop control
method, machine learning, a neural network, and regressive
modeling.

FIG. 3 is an example of an image 300 that is generated by
a graphics engine and encoded for transmission over a
network according to some embodiments. Graphics content
representative of the image 300 is generated by some
embodiments of the graphics engine 105 shown in FIG. 1.
The image 300 includes a player 305 that is shooting a
basketball 310 at a hoop 315. The image 300 also includes
sky 320 in the background of the image 300 and ground 325.
The graphics content representative of the image 300 is
provided to an encoder such as the encoder 125 shown in
FIG. 1. The encoder encodes the graphics content, e.g., using
a compression algorithm to compress the received bitstream
representative of the image 300, and provides feedback to a
feedback processor such as the feedback processor 135
shown in FIG. 1.

The feedback includes information associated with dif-
ferent regions 330, 335 within the image 300. For example,
the feedback associated with the region 330 that includes a
portion of the sky 320 in the background of the image 300
includes information indicating a bit rate cost for encoding
the region 330. If the bit rate cost for the region 330 is
relatively high, which indicates that the encoder is expend-
ing an unnecessarily high number of bits to encode the
region 330, the feedback processor generates configuration
information to configure the graphics engine to reduce a
level of detail used to render the region 330 or to modify the
effects that are applied to render the region 330, as discussed
herein. For another example, the feedback associated with
the region 335 that includes the basketball 310 includes
statistics indicating that the pixel values in the region 335 are
changing rapidly due to motion of the basketball 310. The
feedback processor therefore generates configuration infor-
mation to configure the graphics engine to modify rendering
options or settings to account for the motion of the basket-
ball 310.

FIG. 4 is a flow diagram of a method 400 of configuring
a graphics engine based on feedback received from an
encoder that encodes graphics content produced by the
graphics engine according to some embodiments. The
method 400 is implemented in some embodiments of the
cloud server 120 shown in FIG. 1 and the feedback pro-
cessing module 200 shown in FIG. 2.

At block 405, the feedback processing module receives
feedback information from the encoder. As discussed herein,
the feedback information is generated based upon encoding
of the graphics content by the encoder. At block 410, the
feedback processing module receives feedback information
from a decoder that is configured to decode information
encoded by the encoder. As discussed herein, the decoder
optionally provides the feedback information and some
embodiments of the feedback processing module do not
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receive feedback information from the decoder, as indicated
by the dashed lines of the block 410.

At block 415, the feedback processing module generates
rendering settings or options based on the feedback received
from the encoder and, if available, the feedback received
from the decoder. At block 420, the feedback processing
module provides the rendering settings or options to the
graphics engine. At block 425, the graphics engine is con-
figured based on the rendering settings or options provided
by the feedback processing module.

In some embodiments, the apparatus and techniques
described above are implemented in a system comprising
one or more integrated circuit (IC) devices (also referred to
as integrated circuit packages or microchips), such as the
feedback processing module described above with reference
to FIGS. 1-4. Electronic design automation (EDA) and
computer aided design (CAD) software tools are used in the
design and fabrication of these IC devices. These design
tools typically are represented as one or more software
programs. The one or more software programs comprise
code executable by a computer system to manipulate the
computer system to operate on code representative of cir-
cuitry of one or more IC devices so as to perform at least a
portion of a process to design or adapt a manufacturing
system to fabricate the circuitry. This code can include
instructions, data, or a combination of instructions and data.
The software instructions representing a design tool or
fabrication tool typically are stored in a computer readable
storage medium accessible to the computing system. Like-
wise, the code representative of one or more phases of the
design or fabrication of an IC device are stored in and
accessed from the same computer readable storage medium
or a different computer readable storage medium.

A computer readable storage medium includes any non-
transitory storage medium, or combination of non-transitory
storage media, accessible by a computer system during use
to provide instructions and/or data to the computer system.
Such storage media can include, but is not limited to, optical
media (e.g., compact disc (CD), digital versatile disc
(DVD), Blu-Ray disc), magnetic media (e.g., floppy disc,
magnetic tape, or magnetic hard drive), volatile memory
(e.g., random access memory (RAM) or cache), non-volatile
memory (e.g., read-only memory (ROM) or Flash memory),
or microelectromechanical systems (MEMS)-based storage
media. The computer readable storage medium is embedded
in the computing system (e.g., system RAM or ROM),
fixedly attached to the computing system (e.g., a magnetic
hard drive), removably attached to the computing system
(e.g., an optical disc or Universal Serial Bus (USB)-based
Flash memory), or coupled to the computer system via a
wired or wireless network (e.g., network accessible storage
(NAS)).

In some embodiments, certain aspects of the techniques
described above are implemented by one or more processors
of a processing system executing software. The software
comprises one or more sets of executable instructions stored
or otherwise tangibly embodied on a non-transitory com-
puter readable storage medium. The software can include the
instructions and certain data that, when executed by the one
or more processors, manipulate the one or more processors
to perform one or more aspects of the techniques described
above. The non-transitory computer readable storage
medium can include, for example, a magnetic or optical disk
storage device, solid state storage devices such as Flash
memory, a cache, random access memory (RAM) or other
non-volatile memory device or devices, and the like. The
executable instructions stored on the non-transitory com-
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puter readable storage medium are in source code, assembly
language code, object code, or other instruction format that
is interpreted or otherwise executable by one or more
processors.

Note that not all of the activities or elements described
above in the general description are required, that a portion
of a specific activity or device is required, and that one or
more further activities are performed, or elements included,
in addition to those described. Still further, the order in
which activities are listed are not necessarily the order in
which they are performed. Also, the concepts have been
described with reference to specific embodiments. However,
one of ordinary skill in the art appreciates that various
modifications and changes can be made without departing
from the scope of the present disclosure as set forth in the
claims below. Accordingly, the specification and figures are
to be regarded in an illustrative rather than a restrictive
sense, and all such modifications are intended to be included
within the scope of the present disclosure.

Benefits, other advantages, and solutions to problems
have been described above with regard to specific embodi-
ments. However, the benefits, advantages, solutions to prob-
lems, and any feature(s) that may cause any benefit, advan-
tage, or solution to occur or become more pronounced are
not to be construed as a critical, required, or essential feature
of any or all the claims. Moreover, the particular embodi-
ments disclosed above are illustrative only, as the disclosed
subject matter may be modified and practiced in different but
equivalent manners apparent to those skilled in the art
having the benefit of the teachings herein. No limitations are
intended to the details of construction or design herein
shown, other than as described in the claims below. It is
therefore evident that the particular embodiments disclosed
above may be altered or modified and all such variations are
considered within the scope of the disclosed subject matter.
Accordingly, the protection sought herein is as set forth in
the claims below.

What is claimed is:

1. An apparatus comprising:

a feedback processor configured to generate configuration
information for a graphics engine based on encoder
feedback received from an encoder and on decoder
feedback received from a decoder, wherein the encoder
is used to encode graphics content generated by the
graphics engine, and wherein the configuration infor-
mation includes an indication of whether sub-pixel
motion compensation is supported based on the
decoder feedback;

wherein the graphics engine is configured to execute a
workload to generate graphics content for encoding by
the encoder based on the configuration information.

2. The apparatus of claim 1, wherein the encoder feedback
comprises at least one of motion information, quantization
strength, bit rate cost, spatial variance, prediction mode, and
objective quality metrics for one or more different regions of
graphics content.

3. The apparatus of claim 1, wherein the encoder feedback
comprises information indicating detection of a change of
scene in graphics content.

4. The apparatus of claim 1, wherein at least one of the
encoder feedback comprises information associated with
preprocessing of the graphics content prior to encoding or
the decoder feedback comprises information associated with
post-processing at a receiver after decoding the encoded
graphics content.

5. The apparatus of claim 4, wherein the information
associated with preprocessing or post-processing comprises
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at least one of a Fast Fourier Transform (FFT) parameter, a
discrete cosine transform (DCT) parameter, a histogram, an
edge detection result, and a text detection result.

6. The apparatus of claim 1, wherein the decoder feedback
comprises at least one of:

information indicating whether the decoder is success-

fully decoding the encoded graphics content in real
time; and

information identifying supported or unsupported codec

tools.

7. The apparatus of claim 1, wherein the processor is
configured to generate the configuration information based
on at least one of: instructions provided by an application
that produces the graphics content; an empirically generated
lookup table; a close-loop control process; machine learn-
ing; a neural network; and regressive modeling.

8. The apparatus of claim 1, further comprising:

modifying rendering settings of the graphics engine for a

first region of the graphics content and a second region
of'the graphics content to configure the graphics engine
to perform at least one of:
disabling at least one graphics effect in at least the first
region of the graphics content based on bit rate costs of
encoding at least the first region at the encoder;

disabling at least one graphics effect in at least one of the
first region of the graphics content in response to the
encoder feedback indicating that there is insufficient
bandwidth to support encoder quantization of the at
least one graphics effect;

modifying a rendering frame rate in response to the

encoder feedback indicating that the encoder is able to
vary its frame rate on a predetermined frame boundary
to reduce a bandwidth of an encoded bitstream repre-
senting the graphics content; and

reducing an image resolution used to render the graphics

content based on encoder statistics received in the
encoder feedback.
9. The apparatus of claim 1, wherein the encoder feedback
includes a first bit rate cost of encoding a first region of the
graphics content at the encoder and a second bit rate cost of
encoding a second region of the graphics content at the
encoder, and wherein the configuration information modifies
rendering settings of the graphics engine for the first region
based on the first bit rate cost and modifies the rendering
settings of the graphics engine for the second region based
on the second bit rate cost.
10. A method comprising:
receiving, at a feedback processing module, encoder
feedback from an encoder and decoder feedback
received from a decoder, wherein the encoder feedback
comprises parameters associated with encoding graph-
ics content generated by a graphics engine;

generating, at the feedback processing module, configu-
ration information for the graphics engine based on the
encoder feedback and the decoder feedback, the con-
figuration information comprising an indication of
whether sub-pixel motion compensation is supported
based at least in part on the decoder feedback;

configuring the graphics engine using the configuration
information; and

responsive to configuring the graphics engine, executing

at least one workload to generate graphics content for
encoding by the encoder at the graphics engine.

11. The method of claim 10, wherein receiving the
encoder feedback further comprises receiving at least one of
motion information, a quantization strength, bit rate cost,
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spatial variance, prediction mode, and objective quality
metrics for one or more different regions of the graphics
content.

12. The method of claim 10, wherein receiving the
encoder feedback comprises receiving information indicat-
ing detection of a change of scene in the graphics content.

13. The method of claim 10, wherein receiving the
encoder feedback comprises receiving at least one of infor-
mation associated with preprocessing of the graphics content
prior to encoding or post-processing after decoding the
encoded graphics content.

14. The method of claim 13, wherein receiving the
information associated with preprocessing or post-process-
ing comprises receiving at least one of a Fast Fourier
Transform (FFT) parameter, a discrete cosine transform
(DCT) parameter, a histogram, an edge detection result, and
a text detection result.

15. The method of claim 10, wherein receiving the
decoder feedback comprises receiving at least one of:

information indicating whether the decoder is success-

fully decoding the encoded graphics content in real
time; and

information identifying supported or unsupported codec

tools.
16. The method of claim 10, wherein generating the
configuration information comprises generating the configu-
ration information based on at least one of instructions
provided by an application that produces the graphics con-
tent, an empirically generated lookup table, a close-loop
control method, machine learning, a neural network, and
regressive modeling.
17. The method of claim 16, further comprising:
disabling at least one graphics effect in at least a first
region of the graphics content based on bit rate costs of
encoding at least the first region at the encoder;

disabling at least one graphics effect in the first region of
the graphics content in response to the encoder feed-
back indicating that there is insufficient bandwidth to
support encoder quantization of the at least one graph-
ics effect;

modifying a rendering frame rate in response to the

encoder feedback indicating that the encoder is able to
vary its frame rate on a predetermined frame boundary
to reduce a bandwidth of an encoded bitstream repre-
senting the graphics content; and

reducing an image resolution used to render the graphics

content based on encoder statistics received in the
encoder feedback.

18. An apparatus comprising:

a graphics engine configured to generate graphics content;

an encoder configured to encode the graphics content for

transmission and generate encoder feedback compris-
ing parameters associated with the encoding of the
graphics content; and

a feedback processing module configured to receive the

encoder feedback from the encoder and decoder feed-
back from a decoder,
the feedback processing module further configured to
generate configuration information for the graphics
engine based on the encoder feedback and the decoder
feedback, the configuration information indicating
whether sub-pixel motion compensation is supported
based at least in part on the decoder feedback,

wherein the graphics engine is reconfigured based on the
configuration information generated by the feedback
processing module.
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19. The apparatus of claim 18, wherein the graphics
engine is configured to perform at least one of:

disabling at least one graphics effect in at least one of a

plurality of regions of the graphics content based on bit
rate costs of encoding the plurality of regions at the 5
encoder;

disabling at least one graphics effect in at least one of the

plurality of regions of the graphics content in response

to the encoder feedback indicating that there is insuf-
ficient bandwidth to support encoder quantization of 10
the at least one graphics effect;

modifying a rendering frame rate in response to the

encoder feedback indicating that the encoder is able to
vary its frame rate on a predetermined frame boundary

to reduce a bandwidth of an encoded bitstream repre- 15
senting the graphics content; and

reducing an image resolution used to render the graphics

content based on encoder statistics received in the
encoder feedback.

20. The apparatus of claim 18, wherein the feedback 20
processing module is implemented using at least one of a
field programmable gate array (FPGA), a central processing
unit (CPU), a graphics processing unit (GPU), a fixed
function hardware block, and a general purpose processing
unit. 25



