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(54) Title: TRIMMING CONTENT FOR PROJECTION ONTO A TARGET

(57) Abstract: Systems and methods are provided
for trimming content for projection within the
bounds of a projection target. The systems and
methods trim the content for projection based on
one or more characteristics of the projection target,
including a shape, outline, and distance to the pro-

jection target. Moreover, the systems and methods
designate void areas where no content will be pro-
jected based on the one or more characteristics, and
the void areas will be generated or otherwise projec-
ted along with the content so that the content is pro-
jected onto the projection target and the void areas
are projected outside of the projection target such
that the projected content does not significantly
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spill onto surfaces or objects outside of the projec-
tion target.
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TRIMMING CONTENT FOR PROJECTION ONTO A TARGET
TECHNICAL FIELD

168811 Embodiments disclosed herein are generally directed to fitting
projections to a projection target. In particular, embodiments disclosed herein may

trirn condent for projection within boundaries of a target.

BACKGROUND
16462} Personal, mobile, or pico projectors may be used along with mobile
devices to project images or content from the mobile devices onto a target object.
The projected images or content may provide a user with a larger view than what is
currently available on their mobile device or may allow 3 user to sharc images or
comtent from their mobile device. Mobile projectors may also be used to enhance
augmented reality (AR} applications. AR is an emerging technology that allows a
user to change the way that thoy interact with the world. AR is a live, direct or
ndirect view of a physical, real-world eovironment wherein the eloments are
augmented by computer-generated sensor input such as sound, video, graphics, or
(GPS data. In some uses, AR is enabled by a device that has an image captare device
that captures images of the environment arcund a user and then uses objoct
recogoition algorithms for recognizing objects in the captured images for
augmentation. The user may then be provided with a view of the covironment
around the user on a display of the device with portions of the view augmented
based on the recognized objects, for example. Mobile projectors may allow for,
nstead of or in addition to displaying a view of the augmented environment on a
screen, recognizing an object and projecting content onto the actual object.

SUMMARY

[6083] Consistont with some embodiments, there is provided a method including
steps of determining a projection target, determining one or more bounds of the
projection target, determining a content area and a void arca based on the
determined one or more bounds, determining a scaling factor, generating content for
projection within the content area based on the scaling factor, and generating the
void area The method may also be embodied in a tangible, non-transient computer-

readable medium.
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[B8804] Consistent with some embodiments, there is also provided an apparatus,
ncluding a projector configured to project a content arca and a void area based on
One O more projection parameters of a projection target. The apparatus also
ncludes a camera configured o capture one or more images of a field of view
mechuding the projection target, one or more processors coupled to the projector and
the camera, the one or more processors configured to determine the one or more
projection parameters, and a memory coupled to the one or more processors.
[6805] Consistent with some embodiments, there is further provided a system
that mnclades a means for determining a projection target. The system also meludes
means for determining one or more bounds of the projection target, means for
determining a content arca and a void area based on the determined one or more
bounds, and means for determining a scaling factor. The system further includes
means for generating content for projection within the content arca based on the
scafing factor, and means for gencrating the void area.

BRIEF DESCRIPTION OF THE DRAWINGS
[8006] FIG. 11s a diagram illustrating a processing system, consistent with
some embodiments.
16807} FIGS. 2A-2D tllustrate an example of irroming content to fit within the
bounds of an area on a target object, consistent with some embodiments.
{6808} FIGS. 3A and 3B illostrate an example of rimming content to fit on an
object, consistent with some embodiments.
{6089} FIGS. 4A and 48 illustrate an example of trinuning content 1o it outside
the bounds of an object, consistent with some embodiments,
(6018} FIGS. SA and SB illustrate an example of trimming content, consistent
with some erabodiments.
18811} FIGS. 6A and 6B illustrate an example of trimming content to fit within
the bounds of a hand.
{8812} FIGS. 7A-7D illostrate an example of trinuning content based on a
detected gesture, consistent with some embodiments.
[8813] FIGS. 8A and 3B illustrate an example of trimming content to {it on
multiple objects, consistent with some embodiments.
8814} FIGS. 9A and 98 illustrate an cxamplc of irimming content to {it on

multiple parts of an object, consistent with some cmbodiments.
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[8015] FIGS. 10A and 10B illustrate an example of trimming content having
multiple images to fit on multiple objects, consistent with some embodiments.
8816} FI1G. 11 is a flowchart illustrating a method for trimming content,
consistent with some cmbodiments,
18617 FIG. 12 1s a flowchart llustrating a method for projecting a masked
image on an object, consistent with some embodiments.
{8818} FIG. 13 is a flowchart illustrating a method for projecting a masked alert
on a target, consistent with some embodiments.
[6419] FIG. 14 1s a flowchart llustrating a method for projecting a masked
content on a target based on a detected gesture, consistent with some embodiments.
18820} In the drawings, elements having the same designation have the same or
stratlar functions.

DETAILED DESCRIPTION
{8821} I the following description specific details arc sct forth describing
certain cmbodiments. Bt will be apparent, however, to one skilled in the art that the
disclosed embodiments may be practiced without some or all of these specific
details. The specific embodiments presented are meant to be illustrative, but not
Hmiting. One skilled io the art may realize other material that, although not
specifically described herein, is within the scope and spirit of this disclosure.
16822} As noted above, mobile projection devices may be vsed along with
mobhile devices to project images or content from the mobile devices onto a target
object to provide a user with a larger view than what is currently available on their
mobile device or to augment the target object to create an augmented reality.
However, there are situations when a projection may be inconvenient for a user and
even others nearby the user. For example, projections in public spaces may be
digtracting to others or may cnable others to view private content included i the
projection. Even if a user attempts to designate a projection target from which the
user may only be able to view the projection, the projection may be scaled too small
for the user to be able to casily view the projection or, if the projection is scaled
appropriately, the projection may still overlap the target sach that the projection
spills onto arcas beyond the target.
164231 Accordingly, what is needed are systems and methods for trinuning

content within a projected tmage to fit within the boundarics of a specific target.
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[8024] FIG. 11s a diagram illustrating a processing system 100, consistent with
some embodiments. Processing system 100 may be a mobile device sach as a
smartphone, a tablet computer, a personal compuier, a laptop or netbooks, a sei-top
hox (STB) such as provided by cable or satellite content providers, or a video gane
system consoles. Processing systemn 100 may also be 8 head-mounted display
{HMD)} or other wearable computing device. In some embodiments, processing
system 100 is implemented in an automobile, for exampie in an entertainment center
or console of an automobile, or is ncluded or implomented in a healtheare device
such as a smart insulin pump or smart insulin meter. According to some
embodiments, processing system 100 may be implomented vsing any appropriate
combination of hardware and/or software configured for capturing images and
projecting content. [n particular, processing system 100 may include any appropriate
combination of hardware and/or software having one or more processors and
capable of reading instructions stored on 2 non-transitory machine-readable medium
for execution by the one or maore processers for capturing images and projecting
content, Some conymon forms of machine-readable media includes, for example,
floppy disk, flexible disk, hard disk, magnetic tape, any other magnetic mediom,
C-ROM, any other optical medium, punch cards, paper tape, any other physical
medium with patterns of holes, RAM, PROM, EPROM, FLASH-EPROM, any other
memory chip or cartridge, and/or any other medinm from which one or more
processors or computer is adapted to read.

{8825} Processing systern 100 moay include network mterface component 102
configured for communication with a network, Consistent with some embodiments,
network interface component 102 may be configured to interface with a coaxial
cable, a fiber optic cable, a digital subscriber ling (BSL) modem, a public switched
telephone network (PSTN} modem, an Ethernet device, and/or various other types
of wired network conmmunication devices. Network interface component 102 may
also include one or more wircless fransceivers, wherein cach wireless transceiver
may wclude an antenna that s separable ot integral and is capable of ransmtiting
and receiving mformation according to a different wircless networking protocol,
such as Wi-Fi™ 3G, 4G, HSDPA, LTE, RF, NFC.

16826} Consistent with some embodiments, processing system 100 includes a
system bus 104 for interconnecting various components within processing system
100 and communicating fnformation between the various components. In some
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embodiments, the bus 104 is implemented in a System on Chip (50C) and conmects
varigus clements or components on the chip and/or cores of one or more processors.
Compoenents may include a processing component 106, which may be one or more
processors, contral processing units (CPLUs), image signal processors (ISPs),
micro-controllers, or digital signal processors (D3Ps), graphics processing vmits
{GPUs), and audio signal processors, which may inchude analog and/or digital audio
signal processors. Componenis may also include a memory component 108, which
may correspond to random access memory (RAM), read only memaory (ROM),
optical, magnetic, solid-state, or other memories such as deseribed above.

{8827} Consistent with some embodiments, processing system 100 may also
nclude a display component 110 for displaying information to a user. Display
component 110 may be a hiquid crystal display (LCD) sereen, an organic hight
emitting diode (OLED) sereen (inchiding active matrixn AMOLED screens), an LED
screen, a plasma display, or a cathode ray tube (CRT) display. Display component
110 may be futegrated with processing system 100, or may be separate from
processing system 100 and coupled to processing system 100, Processing system
100 may also inclade an input and navigation component 112, allowing for a user to
nput information and navigate along display compenent 110, Tnput and navigation
component 112 may include, for exanmple, a keyboard or key pad, whether physical
or virtual, a mouse, a trackball, or other such device, or a capacitive gr other
sensor-based touch screen.

[6928] Processing systern 100 may also include sensors 114 that capture data
associated with system 100 and/or 1ts surroundings. Sensors 114 may mclude, but
are not limited to, microphones or audio sensors, cameras, light sensors, proximity
sensors, ambient light sensors, pressure sensors, inertial sensors {(e.g.,
accelorometers and/or gyroscopes), magoctometers, eic. Sensors 114 may be used
mdividually or in combinations, such as sensor arrays or any other combinations.
Sensors 114 may be capable of operating interdependently or independently of ong
ancther. Sensors 114 may communicate with processing compounerd 106 through
system bus 104 in order to process data captured by sensors 114 consistent with
nstructions stored in, for example, memory component 108 and other modales, and
to generate or otherwise obtain metadata associated with captured data.

16829 Processing system 100 may also include a camera 116, In some
embodiments, camera 116 may be a visible Hght camera or a depth-sensing camera,
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such as the Microsofi® Xbox™ Kinect™ camera. Camera 116 may also be
configured to detect infrared (IR} light or ultraviolet (UV) light. Camera 116 may
alsc be a sterco camera, a time-of-flight (ToF) camera, or other camera capable of
detecting a capturing an image. In some embodiments, camera 116 may be
configured to captiure one or more images of objects within the ficld of view of
camera 116 for processing. Moreover, camera 116 may be used to capture images
for gesture detection, tracking, object recognition, and other purposes. Camera may
also be capable of capturing a series of images, such as a video.

[6438] Processing systern 100 may also inclade a projector 118, Projector 113
may be capable of projecting hight to form one or more images. The one or more
images may include content such as static or moving images that are projected as a
collection of frames. In some embodiments, projector 118 may alter the placement
of the projected light to give a projected image the appearance of movement or
animation. Projector 118 may be a Digital Light Processing (DLP) projector, a laser
beam-steering (1L.BS) projector, a liquid crystal on silicon {L.CoS) projector, or other
projecior. In some embodiments, projector 118 may also be a mobile or portable
projector. In some embodiments, projector 118 may be a wearable projector.

16431} Processing system 00 may also be capable of projection generation 120,
object recognition 122, tracking 124, trimming 126, and gesture detection 128,
These fonctions may be performed by one or more software modules that perform a
function when execuoted by processing component 106. In other ebodiments, the
functions may refer o a software module mcluding an Application Specific
Integrated Circuit (ASIC) or other circuit having memory and at least one processor
for executing tnstructions to perform the function. In some embodiments, projection
generation 120 may inciude generating one or more images for projection by
projector 118, The generated one or more images may be content for projecting onto
a target object or an area. In some embodiments, the content may be content for
augmenting a target object or arca. The content may also be images, or series of
images such as a video or antmation. To some embodiments, the projected countent
may include the projection of content generated from two-dimensional (2D) or
three-dimensional (3D) data. The content may also be alerts, messages, user
interface (UT) clements, social networking content, and the like. The content may

also be triamed te be projected onto a target object at a predetermined resolution
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which, m some embodiments, may be a maximum resolution for display on the
target object.

164321 Object recognition 122 may include performing one or more object
recognition algorithms on images captured by camera 116. The objoct recognition
algorithms performed in object vecognition 122 may be capable of recognizing an
object in one or more image frames using feature detection, pattern recognition,
appearance matching, image matching, and the like. In some embodiments, objects
recognized in ohject recognition 122 may be objects used for tracking 124, objects
designated as targets of a projection, and objects for augmentation. In some
embodiments, object recognition 122 may inclode automatically recognizing and
designating recognized objects as targets for projection and/or augmentation.
16833} In some embodiments, a user of processing system 100 may be capable
of designating an object within a ficld of view as a target for projection or an object
for augmentation by selecting or otherwise interacting with the object as it is
displayed on processing system 100 by, for exanple, display component 110, Ifa
user selects an object for angmentation, object recogmition 122 may include
attempiing to recognize the selected object and avgment the recognized objoct with
content based on information provided by a third party or by information related to
the object. In some embodiments, object recognition 122 may mclude
comnmicating with a network using network interface component 102 to perform
object recognition 122 and to find content related to the object.

16934} Tracking 124 may include associating a location of objects within a
target arca over time. i some embodiments, tracking 124 may be configured to
control a projection based on the determined location and orientation of objects ina
target area over a perted of time so that the projected content remains projected on
one or more designated target objects even as the projector moves or the target
objects move. Tracking 124 may control a projection of projector 118 based on
images captured by camera 116 and, in some embodiments, information from
seusors 114, In some embodiments, tracking 124 may include estimating pose,
orientation, and depth information about target objects using images captured by
camera 116 and/or information obtained by sensors 114, such as an accelerometer or
gyroscope. Tracking 124 may further include generating one or more matrices that
may later be used in projection generation 120 for controlling a projection by

projector 118, including generating augmented reality content. Tracking 124 may
7
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melade scaling, rotating and translating content for projection generation 120 based
on captured images from camera 116 and/or information from sensors 114, Tracking
124 may inclhude determining six degrees-of-frcedom based on the captured image
and tracking content for projection based on the determined six degrees-of-freedom.
For embodiments where camera 116 is or includes 2 depth sensing camera, the one
or more images may be processed to develop a depth map of the field of view. The
depth map may be used in tracking 124 for tracking and controlling the projection,
inchuding maintaining a proper focus of the projection.

[8835] Trimming 126 may include performing one or more actions to trim
content generated by projection generation and projected by projection device to be
projected within the boundaries of a target object. In general, trivuning 126 may
meclude determining areas of a projection that will have content, which may be
referred to as content areas, and void areas, which are areas of the projection that
will have no content. In some cmbodiments, the void areas may be arcas in which
black or dark pixels are projected. Dark pixels may include black pixels, but may
also nchade pixels that are darker than an average intensity of the projected content
or an average intensity of edges of the projected content. In some embodiments,
dark pixels may include pixels that have a color that is 80% or more dark onan
R{B color scale. In some embodiments, dark pixels may inchide pixels that have a
color that is dark relative to the color of light being projected by projector 118, In
some embodiments, the void arcas may be arcas in which black or dark scan lines
arc projected. Furthermore, in some embodiments, dark pixels may be an arca where
no hight is projected by projector 118, For example, a mirror, laser, or other
component that controls 8 pixel may be tumed off to produce a dark pixel 1 a void
a1ca.

18836} In general, trimming 126 may include geverating a void area to mask the
projected image based on a shape or outhne of the target object. For example,
fmmming 126 may include determining a shape of the target object, creating a void
arca based on the detormined shape, and masking the projection so that content is
projected within the determined shape and substantially no content is projected
putside of the determined shape while dark pixels are projected outside the
determined shape. In some embodiments, the shape may be determined by
determining an outline of a target object from an fmage of the target object captimed
by camera 116, In other embodiments, the shape may be determined by determining

8
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an outhne of a target object from an image of the target object that may have been
stored in memory componert 108 or received from another device in
communication with system 100. In some embodiments, the void arca may be
automatically set to be shightly larger or shightly smaller than the determined outling,
for example 1 pixel larger or smaller. In some embodiments, the shape may be
determined by object recognition 122, wherein the target object is recognized as a
known shape having a predetermined shape and outline. In some embodiments, the
shape and, thus, the void arca, may be set by a third party, such as a manufactarer,
retailer, or content provider for the purpose of projecting specific masked content
onto the target object.

18437 Trimming 126 may alse include scaling the projection based on a
distance to the target object. As described previously, camera 116 may be or include
a depth camera which may be capable of creating a depth map that may be used by
tracking 124 for maintaining the projection at a predetermined location and at a
proper focus, Trinuming 126 roay also use a depth map for determining a scaling
factor for scaling a projection to have a desired size or resolution on a target object.
Further, trimmming 126 may determine a shape of the projection target using a depth
map by segmenting the projection target from the background in the depth map. In
some embodiments, trimming 126 scales the projection to have a resolution, such as
a maximom resolution, on a target object to allow 2 user to view the projection at
the maxinmum resolution. Trinuming 126 may further scale the projection to have a
maximum resofution within content areas, i.¢., such that the projected content does
not significantly spill into the void areas. Consequently, in some embodiments,
trimming {26 may include determining a shape of a projection target, determining
content arcas and void arcas for projection based on the determined shape,
determining a distance to a projection target, and determining a scaling factor based
on the determined distance and the determined content arca. The determined content
arcas of content and void arcas and the determined scaling factor may then be used
by projection generation 120 for generating the trinumed content for projection
within the bounds of the projection target at a resolution determined by the scaling
factor. In some embodiments, the scaling factor may be adjusted based on user
prefercnces or settings. For example, a user may set a particular scaling factor that
will be used by projection generation 120 for generating the trimomed conterd for
projection at a predetermined resolution determined by the set scaling factor.

9
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[64938] In some embodiments, object recognition 122, tracking 124, and
trimming {26 may be used in processing system 100 for refining content projected
by projector 118. For example, camera 116 may be capable of capturing one or more
images of content projected by projector 118 as well as the projection target. Object
recognition 122, tracking 124, and trimming 126 may be performed on the captured
one or more images to determine a scale of the projected content, a focus of the
projected condent, and the boundarics of the determined content arcas and void arcas
to refine these features of the projected content. Information related to the refined
features may be provided to projection generation 120 so that content having these
refined features may be projected by projector 118, This refinement detormination
118 may be performed at a predetermined rate related to a frame rate of the
projected content or may be performed at a variable rate. For example, processing
system 100 may delermine a degree of refinement after cach refinement
determination and, as the degree becomes smaller the frequency of the refinement
may be reduced. As another example, the frequency of refinoment may be increased
when object recognition 122 and/or tracking 124 determines a significant change in
a size or location of the projection target, or a significant change n 8 position of
system 100.
{8839} Gesture detection 128 may include detecting gestures by processing a
series of images or other information captured by camera 116 and/or sensors 114 to
ctect an abrupt change in a statistic of data captured by camera 116 and/or sensors
114. The statistic may be a histogram, average luminance, variance of luminance,
etc., and gesture detection 128 may include comparing a current statistic with a prior
statistic, wherein a prior statistic may be calculated as a combination of the statistics
of a set of one or more captured data acquired at thmes immediately proceding the
current captured data from sensors 114 or image from camera 116, In some
embodiments, gesture detection 128 may include comparing statistics by calculating
the absolute difference, sum of absolute differences of cach of a set of statistics, or
sum of absolute differences of cach bin of a histogram, the resuit of which may be
compared to a threshold to exclude differences resulting from ambient Hghting or
device motion. Differences greater than the threshold may be classified as abrupt
changes in 8 statistic indicative of a gesture. Gesture detection 128 may also

detecting movement over time using ultrasonic waves,

d

KTS Ref. No. 93495.925413

[N



WO 2015/094785 PCT/US2014/069197

PATENT
Qualcomm Kef No. 131 {

[0840] In some embodiments, gesture detection 123 may include detecting
gestures for inttiating a projection by projector 118, Gesture detection 128 may
include detecting gestures for trimiming 126 the content o be projected within the
hounds of a target object. To some emboediments, trimming 126 the content to be
projected within the bounds of a target object may be implemented as a part of a
private mode associated with system 100. Gesture detection 128 may detect one or
more gestures for entering and exiting the private mode. Example gestures detected
by gesture detection may include a cover gesture, which may be a hand or other
control object detected n a position over system 100, Another gesture that may be
detected is an open or closed hand. Another gestare may be that of a “throwing
motion” with a closed hand moving away and then opening. Other gestures that may
¢ detected may include tilting a hand or removing a hand from over system 100.
Each of the gestures may be detected and gesture detection 128 may associate a
specific command with cach of the detected gestures. For example, a cover gesture
may initiate projection, an open hand may enter a private mode or otherwise provide
an mdication for trimming 126 the projected content, and the throwing motion may
leave the private mode or otherwise indicate that the projected content is no longer
confined to the boundaries of the target object. These gestures and their associated
actions are just examples. In practice, gesture detection 128 may be able to detect a
gesture based on captured data and associate a command or action with the detected
gesture.
{8941} Processing systern 100 may inclade more or less components than shown
n FIG. 1 according to some embodiments. Moreover, components shown in FIG. 1
may be directly coapled to one or more other components in FIG. |, climinating a
need for system bus 104, Furthermore, components shown in FIG. 1 may be shown
as being part of a unitary system 100, but may also be part of a systern where the
components are separate but coupled and in communication. In general, the
components shown in FIG, I are shown as examples of components in a processing
system 100 capable of performing embodiments disclosed herein. However, &
processing system 100 may have more or fewer components and still be capable of
performing some embodiments disclosed herein.
8842} FIGS. ZA-2D illustrate an cxample of trimming condent {o {it within the
hounds of an arca on a target object, consisterd with some embodiments. For the
purpose of iHustration, only a portion of processing system 100 s shown m FIGS.
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2A-2D, however reference may be made to other components of processing system
100 shown i FIG. 1. As shown in FIG. 24, atarget object 200 includes an area 202
on target object 200. Camera 116 may captare one or more images of object 200 and
arca 202 which may be processed for projection generation 120, object rocoguition
122, tracking 124, and trimming 126. In some embodiments, 8 capture frame may be
projected onto object 200 at the time of image capture such as disclosed in
copending U.S. Application No. 14/03%,480, filed September 26, 2013, Qualcomm
Refl No. 131009, the entire contents of which are hercby incorporated by reference
1n their entirety.

[8843] {Object recognition 122 on the one or more captured images may mehide
attempiing to recognize object 200 and/or area 202, To some embodiments, object
recognition 122 may include retricving and/or generating content for projection
based on a recognized object. In some embodiments, object recognition 122 may
alse include designating area 202 on object 200 as a content arca based on
information asseciated with the recognized object. For example, 2 manufacturer,
retailer, or producer of object 200 may specifically designate content for projection
n arca 202, which may be determined through object recoguition.

16844} Tracking 174 may include determining a pose, position, six
degrees-of-freedom (DOF) and other information about object 200 and area 202, In
some embodiments, camera 116 may be or inclade a depth camera which may be
used to determine a depth map of the field of view including object 200 including a
distance d1 1o object 200 and a distance d2 to arca 202, The depth map and the
distances dl and d2, may be used for tracking 124 of object 200 and area 202,
trimming 126, and for focusing content projected on object 200 and/or area 202.
[6445] in some embodiments, a portion of object 200, such as area 202, may be
designated as a content area. Arca 202 may be designated as a condend arca by a
third party, such that object recognition 122 recognizes object 200 and deternines
information about object 200 that includes designating arca 202 as a content arca,
such as described previcusly. In some embodiroents, a user of systern 100 may be
capable of mamually designating a portion of object 200, such as area 202, as a
content area. In some embodiments, the designation may be made by selecting an
arca displayed on display component 110 using tnput and navigation component
112, Trimming 126 may then include trinuning content to be projected to be within

the bounds of area 202.
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[8846] For example, trimming 126 may meclude determinmg a shape of area 202
based on one or more images and determining the content area and the void area
based on the determined shape and outline so that content may be projected within
the bounds of the determined shape while no content s projected outside of the
bounds of the determined shape. In some embodiments, determining the shape may
include determining an outling of area 202 from one or more images of object 20
and area 202. In some embodiments, the shape and outline may be determined based
on object recognition 122, whercin the target object is recognized as a known shape
having a predetermined shape and cuthine. Trimming 126 may also inchuade
determining a scaling factor based on the distances dl and d2 to object 20{ and arca
202,

16847} The determined content area and void area and the determined scaling
factor may then be used by projection generation 120 for generating trimmed
content for projection within the bounds of arca 202 at a resolution determined by
the scaling factor. FIG. 28 illustrates a void arca 204 outside the bounds of arca 202,
in some embodiments, void area 204 may be a virtual mask area, where black or
dark pixels are projected onto and arcund object 200 cutside the bounds of area 202,
In some embodiments, void area 204 may be black or dark scan lines that arc
projected during a scan projection. In other embodiments, void arca 204 may be an
arga in which projector is configured to not project any pixels by, for example,
turning off pixels in void arca 204.

{8848} FIG. 2C illustrates projector 118 projecting an image 206. Cousistent
with some embodiments, image 206 may have dimensions designed to fit within
bounds of area 202 at a resolution determined by the scaling factor. FIG. 2D
llustrates projector 118 projecting tmage 206 on arca 202 of object 200, with void
arca 204 surrounding arca 202, For the purposes of dlustration, it is assumed that
projector 118 in FIG. 2D projects an avea that has the same dimensions as object
200. However, if projector 118 projects an area that exceeds the bounds of object
200 void 204 may fill the bounds of the arca outside of area 202, In some
embodiments, camera 116 may continue fo capture one or more images that inclade
projected image 206 and void area 204, Tracking 124 may include adjosting the
projected image 206 and the void area 204 based on images of object 200, projectad
image 206, and void arca 204 captured by camera 116 or otherwise provided to
system 100,
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[8049] As shown i FIGS. 2A-2D, a user may be able to project content, such as
image 206 within a predetermined area, such as area 202, For example, a user who
wants to view image 206 on a larger surface area thao is available on display
component 110 of system 100 may be able to project image 206 onto arca 242 on
object 200 for viewing. The user could designate arca 202 as a content area and
trimming 126 may be able to determine the areas of image 206 and a void area 204
as well as a scaling factor such that image 206 1s able to be projected on arca 202 at
a predetermined resolution which may be a maxinwm resolution, thus, allowing the
user to view image 206 on the larger area 202, Morcover, a user would not have to
be concerned about projected image 206 extending beyond the bounds of arca 202,
or spilling out onto surfaces behind or arcund object 200 as trimming 126 wounld
determine those areas as being outside of target area 202 and, thus, generate void
arga 204 where no content is projected.

{8856} fn some embodiments, image 206 may be an image for augmenting
object 200 to create an augmented reality. For example, object recognition 122 may
recognize object 200 and retrieve image 206 from a manufacturer, retailer, or
produocer of object 200, Trimming 126 may determine void area 204 such that the
retricved image 206 is projected on area 207 of object 200. Tn some embodimonts,
void area 204 and the area for image 206 may be retrieved along with fmage 206,
such that the arcas are predetermined by the manufacturer, retailer, or producer of
object 204,

18851} FIGS. 3A and 38 illustrate an example of trimming content to it on an
object, consistent with some embodiments. Tn particular, the example shown in
FIGS. 3A and 3B illustrate an example of trimming content to fit within the bounds
of objoct 300. As shown in FIG. 3A, camera 116 may capture one or more images of
chject 300. The one or more captured images may then be used for projection
generation 120, object recognition 122, tracking 124, and trimming 126. In some
cmbodiments, images of object 300 may be provided to system 100 or may have
been stored in memory component 108 of system 100, Object recognition 122 may
determine content such as mage 302 for projecting onto object 300, In some
embodiments, a user of system 100 may designate mage 302 for projection onto
object 300. Moreover, obiect recoguition 122 may designate object 300 as a content
arca. For exaraple, if tmage 3072 is designed for display on a flat surface, object
recognition 122 may attempt to determine the closest flat surface to system 100 and
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designate that surface as a content arca. As another example, if image 302 is one of
many images in a video for projection, object recogmition 122 may attempt to
determine a surface suitable for displaying the video. For example, object
recognition 122 may attempt to locate a flat, rectangular surface, and/or a still
surface, for displaying the video and designate such a sarface with the field of view
as a content arca.

{8952} Trimming 126 may determine a shape of object 300, a shape and/or an
outhine of object 300, a distance to object, and determine a void area 304 and &
content arca for projection of image 302, As shown 1n FIQ. 3B, projector 118 may
project image 302 and void area 304 onto object 300 such that image 302 is
projected within the bounds of object 300 and void area 304 is projected outside the
bounds of object 300, In some embodiments, void area 304 may correspond to 2
virtual light mask that inchudes projected black or dark pixels or pixels which have
been twurned off by projector 118 so that no content is projected by projecior 118 at
those pixels. In some crobodiments, image 302 may be an tmage for augmenting
object 300 to create an augmented reality. In other embodiments, image 302 may be
an tmage or other content that a user of system 100 wants to project on object 300,
for exanple, to view on object 300 nstead of on display component of systera 100,
18853} FIGS. 4A and 4B illostrate an example of trimming content to it outside
the bounds of an object 402, consistent with some embodiments. The example
illustrated o FIGS. 4A and 4B may be referred to be a “reverse trimming” wherein
the countent is projected outside of obiect 402 and object 402 is masked by projecting
a void arca 406 on object 402, As shown in FIG. 4A, camera 116 may capture one
or more images of object 402 having area 400 swrrounding object 402. The one or
more captured images may then be used for projection generation 120, objoct
recognition 122, tracking 124, and trimming 126. In some erobodiments, images of
arca 400 and object 402 may be received by systern 100 or may be stored in memory
component 108, Object recognition 122 may determine content such as image 404
for projecting onto area 400 around objoct 402. In sone cobodiments, a user of
system 100 may designate timage 404 for projection onto area 400 around object
402. Trimming 126 may determine a shape of object 402, an cutline of object 402, a
distance to object 402 and area 400, and determine a void arca 406 and a content
arca for projection of image 404 onto area 400 around object 402, As shown in FIG.
41, projector 118 may project image 404 onto area 400 and a void area 406 may be
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generated on object 402 such that image 404 1s projected outside the bounds of
ohiect 402 and void area 406 is generated on object 402.
{8854} Generating a void arca 406 to mask object 402 and projecting content
such a8 tmage 404 around object 402, such as shown i FIGS. 4A and 48 may be
useful for projecting information about object 402 around object 402 without
obscuring object 402 or projecting content that appears to interact with object 402,
For example, image 404 may include instructions for using, operating, or
maintaining object 402, and may be projected arcund object 402 while void area 406
masks object 402 to prevent object 402 from being obscured by image 404. In
another example, image 404 may interact with object 402, such as referencing object
402 or showing speech bubbles of object 402 and the like, while void area 406
masks object 402 to prevent object 402 from being obscured by image 404,
{8855} FIGS. 5A and 5B illostrate an example of trimming content, consistent
with some embodiments. In particular, the example shown in FIGS. 5A and 5B
illustrate an example of trimming content to fit within the bounds of area 500 on
object 502, As shown in FIG. 4A, camera 116 may capture one or more images of
shieet SO2 having avea 500. The one or more captured bmages may then be used for
projection generation 120, object recognition 122, tracking 124, and trivuning 126.
In some embodiments, images of area 500 and object 502 may be received by
system 100 or may be stored in memory component 108, In some embodiments,
object recognition 122 may determine content such as tmage 504 for projecting onto
arca 500 of object 502, Tn some embodiments, 2 user of system 100 may designate
mmage 504 for projection onto area 300 of object 502. For example, object
recognition 122 may recognize object 502 as having an area 500 of blank space, and
designate arca S00 as a content area onto which image 504 may be projected.
Alternatively, object recoguition 122 may recognize ebject 502, and based on
predetermined instructions associated with object 502, designate area 500 as a
content arca onio which tmage 504 may be projected. For example, image 504 may
¢ condent associated with object 502, such as instractions for use ot information
about object 502 that 1s tatlored for projection onto area 500,
[8856] Trimming 126 may then determine a shape of arca 500, an outline of area
5040, a distance o object 502 and arga 500, and determing a void arga 506 . As
shown in FIG. 5B, projector 118 may project image 504 onto area 500 of object 502
and generate void area 306 such that image 504 is projected only on area 500,
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{6857} In some embodiments, the examples shown n FIGS. SA and 5B may be
combined with the examples shown in FIGS. 4A and 4B such that an image could
be projected on object 502 and on areas outside of object 502, such that a portion of
ohject 5072 is masked by void arca 506. For example, i a user or AR contont
provider does not want to augment object 502 or only wants to augment a portion of
object 502 but wants to augment the arca around object 502, image 404 and/or 504
may be respectively projected around object S02 and on object 502, In some
cmbodiments, system 100 may be capable of projecting multiple images and
generating nuiltiple void arcas on and around an object, each of which may be
tracked separately by tracking 124. In some embodiments, the multiple images and
void arcas may be alternatingly projected by projector 118,

{6658} FIGS. 6A and 6B illustrate an example of trimming content to it within
the bounds of a hand 600. In some embodiments, processing component 136 of
system 100 may gencrate onc or more alerts, message, or other content. A user of
system 100 may want fo project content associated with the generated one or more
alerts, messages, or other content, but may want 1o keep the content private. For
example, if a user of system 100 receives a message via e-mail, instant message, or
short messaging service {SMS) that includes personal information, the user may not
want the personal information to be viewed by others. Consequently, the user may
want to trim the content to be projected onto an object that allows the user o project
the content at a suitable resolution without the projected conlent spilling onto
surfaces beyond the object. Consequently, embodiments as shown hercin may allow
for a user to project content onto an object, such as their hand, while void areas are
generated outside the object to keep the projected content private and not intrasive
to others around the user.

16859 As shown in FIG. 6A, camera 116 may capture one or more tmages of
hand 600, The one or more captured 1mages may then be used for projection
gengration 120, object recognition 122, tracking 124, and trimming 126, In some
cmbodimenis, images of hand 500 may be received by system 100 or may be stored
m memory component 108, Trinuwing 126 may determine a shape of hand 600, an
guthine of hand 6{({, a distance o hand 600, and determine a void area and a content
arca for projection onto 600, As shown in FIG. 6B, projector 118 may project
message 602 ondo hand 600 such that message 602 is projected within the bounds of
hand 600 and void avea 604 is generated and, in some embodiments projected,
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outside the bounds of hand 600. As a result, the projected content, which as shown
in FIG. 68 1s a personal message 602, will only be projected onto hand 600 and any
information in message 602 will not spill onto surface beyond band 600 where
others could view the information in personal message 602.

18860} FIGS. 7A-TD illustrate an example of trimming content based on a
detected gesture, consistent with some embodiments. As described previously,
gesture detection 128 may include detecting gestures by processing a serics of
images or other information captured by camera 116 and/or sensers 114 to detect an
abrupt change in a statistic of data captured by camera {16 and/or sensors 114 or
detecting movement over time using ultrasonic waves. The detected gestures may
then be correlated te an action or conunand using, for exanple, a gesture library
included in gesture detection 128 or stored in memory component 108,

18861} As shown m FIG. 7A, a user of system 100 may be in an area having a
first object 700 and a second object 702, As depicted, first object 700 may be closer
to system and smoaller than second object 702, but embodiments consistent with this
disclosure may not be so limiting, Projector 118 may be projecting an tmage 704
onto second object 702. In some embodiments, image 704 may be part of content
generated by projection generation 120 determined by object recoguition 122, and
may be projected at a location on second object 702 determined by tracking 124,
When a user of system 100 wants to project image 704 onto first object 700, the user
may make a gesture that may be detected by camera 116 and/or sensors 114 and
may he processed by gesture detection 128 to correlate the gesture o an action, such
as projecting tmage 704 onto first object 700. The detected gesture may be a gesture
such as a closed hand, indicating a closed or private mode. Gesture detection 128
may corrclate this gesture into a command for projecting onto a different target or
switching o a private mode, or other action indicative of switching projection
targets.

16862} As shown in FIG. 7B, camera 116 may capture an image of first object
700 which may be used by trinvuning 126 to deteroune a scaling factor to scale
mmage 704 and deternune a content area and a void area. As shown in FIG. 7C, the
scaling factor, determined content area and void area may be used by projection
generation 120 to project image 704 at a resolution determined by the scaling factor
within the determined content area a void arca 706 is generated to mask arcas
outside of the content area. In some embodiments, first object 700 may be closer 1o
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the user of system 100 and, thus, may be move convenient for user for viewing
image 704, First object 700 may also provide more privacy to the user of system
104, such that others around the user are not able {o view image 704 when it 18
projected on object 700,

18863} In some embodiments, first object 700 may also be determined as being a
suitable for projecting image 704 onio based on object recogmition 122. For
example, in response to the gesture for swiiching projection targets, object
recogoition 122 may process one or more images captured by camera 116 1o find a
suitable object for a projection target based on factors such as distance to system
1040, size, dimensions, etc. Trimming 126 may then determine the scaling factor, the
content arca and the void arca 706 based on first object 700 recogunized by object
recognition 122,

{8864} When the user of system 100 wants to switch projection targets from first
object 700, user may make another gesture. For exampie, the user may makce a
gesture of opening their hand mdicating public or open mode, or making a throwing
motion towards second object 702 {or other desired target object). Camera 116
and/or sensors 114 may detect this gesture which may be correlated by gesture
detection 128 to an action such as switching projection targets. As shown in FIG.
7D, projector 118 may then again project image 704 on second object 702, In some
embodiments, image 704 may be projected onto second object 702 without
trimming 126, i.e. without 3 void area or unmasked, such that image 704 is projected
based on the specification of projector 118 and a distance between second object
702 and projector 118, In some embodiments, trinuming 126 may determine a
scaling factor, a content area and a void area 706 based on one or more images that
include second object 702, In some cmbodiments, any scaling factors, content arcas
and void areas determined for previously projecting image 704 onto second object
702 may be saved and retrieved by projection generation 120 for projecting image
704 onto second object 702,

{8865] FIGS. 8A and 88 illustrate an example of trinuning content 1o it on
multiple objects, consistent with some embodiments. In particular, the example
shown in FIGS. A and 8B illustrate an example of trimming a single image to be
displayed on first objoct 800 and second object 802, As shown in FI(G. 8A, camera
116 may capturc one or more images of first object 800 and second object 802, The
one or more captured images may then be used for projection generation 120, object
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recognition 122, tracking 124, and frimming 126. In some embodiments, mmages of
first object 80 and second object 802 may be provided to system 100 or may have
been stored in memory component (0¥ of system 100, Object recoguition 122 may
determine content such as an image having a first image part 804 and a second
image part 806 for respectively projecting onto first object 800 and second object
R02. In some embodiments, a user of systermn 100 may designate an image for
projection onto first objoct 800 and second object 802 and even designate which
image part to display on each obicct. Morcover, object recognition 122 may
recognize and determine first object 800 and second object 802 as content areas for
first tmage part 804 and sccond image part 806, respectively. For example, if the
image that is formed by first image part 804 and second tmage part 806 is too large
for proper display on only one of first object 800 or second object 802, object
recognition 122 may attempt to determine a second object of first object 800 or
second object 802 and determine that the image is better displayed as a first image
part 804 and a second image part %06 respectively projected on first object 800 and
second object 802 and designate the face or side of first object 800 and second
object 802 as content areas.

16866] Triroming 126 may determine a shape of first object 800 and second
object 802, 4 shape and/or an outline of first object 800 and second object 802, a
distance to first object 800 and second object 802, and determine a void arca 808
and a content arca for projection of first image part 804 and sccond tmage part 806.
As shown in FIG. 88, projector 118 may project first image part 804 on furst object
800 and second image part 806 on second object 802, Projector 118 may also
project void area 808 around and first object 800 and second cbject 802 and between
first object 800 and second objoct 802 such that the image formed by first image
part 804 and second image part 806 is only projected on first object 800 and second
object 802, In some embodiments, void area 808 may correspond to a virtual hight
mask that includes projected black or dark pixels or pixcis which have been turned
off by projector 118 so that vo content or light is projected by projector 118 at those
pixels.

{8867} FIGS. 9A and 9B illustrate an example of trimming content to fit on
multiple parts of an object, consistent with some embodiments. In particular, the
exanple shown in FIGS. 9A and 98 illustrate an example of trimming a single
image to be displayed on first area 900 and second area 902. As shown in FIG. 94,
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camera 116 may capture one or more images of first arca 900 and second arca 902,
The one or more captured images may then be used for projection generation 120,
object recognition 122, tracking 124, and trimming 126. In some cmbodiments,
images of first arca 900 and second area 902 may be provided to system 100 or may
have been stored in memory component 108 of system 100, Object recognition 122
may determine content such as an image having a first image part 504 and a second
image part 906 for respectively projocting onio first area 900 and second arca 902,
In some erobodiments, a user of system 100 may designate an image for projection
onto first area 900 and sccond area 902 and even designate which image part o
display on cach arca. Moreover, object recognition 122 may recognize and
determine that the object having first arca 900 and second arca 902 is made up of
multiple areas and determine first arca 900 and second arca 902 as content areas for
first image part 904 and second image part 906, respectively.

{8868} Trimming 126 may determine a shape of first area 900 and scecond arca
902, a shape and/or an outline of first arca Y00 and second arca 902, a distance 1o
first arca 900 and second arca 902, and determing a void arca 908 and a content area
for projection of first image part 904 and second image part 906. As shown in FIG.
OB, projector 118 may project first image part 904 on first arca 900 and second
image part 906 on second arca 902. Projector 118 may also project void area 908
arpund and first area 900 and second arca 902 such that the image formed by first
image part 904 and second image part 906 is only projected on first arca 900 and
second arca 902, In some embodiments, void arca 908 may correspond to a virtual
light mask that includes projected black or dark pixels or pixels which have been
turned off by projoctor 118 so that no content or Hght is projected by projector 118
at those pixels.

18869 FIGS. 10A and 108 illustrate an example of trinuning content having
multiple images to fit on multiple objects, consistent with some embodiments. In
particular, the example shown in FIGS. 10A and 10B illustrate an example of
trimapying a furst tmage 1004 to be displayed on first object 1002 and a second Umage
1006 to be displayed on second object 1002, As shown in FIG. 104, camera 116
may capture one or more images of first object 1000 and sccond object 1002, The
one of more captured images may then be used for projection generation 120, obiject
recognition 122, tracking 124, and trimyming 126. To some emboediments, images of
first object 1000 and second object 1002 may be provided to system 100 or may
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have been stored in memory component 108 of system 100. Object recognition 122
may determine content such as first image 1004 and a second image 1006 for
respectively projecting onto first object 1000 and second object 1002, In some
embodiments, a user of system 100 may designate first image 1004 and second
image 1006 for projection onto first object 1000 or second object 1002, Moreover,
object recognition 122 may recognize and determine first object 1000 and second

object 1002 as content arcas for first image part 1004 and second image part 1006,

respectively,
[6478] Trimming 126 may determine a shape of first object 1000 and sccond

object 1002, a shape and/or an cuthine of first object 1000 and second object 1002, a
distance to first object 1000 and second object 1002, and determine a void arca 1008
and a content area for projection of first image 1004 and second image 1006, As
shown in FIG. 10B, projector 113 may project first image 1004 on first object 1000
and second image part 1006 on second object 1002, Projector 118 may also project
vould arca 1008 around and first object 1000 and second object 1607 and between
first object 1000 and second object 1002 such that first image 1004 and second
1mage 1006 are only respectively projected on first object 1000 and second object
10302, Tn some embodiments, void area 1008 may correspond to a virtual Hght mask
that includes projected black or dark pixels or pixels which have been turned off by
projector 118 so that no content or light is projected by projector 118 at those pixels.
Counscguently, trimming 126 may allow projection generation 120 to generate a
single projection that includes first image 1004, second image 1006, and void arca
1008 for projection by projector 118 that appears as two discrete images on two
objects o a user.
{6871} In some embodiments, the movement of first object 1000 and second
chject 1002 over time may be determined by receiving images from camera 116 or
elsewhere of the area mchiding fivst object 1000 and second object 1002 such that
tracking 124 can maintain the projection of first image 1004 on first object 1000 and
the projection of sccond traage 1006 o second object 1002, Tracking 124 may also
maintain the generation of void area 1008 such that first image 1004 and second
object 1006 are only projected on first object 1000 and second object 1002,
{8871} FI1G. 11 is a flowchart illustrating a method for trimming content,
consistent with some cmbodiments. For the purpose of illustration, FIG. 11 will be
described with reference to any of FIGS. 1, 2A-2D, 3A-3B, 4A-48, 5A-58, and GA-
22
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6B. The process 1100 shown in FIG. 11 may be embodied in computer-readable
nstractions for execution by ong or more processors and, in some embodiments,
may be implemented by an operating system of system 100 and may be
impiemented as a background service in the operating system. As shown in FIG. 11,
process 1100 begins by determining a projection target (1102). In some
embodiments, a projection target may be determined based on user input. For
cxample, a user may desigaate a target displayed on display component 110 by
sclecting the target using mput and navigation component 112, Insome
embodiments, a projection target may be determined using object recognition 122.
For example, object recognition 122 may include determining a suitable projection
target based on a shape or size of the target, or a type of surface of the target. Object
recognition 122 may also mnclade determining 4 projection target based on
predetermined information associated with the target, as set by a content provider,
retailer or manufacturer.

18973} Ouce the prejection target has been determined, one or more bounds of
the projection target may be determined (1104). In some embodiments, the onc or
more bounds of the projection target may be determined by capturing one or more
images of the projoction target by camera 116, receiving images of the projection
target, or retrieving images of the projection target from memory component 108,
One or more characteristics of the projection target may then be determined based
on the captured one or more images. For example, trimming 126 may determine a
shape and outline of the projection target from the one or more images, as wellas a
distance to the projection target. In some embodiments, camera 116 may be or
inclade a depth camera and may determine a depth map that may be used to
determine a distance to the projection target. Moreover, a depth map may be used to
determine a shape of the projection target by scgmenting the projection target from
the background in the depth map.

18674} Based on the one or more bounds of the projection target, process 1100
may determine a content arca and a void area (1106}, In some embodiments, the
content arca may include arcas within the projection target, and the void arca may
include the arcas outside the projection target. For example, when determining one
or more bounds of the projection target includes determining an outline of the

projection target, determining the content arca and the void arca may welade

23

d

KTS Ref. No. 93495.925413

[N



WO 2015/094785 PCT/US2014/069197

PATENT
Qualcomm Ref. No. 131097W0

determining the area within the outline of the projection target as a content ares and
areas outside of the outline of the projection target as a void.

{8875} Process 1100 may then determine a scaling factor (1108}, In some
embodiments, determining a scaling factor may inchude determining a scaling factor
based on a distance to the projection target such that the content projected on the
projection target is projected at a predetermined resolotion which may be a
maximum resolution based on the bounds of the projection target. Projection
gencration 120 may then generate content for projection with the bounds of the
determined content area based on the determined scaling factor (1110} and generate
the void area (1112}, In some embodiments, projector 118 may then project the
generated content and the generated void arca. In some cmbodiments, the projected
void area may be projected dark pixels. fn some embodiments, the void area may
not be projected but instead projector 118 may turn off pixels within the void area.
As a result, process 1100 may trim content for projection onto a projection target
that docs not spifl onto surfaces or arcas bevond the projection target. Process 1100
may be used to project content such as images onto objects sach as shown in FIGS.
ZA-2D, 3A-38, 4A-4B, and SA-SB. Moreover, process 1100 may be used to project
messages onto a hand, such as shown in FIGS. 6A and 68.

18876} FIG. 12 1s a flowchart llustrating a method for projecting a masked
image on an object, consistent with some embodiments. For the purpose of
illustration, FIG. 12 will be described with reference to FIGS. 3A-3B. Process 1200
shown in FI1G. 12 may be embodied in computer-readable instructions for execution
by one or more processors and, in some embodiments, may be implemented by an
operating system of system 100 and may be implemented as a background service in
the operating system. As shown in FIG. 12, process 1200 begins by recognizing an
ohject in field of view (1202). For cxample, as shown in FIG. 3A, camera 116 may
capture one of morg images of object 300, In some embodiments, images of object
may be received by system 100 o1 otherwise stored in memory component 108,
Object recognition 122 raay then include recognizing object 300 based on features
of object 300 in the images. An image to project on the recognized object may then
be determined (1204). In some embodiments, object recognition 122 may inchude
determining content, such as an image, for projection on a recognized object based
on information associated with the object. Referring again to FIG. 34, object 300
may have certain features or characteristics that may benefit from the projection of
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mmage 302 thereon. For example, object 300 may be a product and image 302 may
be an image associated with the product or information about the product. Object
recognition 122 may inclode determining image 302 based on information stored
locally within system, or information determined over a network. The information
may be provided by user or may be provided by a third party such as 4 retailer,
manufacturer, or content provider.

18877} Process 1200 may then continue by determining a distance to an object
and a shape of an object (1206}, For example, frimudng 126 may deteroine a shape
and outline of object 300 from the one or more captured tmages, as well as a
distance to object 300. In some embodiments, camera |16 may be or include a depth
camera and may determine a depth map that may be used to determine a distance to
object 300. Morcover, a depth map may be used to determine a shape of object 300
by segmenting the projection target from the background in the depth map.

{8878} Based on the determined shape and distance to object 300, trimming 126
may create a void arca (1208). Tu seme embodiments, the void area may wclude
dark pixels that will be projected on arcas outside the determined shape of object,
such as void arca 304, The void area may also correspond to pixels that tarmed off or
otherwise not projected by projector 118, Process 1200 may then continue by
projecting the determined image 302 and the void area 304 onto the object 300
{1210). Tracking 124 may then track object 300 and adjust void area 304 based on
the tracking (1212). In some embodiments, tracking 124 includes detecting changes
in a position or orientation of object 306 n six degrees-of-freedom based on
mformation from sensors 114 and/or images received by system 104, stored in
memory component 108, or captured by camera 116, Process 1200 may trim an
image for projection onto an object such that the projecied image is not projected
onto surfaces or arcas beyond the object. Although process 1200 has been described
with respect to FIGS. 3A and 3B, process 1200 may further include designating a
projection target within an object, such as shown in FIGS. ZA-2D, 3A-3B, 4A-48,
and SA-5B. Morcover, the object may be a hand, and the reage may be a message,
such as shovwn in FIGS. 6A and 6B. In some embodiments, the object may be other
shieets such as a notebook, a computing device, a screen, a piece of paper, a box, a
card, or other such objects. Moreover the image may also be other content including
a picture, video, social networking post, calendar alert, user interface elements, and
the like.
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[8479] FIG. 13 15 a flowchart illustrating 8 method for projecting a masked alert
on a target, consistent with some embodiments. For the purpose of illustration, FIG,
13 will be described with reference to FIGS. 6A-6B. The process 1306 shown in
FIG. 13 may be embodicd in computcr-readablc instructions for execution by one or
more processors and, in some embodiments, may be implemented by an operating
system of system 100 and may be implemented as a background service in the
operating system. As shown in FIG. 13, process 1300 begins when system 100
gencraies a system alert (1302}, In sorue embodiments a system alert may jnclude an
alarm, a notification, a calendar alert, a received message, such as an e-mail, instant
message, or short messaging service message {(SMS), and the Hke. For example, as
shown in FIG. 68, the systern alert may nclude message 602. Process 1300 may
then continue by recognizing target in ficld of view (1304). For example, as shown
in FIG. 6A, camera 116 may capture one or more images of hand 600. Object
recognition 122 may then include recognizing hand 600 based on features of hand
600 captured in the one of more captured troages o7 in images reecived by system
100 or stored in memory component 108,
{6680} Process 13000 may then continue by determining a distance and shape of
the target (1306). For example, trimaming 126 may include determining a shape and
outhine of hand 600 from the one or more images, as well as a distance to hand 600,
In some embodiments, camera 116 may be or include a depth camera and may
ctermine a depth map that may be used to determinge a distance to hand 600.
Moreaver, & depth map may be vsed to determaine a shape of hand 600 by
scgmenting the projection target from the background in the depth map.
{6881} Based on the determined shape and distance to hand 660, trimming 126
may create a void area (1308). In some embodiments, the void area may dark pixels
that will be projected on arcas outside the determined shape of object, such as void
arca 604. In some embodiments, the void area may be pixels that are not projected
by projector 118 or otherwise tumed off when projecting. Process 1300 may then
comtimue by projecting the alert onto the target masked by the void area (1310). As
shown in FI1G. 68, for example, message 602 and void area 604 may be projected
onto hand 600 such that message 602 is only projected on hand 600. Tracking 124
may then frack the target, such as hand 600, and adjust void area 604 based on the
tracking {1312). Tn some embodiments, tracking 124 includes detecting changes in a
position or orientation of hand 600 in six degrecs-of-freedom based on information
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from sensors 114 and/or tmages received by system 100, stored in memory
component 108, or captured by camera 116, Process 1300 may trim an alert for
projection onto a target such that the projected alert is not projecied onto swrfaces or
arcas beyound the target.

16882} FIG. 14 1is a flowchart llustrating a method for projecting a masked
content on a target based on a detected gesture, consistent with some embodiments.
For the purpose of Ulustration, FIG. 14 will be described with reference to FIGS.
TA-T0. The process 1400 shown in FIG. 14 may be cmbodied in computer-readable
mstructions for execution by one or more processors and, in some embodiments,
may be implemented by an operating system of system 100 and may be
impiemented as a background service in the operating systom. As shown in FIG. 14,
process 1400 begins when gesture detection 128 detects a gesture for entering a
private mode (1402). In some embodiments, a gesture for entering a private mode
may be a closed hand, or other gesiure that, when correlated with gestures ina
gesture Hbrary, correspond to an action for entering & private mode. Process 1400
may then continue by recognizing target in field of view (1404). For exanmple, as
shown in FIG. 7B, camera 116 may capture one or more images of first object 700.
In some embodiments, sysiem 100 may receive images of first object 700 or may
otherwise have one or more images of first object stored in memory component 108,
Obiject recognition 122 may inclade recognizing first object 700 based on features of
first object 700 from the images of first ohicct 700.

{8883] Process 1400 may then continue by deteroining a distance and shape of
the target {1406). For example, trimnming 126 may inchude determining a shape and
guthine of first object 700 from the images, as well as a distance to first objoct 700,
In some embodiments, camera 116 may be or include a depth camcera and may
determine a depth map that roay be used fo detormine a distance to first object 700,
Moreover, a depth map may be used to determine a shape of first object 700 by
segmenting the projection target from the background in the depth map.

{8884} Based on the determined shape and distance to first obicct 700, trinuning
126 may create a void area (1408}, In some embodiments, the void area may include
dark pixels that will be projected on arcas outside the determined shape of first
olject 700, such as void arca 706. In some embodiments, the void arca may be
pixcls that arc not projocted by projector 118 or otherwise turned off when
projecting. Process 1400 may then continue by projecting the content onto the target
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masked by the void area (1410}, As shown in FIG. 7C, for example, image 704 and
viid area 706 may be projected such that image 704 1s only projected on first ohject
704 and is masked by void area 706. Gesture detection may then detect a gesture for
entering a public mode (1412}, v some embodiments, the gesture for entoring a
public mode may be an open hand, a throwing motion, or other gestare that when
detected is correlated to a gesture in a gestare library that corresponds to an action
for entering a public mode. Projector 118 may then project the content unmasked by
the void arca {14 14). For example, trivuning 126 may determine no void area,
determine a void area having 1o area or an area of zero, or may determine a the void
arca based on a larger target object, such as second object 702,

16885} Software, in accordance with the present disclosure, such as program
code and/or data, may be stored on one or more machine readable mediums,
inchuiding non-transitory machine readable mediom. It s also contemplated that
software identified herein may be implomented using one or more general purpose
ot specific purpose computers and/or computer systems, networked and/or
otherwise. Where applicable, the ordering of various steps described hercin may be
changed, combined into composite steps, and/or separated into sub-steps o provide
features described herein,

{6886} Consequently, embodiments as described herein may provide systems
and methods for fitting projections to a projection target by determining one or more
bounds of the projection target and trimming the content for projection on the
projection target based on the determined one or more bounds. Further, in order to
maximize the resolation of the content for view on the projection target,
embodiments described herein may determine arcas of no content that are outside of
the projection target, and project arcas of no content, such as masked pixels, i these
arcas such that the content can be scaled to a predeternined resolution for projection
onto the projection target without the projected content spilling onto surfaces and
arcas beyond the projection target. The examples provided above are exemplary
only and are vot intended to be hmiting. One skilled in the art may readily devise
other systems consistent with the disclosed embodiments which ave intended to be
within the scope of this disclosure. As such, the application is limited only by the

following claims.
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WHAT IS CLAIMED 15:

1. A method, comprising:

determining a projection farget;

determining one or more bounds of the projection target;

determining, by one o more processors, a content area where content is to be
projected and a void arca where no countent is to be projected, the content area and the
void arca determined based on the one or more bounds;

determining, by the one or more processors, a scaling factor;
generating content for projection within the content arca based on the scaling factor; and

generating the void arca.

2. The method of claim 1, wherein determining one or more bounds of the
projection target comprises:
receiving one or more images of the projection target; and

determining a shape of the projection target from the one or more images.

3. The method of claim 2, further comprising deterrining an outline of the

projection target based on the determined shape of the projection target.

4, The method of claim 2, further comprising determining 2 depth map of

an arca including the projection target based on the one or more images.

5. The method of claim 4, wherein determining a scaling factor comprises

determining a distance to the projection target based on the determined depth map.
6. The method of claim 4, wherein determining a shape of the projection
target comprises segmenting the projection target out from a background in the

determined depth moap.

7. The method of claim 2, wherein gencrating the void area comprises

creating a virtual mask based on the determined shape of the projection target.

29

d

KTS Ref. No. 93495.925413

[N



WO 2015/094785 PCT/US2014/069197

PATENT
Qualcomm Ref. No. 131097W0

g. The method of claim 1, further comprising projecting, by projector, the

generated content on the projection target within the determined content area.

9. The method of claim 1, further comprising projecting, by a projector, the

generated void area,

10.  The method of claim @, wherein projecting the generated void area

comprises projecting dark pixels.

it The method of claim 1, further comprising:
tracking the projoction target; and

adjusting the determined content avea and the determined void area based on the

tracking.
12. The method of claim 1, further comprising:
detecting a gesture; and
determining, based on the detected gesture, the void area to have no area.
13, The method of claim 1, further comprising:

detecting a gesture;

determining a sccond projection target based on the detected gesture;

determining one or more bounds of the second prejection target;

determining a second content ares and a second void arca based on the
determined one or more bounds of the second projection target;

determining a second scaling factor based on a distance to the second
projection target; and

projecting, by a projection device, content onto the second projection

target within the determined content area.

14, An apparatus, comprising:

a projector configured to project a content arca and a void area based on one or
more projection parameters of a projection {arget;

a caroera configured to capture one or more images of a field of view including

the projection target;

(W]
<
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one or more processors coupled to the projector and the camera, the one or more
processors configured to determine the one or more projection parameters; and

a memory coupled to the one or more processors.

15, The apparatus of claim 14, wherein the one or more processors are
configured to determine the one or more projection parameters by processing the one or
more images and determining a distance to the projection farget, a shape of the

projection target, and an outline of the projection target.

16, The apparatus of claim 14, wherein the void area comprises dark pixels

projected owside of the determined outline of the coutent arca.

17.  The apparatos of claim 14, wherein the camera comprises at least one of
g Dngital Light Processing (DLP} projecior, a laser beam-stecring (LBS) projector, a

liguid crystal on silicon (LCoS) projector.

18, The apparatus of claim 4, wherein the camera is further configured to

capture gestures made by a user.

19, The apparatos of claim 18, wherein the gestures include gestures for

switching between a private mode and a public mode.

20, A system, comprising:

means for determining 8 projection target;

means for determining one or more bounds of the projection target;

means for detormining a contont arca where content is 1o be projected and & void
arca where no content is to be projected based on the determined one or more bounds;

means for determining a scaling factor;

means for gencrating countent for projection within the content arca based on the
scaling factor; and

means for generating the void area.

d

KTS Ref. No. 93495.925413

[N



WO 2015/094785 PCT/US2014/069197

PATENT
Qualcomm Ref. No. 131097W0

21, The system of claim 20, wherein the means for determining one or more
bounds of the projection target comprises:
means for receiving one or more images of the projection target; and

means for determining a shape of the projection target from the one or more

n

s

7

[§13
¢
b7

mages.

22, The system of claim 21, further comprising means for delermining a

depth map of an area inchuding the projection target based on the one or more tmages.

23. The system of claim 20, further comprising a means for projecting the

generated content on the projection target within the detormined content area.

24, The system of claim 20, further comprising means for projecting the

generated void arca.

25.  The system of claim 20, further comprising:
means for tracking the projection target; and
means for adjusting the determined contont arca and the determined void area

based on the tracking.

26.  The system of claim 20, further comprising:
means for detecting a gesture; and
means for determining, based on the detected gesture, the void area to have no

area.

X7, The system of claim 20, further comprising:

means for detecting a gesture;

means for determining a sccond projection target based on the detected gesture;

means for determining one o7 more bounds of the second projection target;

means for determining a second content area and a second void area based on
the determined one or more bounds of the second projection target;

means for determining a second scaling factor based on a distance to the second

projection target; and

2
2
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means for projecting, by a projection device, content onto the second projection

target within the determined content area.

28, A computer-readable medium including instructions that when executed
by one or more processors cause a system including the one or more processors o
perform a method, comprising:

determining a projection target;
determining one or more bounds of the projection target;

determiming, by one or more processors, a content area where content is to be
projected and a void area where no content 1s 1o be projected based on the determined
one or more bounds;

determining, by the one or more processors, a scaling factor; and
generating content for projection within the content area based on the scaling factor; and

generating the void arca.
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This International Searching Authority found multiple (groups of)
inventions in this international application, as follows:

1. claims: 1-10, 14-17, 20-24, 28

A projection system wherein the shape of the projection
target is determined from one or more images

2. claims: 11, 25

A projection system providing adjustment of a content area
based on tracking of a projection target

3. claims: 12, 13, 18, 19, 26, 27

A projection system providing gesture detection for user
input
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