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FIG. 4
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FIG.7
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FIG. 8

\

Display panoramic image or 360-degree image in
response to providing partial content of first content 810

Control viewpoint of panoramic image or 360-degree
image based on interaction of user 820

!

Display viewpoint-controlled image 830




US 2019/0182563 Al

(U8B13s JO

PUB JOAON) |~ — == — -~

LoISSIL {0
1a)je Jod

Juiod )e)s yse|

¢<pesy>
) KBS om Ued
‘oN

4+ SUDCIGOM
18410 woyj Buipeal

10 85U9S JUBIOID 199 |
“BU0 SIY| "MON

Jun. 13,2019 Sheet 9 of 27

006~

6 DId

Patent Application Publication

(UB2IDS J0
pua Jamo7)



Patent Application Publication

Jun. 13,2019 Sheet 10 of 27

My name...
Hong Gildong ~100 e
:.:".': ==
Yes No—— = | Gildong.

Return point after completion

of mission
Oh... right!

US 2019/0182563 Al

™~100

Y

Cartoon character

asks me of my name...

Task start point

~-100




Patent Application Publication  Jun. 13,2019 Sheet 11 of 27  US 2019/0182563 A1l

FIG. 11A

<Task: start>
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FIG. 11B

<Task: touch>
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FIG. 11C

<Task: end>
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FIG. 13A
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FIG. 13B
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FIG. 13C
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FIG. 14C
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FIG. 15A
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FIG. 15B
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FIG. 15C
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FIG. 16A
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METHOD AND APPARATUS FOR
PROVIDING CONTENTS CONTROLLED OR
SYNTHESIZED BASED ON INTERACTION
OF USER

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application claims the benefit under 35 U.S.C.
§ 119 to Korean Patent Application No. 10-2017-0168638
filed on Dec. 8, 2017, in the Korean Intellectual Property
Office (KIPO), the entire contents of which are incorporated
herein by reference.

BACKGROUND OF THE INVENTION

Field of Invention

[0002] One or more example embodiments relate to a
method and apparatus for providing content, and more
particularly, to a method and apparatus that may provide
content controlled or synthesized based on an interaction of
a user, the content including a plurality of cuts having a
semantic correlation when the plurality of cuts are sequen-
tially displayed.

Description of Related Art

[0003] Currently, there is increasing interest in a webtoon
content providing service that provides contents, for
example, cartoons online. The webtoon contents represent
personages, animals, and objects as cartoon characters, and
provide readers with readings containing humor, satire, or a
desired plot through lines or conversations.

[0004] A reader may view desired webtoon content by
scrolling the webtoon content. The webtoon content may
include a plurality of cuts, and the reader may view the
webtoon content by sequentially verifying the plurality of
cuts through scrolling.

[0005] However, such webtoon content may be unilater-
ally provided from a content provider to a reader. The reader
may simply browse through the provided webtoon content
through scrolling. The reader may not synthesize new con-
tent with the webtoon content or interact with a character
included in the webtoon content.

[0006] Accordingly, there is a need for a method and
apparatus that may provide content controlled or synthesized
based on an interaction of a user in response to the user
browsing through, that is, viewing content, for example,
webtoon content.

[0007] Korean Patent Publication No. 10-2011-0123393
(published on Nov. 15, 2011) discloses technology for
providing a cartoon in a mobile digital content format
through direct transactions online.

[0008] The aforementioned description is provided to help
the understanding only and may include contents that are not
in the related art and may not include contents that the
related art may provide to one of ordinary skill in the art.

BRIEF SUMMARY OF THE INVENTION

[0009] One or more example embodiments provide a
method and apparatus that may provide predetermined par-
tial content of content provided from a content providing
server to a user terminal by controlling the partial content
based on an interaction of a user or by synthesizing new
content with the partial content.
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[0010] One or more example embodiments also provide a
method and apparatus that may detect an interaction of a
user and may synthesize new content with a predetermined
cut of content including a plurality of cuts or may control the
content including the predetermined cut in response to a task
associated with the predetermined cut when providing the
predetermined cut to a user terminal.

[0011] According to an aspect of at least one example
embodiment, there is provided a content providing method
of a user terminal, the method including controlling partial
content of first content based on an interaction of a user
through the user terminal or synthesizing second content
created based on the interaction of the user with the partial
content, in response to providing the partial content of the
first content to the user terminal, the first content being
provided from a content providing server; and displaying the
controlled partial content or composite content in which the
second content is synthesized.

[0012] The first content may be content that includes a
plurality of cuts having a semantic correlation when the
plurality of cuts is sequentially displayed and each of the
plurality of cuts may include at least one layer.

[0013] The partial content may be a predetermined cut that
allows control or synthesizing of the second content based
on the interaction of the user among the plurality of cuts.
[0014] The plurality of cuts may be sequentially displayed
through scrolling of the user terminal.

[0015] A point in time at which the partial content is
provided to the user terminal may be a point in time at which
the predetermined cut starts to be displayed at a lower end
of a screen of the user terminal.

[0016] A subsequent cut of the first content may be
displayed from an upper end of the screen after the con-
trolled partial content or the composite content in which the
second content is synthesized corresponding to the prede-
termined cut is displayed.

[0017] The controlled partial content or the composite
content in which the second content is synthesized may be
displayed as a full screen on a screen of the user terminal.
[0018] At least a portion of the controlled partial content
or the composite content may be stored in the user terminal
or the content providing server.

[0019] The partial content may include a panoramic image
or a 360-degree image.

[0020] The controlling of the partial content or the syn-
thesizing of the second content may include controlling a
viewpoint at which the panoramic image or the 360-degree
image is displayed on a screen of the user terminal, based on
the interaction of the user.

[0021] The interaction of the user may include at least one
of an input of a text associated with the partial content, an
input of a touch or a gesture, a voice input, capturing of an
image or an input of the image, and a physical manipulation
on the user terminal.

[0022] The interaction of the user may be the input of the
text associated with the partial content.

[0023] The controlling of the partial content or the syn-
thesizing of the second content may include synthesizing the
input text with the partial content as at least a portion of a
text within the predetermined cut.

[0024] The interaction of the user may be the input of the
touch or the gesture.

[0025] The controlling of the partial content or the syn-
thesizing of the second content may include detecting the
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input of the touch or the gesture on a portion of an image
displayed in correspondence with the partial content, in
response to a task associated with the predetermined cut; and
visually modifying the portion of the image on which the
input of the touch or the gesture is detected.

[0026] The controlling of the partial content or the syn-
thesizing of the second content may further include provid-
ing guide information about the task or the interaction of the
user to be input.

[0027] The interaction of the user may be capturing of the
image or the input of the image.

[0028] The controlling of the partial content or the syn-
thesizing of the second content may include capturing an
image of the user using a camera of the user terminal or
receiving the image of the user from the user terminal;
detecting a face from the captured or received image of the
user and creating a character corresponding to the face; and
synthesizing the created character with the partial content or
at least a portion of the first content.

[0029] The character may be created using a candidate that
is selected to be similar to a facial portion of the user from
among a plurality of candidates for each of portions consti-
tuting the face, and may have a style similar to that of
another character included in the first content.

[0030] The created character may constitute a single layer
and may be overlapped or synthesized with a layer included
in the predetermined cut.

[0031] The partial content may include a cartoon charac-
ter.
[0032] The controlling of the partial content or the syn-

thesizing of the second content may include synthesizing an
image captured using a camera of the user terminal as a
background of the character.

[0033] The controlling of the partial content or the syn-
thesizing of the second content further may include control-
ling a viewpoint at which the background and the character
are displayed on a screen of the user terminal based on the
interaction of the user.

[0034] A portion of at least one of the background and the
character may be displayed on the screen of the user terminal
and the displayed portion of the background or the character
may be modified based on the interaction of the user.
[0035] A display location of a text associated with the
character may be changed based on the interaction of the
user and a display location of a text associated with a
character corresponding to the user may be maintained.
[0036] The controlling of the partial content or the syn-
thesizing of the second content may include capturing an
image of at least a portion of the user, the background, and
the character using the camera of the user terminal; and
creating a composite image by replacing the background of
the captured image with a background associated with the
first content, and by replacing the user with a character
corresponding to the user.

[0037] The content providing method may further include
notifying an insufficiency in the interaction of the user in
response to the interaction of the user being insufficient to
control the partial content or to create the second content.
[0038] According to another aspect of at least one example
embodiment, there is provided a content providing apparatus
including a communicator configured to receive first content
provided from a content providing server; a content creator/
controller configured to control partial content of the first
content based on an interaction of a user through a user
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terminal or to synthesize second content created based on
the interaction of the user with the partial content, in
response to providing the partial content of the first content
to the user; and a display configured to display the controlled
partial content or composite content in which the second
content is synthesized.

[0039] According to another aspect of at least one example
embodiment, there is provided a content providing method
of a user terminal, the method including displaying at least
a portion of a panoramic image or a 360-degree image
included in partial content of first content in response to
providing the partial content of the first content to the user
terminal through scrolling, the first content being provided
from a content providing server; controlling a viewpoint of
the panoramic image or the 360-degree image based on the
interaction of the user through the user terminal; and dis-
playing the viewpoint-controlled panoramic image or 360-
degree image as a full screen on a screen of the user
terminal.

[0040] According to some example embodiments, in the
case of providing content that includes a plurality of cuts,
such as webtoon content, it is possible to synthesize new
content with a predetermined cut of the content or to control
content included in the predetermined cut based on an
interaction with a user, and to provide the synthesized or
controlled content, in response to providing the predeter-
mined cut to a user terminal. Accordingly, it is possible to
increase interest of the user on the webtoon content.
[0041] Also, according to some example embodiments,
since a synthesized or controlled content is provided by
synthesizing new content with partial content that is a
portion of the content or controlling the partial content based
on an interaction of a user, it is possible to provide person-
alized content based on the interaction of the user.

[0042] Also, according to some example embodiments, in
the case of providing content that includes a plurality of cuts,
such as webtoon content, it is possible to synthesize new
content created based on an interaction of a user with a
predetermined cut of the content. Accordingly, the user may
participate into a story of the webtoon content.

[0043] Further areas of applicability will become apparent
from the description provided herein. The description and
specific examples in this summary are intended for purposes
of illustration only and are not intended to limit the scope of
the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0044] Example embodiments will be described in more
detail with regard to the figures, wherein like reference
numerals refer to like parts throughout the various figures
unless otherwise specified, and wherein:

[0045] FIG. 1 illustrates an example of providing content,
for example, webtoon content, by controlling content or
creating composite content based on an interaction of a user
according to one example embodiment;

[0046] FIG. 2 is a diagram illustrating a configuration of
a server and a user terminal used to provide content to a user
according to one example embodiment;

[0047] FIG. 3 is a flowchart of a method of providing
content controlled or synthesized based on an interaction of
a user according to one example embodiment;

[0048] FIG. 4 is a flowchart of a method of controlling
predetermined partial content of first content or synthesizing



US 2019/0182563 Al

second content with the partial content based on an inter-
action of a user according to one example embodiment;
[0049] FIG. 5 is a flowchart for creating, as second con-
tent, a character corresponding to a user in predetermined
partial content of first content and synthesizing the created
character with the first content based on an interaction of the
user according to one embodiment;

[0050] FIG. 6 is a flowchart for synthesizing a captured
image with predetermined partial content of first content and
controlling the partial content synthesized with the captured
image or synthesizing new content, for example, second
content with the partial content synthesized with the cap-
tured image based on an interaction of a user according to
one embodiment;

[0051] FIG. 7 is a flowchart of a method of notifying an
insufficiency in an interaction of a user in response to the
interaction of the user being insufficient to control predeter-
mined partial content of first content or to synthesize second
content with the partial content according to one embodi-
ment;

[0052] FIG. 8 is a flowchart of a method of controlling a
viewpoint of a panoramic image or a 360-degree image as
predetermined partial content of first content based on an
interaction of a user and providing the viewpoint-controlled
content according to one example embodiment; and
[0053] FIGS. 9, 10, 11A-11C, 12, 13A-13C, 14A-14D,
15A-15C and 16A-16C illustrate examples of providing
controlled or synthesized content by controlling predeter-
mined partial content of first content or synthesizing new
content with the partial content based on an interaction of a
user according to at least one example embodiment.
[0054] It should be noted that these figures are intended to
illustrate the general characteristics of methods and/or struc-
ture utilized in certain example embodiments and to supple-
ment the written description provided below. These draw-
ings are not, however, to scale and may not precisely reflect
the precise structural or performance characteristics of any
given embodiment, and should not be interpreted as defining
or limiting the range of values or properties encompassed by
example embodiments.

DETAILED DESCRIPTION OF THE
INVENTION

[0055] One or more example embodiments will be
described in detail with reference to the accompanying
drawings. Example embodiments, however, may be embod-
ied in various different forms, and should not be construed
as being limited to only the illustrated embodiments. Rather,
the illustrated embodiments are provided as examples so that
this disclosure will be thorough and complete, and will fully
convey the concepts of this disclosure to those skilled in the
art. Accordingly, known processes, elements, and tech-
niques, may not be described with respect to some example
embodiments. Unless otherwise noted, like reference char-
acters denote like elements throughout the attached draw-
ings and written description, and thus descriptions will not
be repeated.

[0056] Although the terms “first,” “second,” “third,” etc.,
may be used herein to describe various elements, compo-
nents, regions, layers, and/or sections, these elements, com-
ponents, regions, layers, and/or sections, should not be
limited by these terms. These terms are only used to distin-
guish one element, component, region, layer, or section,
from another region, layer, or section. Thus, a first element,
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component, region, layer, or section, discussed below may
be termed a second element, component, region, layer, or
section, without departing from the scope of this disclosure.
[0057] Spatially relative terms, such as “beneath,”
“below,” “lower,” “under,” “above,” “upper,” and the like,
may be used herein for ease of description to describe one
element or feature’s relationship to another element(s) or
feature(s) as illustrated in the figures. It will be understood
that the spatially relative terms are intended to encompass
different orientations of the device in use or operation in
addition to the orientation depicted in the figures. For
example, if the device in the figures is turned over, elements
described as “below,” “beneath,” or “under,” other elements
or features would then be oriented “above” the other ele-
ments or features. Thus, the example terms “below” and
“under” may encompass both an orientation of above and
below. The device may be otherwise oriented (rotated 90
degrees or at other orientations) and the spatially relative
descriptors used herein interpreted accordingly. In addition,
when an element is referred to as being “between” two
elements, the element may be the only element between the
two elements, or one or more other intervening elements
may be present.

[0058] As used herein, the singular forms “a,” “an,” and
“the,” are intended to include the plural forms as well, unless
the context clearly indicates otherwise. It will be further
understood that the terms “comprises” and/or “comprising,”
when used in this specification, specify the presence of
stated features, integers, steps, operations, elements, and/or
components, but do not preclude the presence or addition of
one or more other features, integers, steps, operations,
elements, components, and/or groups, thercof. As used
herein, the term “and/or” includes any and all combinations
of one or more of the associated listed items. Expressions
such as “at least one of,” when preceding a list of elements,
modify the entire list of elements and do not modify the
individual elements of the list. Also, the term “exemplary”
is intended to refer to an example or illustration.

[0059] When an element is referred to as being “on,”
“connected to,” “coupled to,” or “adjacent to,” another
element, the element may be directly on, connected to,
coupled to, or adjacent to, the other element, or one or more
other intervening elements may be present. In contrast, when
an element is referred to as being “directly on,” “directly
connected to,” “directly coupled to,” or “immediately adja-
cent to,” another element there are no intervening elements
present.

[0060] Unless otherwise defined, all terms (including tech-
nical and scientific terms) used herein have the same mean-
ing as commonly understood by one of ordinary skill in the
art to which example embodiments belong. Terms, such as
those defined in commonly used dictionaries, should be
interpreted as having a meaning that is consistent with their
meaning in the context of the relevant art and/or this
disclosure, and should not be interpreted in an idealized or
overly formal sense unless expressly so defined herein.
[0061] Example embodiments may be described with ref-
erence to acts and symbolic representations of operations
(e.g., in the form of flow charts, flow diagrams, data flow
diagrams, structure diagrams, block diagrams, etc.) that may
be implemented in conjunction with units and/or devices
discussed in more detail below. Although discussed in a
particularly manner, a function or operation specified in a
specific block may be performed differently from the flow
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specified in a flowchart, flow diagram, etc. For example,
functions or operations illustrated as being performed seri-
ally in two consecutive blocks may actually be performed
simultaneously, or in some cases be performed in reverse
order.

[0062] Units and/or devices according to one or more
example embodiments may be implemented using hardware,
software, and/or a combination thereof. For example, hard-
ware devices may be implemented using processing cir-
cuitry such as, but not limited to, a processor, Central
Processing Unit (CPU), a controller, an arithmetic logic unit
(ALU), a digital signal processor, a microcomputer, a field
programmable gate array (FPGA), a System-on-Chip (SoC),
a programmable logic unit, a microprocessor, or any other
device capable of responding to and executing instructions
in a defined manner.

[0063] Software may include a computer program, pro-
gram code, instructions, or some combination thereof, for
independently or collectively instructing or configuring a
hardware device to operate as desired. The computer pro-
gram and/or program code may include program or com-
puter-readable instructions, software components, software
modules, data files, data structures, and/or the like, capable
of being implemented by one or more hardware devices,
such as one or more of the hardware devices mentioned
above. Examples of program code include both machine
code produced by a compiler and higher level program code
that is executed using an interpreter.

[0064] For example, when a hardware device is a com-
puter processing device (e.g., a processor, Central Process-
ing Unit (CPU), a controller, an arithmetic logic unit (ALU),
a digital signal processor, a microcomputer, a microproces-
sor, etc.), the computer processing device may be configured
to carry out program code by performing arithmetical,
logical, and input/output operations, according to the pro-
gram code. Once the program code is loaded into a computer
processing device, the computer processing device may be
programmed to perform the program code, thereby trans-
forming the computer processing device into a special
purpose computer processing device. In a more specific
example, when the program code is loaded into a processor,
the processor becomes programmed to perform the program
code and operations corresponding thereto, thereby trans-
forming the processor into a special purpose processor.
[0065] Software and/or data may be embodied perma-
nently or temporarily in any type of machine, component,
physical or virtual equipment, or computer storage medium
or device, capable of providing instructions or data to, or
being interpreted by, a hardware device. The software also
may be distributed over network coupled computer systems
so that the software is stored and executed in a distributed
fashion. In particular, for example, software and data may be
stored by one or more computer readable recording medi-
ums, including the tangible or non-transitory computer-
readable storage media discussed herein.

[0066] According to one or more example embodiments,
computer processing devices may be described as including
various functional units that perform various operations
and/or functions to increase the clarity of the description.
However, computer processing devices are not intended to
be limited to these functional units. For example, in one or
more example embodiments, the various operations and/or
functions of the functional units may be performed by other
ones of the functional units. Further, the computer process-
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ing devices may perform the operations and/or functions of
the various functional units without sub-dividing the opera-
tions and/or functions of the computer processing units into
these various functional units.

[0067] Units and/or devices according to one or more
example embodiments may also include one or more storage
devices. The one or more storage devices may be tangible or
non-transitory computer-readable storage media, such as
random access memory (RAM), read only memory (ROM),
a permanent mass storage device (such as a disk drive, solid
state (e.g., NAND flash) device, and/or any other like data
storage mechanism capable of storing and recording data.
The one or more storage devices may be configured to store
computer programs, program code, instructions, or some
combination thereof, for one or more operating systems
and/or for implementing the example embodiments
described herein. The computer programs, program code,
instructions, or some combination thereof, may also be
loaded from a separate computer readable storage medium
into the one or more storage devices and/or one or more
computer processing devices using a drive mechanism. Such
separate computer readable storage medium may include a
Universal Serial Bus (USB) flash drive, a memory stick, a
Blu-ray/DVD/CD-ROM drive, a memory card, and/or other
like computer readable storage media. The computer pro-
grams, program code, instructions, or some combination
thereof, may be loaded into the one or more storage devices
and/or the one or more computer processing devices from a
remote data storage device via a network interface, rather
than via a local computer readable storage medium. Addi-
tionally, the computer programs, program code, instructions,
or some combination thereof, may be loaded into the one or
more storage devices and/or the one or more processors
from a remote computing system that is configured to
transfer and/or distribute the computer programs, program
code, instructions, or some combination thereof, over a
network. The remote computing system may transfer and/or
distribute the computer programs, program code, instruc-
tions, or some combination thereof, via a wired interface, an
air interface, and/or any other like medium.

[0068] The one or more hardware devices, the one or more
storage devices, and/or the computer programs, program
code, instructions, or some combination thereof, may be
specially designed and constructed for the purposes of the
example embodiments, or they may be known devices that
are altered and/or modified for the purposes of example
embodiments.

[0069] A hardware device, such as a computer processing
device, may run an operating system (OS) and one or more
software applications that run on the OS. The computer
processing device also may access, store, manipulate, pro-
cess, and create data in response to execution of the soft-
ware. For simplicity, one or more example embodiments
may be exemplified as one computer processing device;
however, one skilled in the art will appreciate that a hard-
ware device may include multiple processing elements and
multiple types of processing clements. For example, a
hardware device may include multiple processors or a
processor and a controller. In addition, other processing
configurations are possible, such as parallel processors.
[0070] Although described with reference to specific
examples and drawings, modifications, additions and sub-
stitutions of example embodiments may be variously made
according to the description by those of ordinary skill in the
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art. For example, the described techniques may be per-
formed in an order different with that of the methods
described, and/or components such as the described system,
architecture, devices, circuit, and the like, may be connected
or combined to be different from the above-described meth-
ods, or results may be appropriately achieved by other
components or equivalents.

[0071] Hereinafter, example embodiments will be
described with reference to the accompanying drawings.

[0072] FIG. 1 illustrates an example of providing content,
for example, webtoon content, by controlling content or
creating composite content based on an interaction of a user
according to one Embodiment.

[0073] Hereinafter, a method of controlling predetermined
partial content 105 of first content 102 provided from a
content providing server, based on an interaction of a user
through a user terminal 100 or synthesizing second content
created based on the interaction of the user with the partial
content 105 to provide the partial content 105 to the user
terminal 100 is described with reference to FIG. 1.

[0074] In the case of providing the first content 102 to the
user terminal 100, the partial content 105 or the partial
content 105 synthesized with the second content may be
displayed on the user terminal 100 at a point in time at which
the partial content 105 is displayed on the user terminal 100.

[0075] The first content 102 may be content that includes
a plurality of cuts C1, C2, . . ., having a semantic correlation
when the plurality of cuts C1, C2, . . ., is sequentially
displayed. For example, when the plurality of cuts C1, C2,
..., 1s sequentially arranged and displayed, the first content
102 may constitute a story in which the cuts C1, C2, . . .,
are organically connected. A user that sequentially views the
cuts C1, C2, . . ., may understand the story of the first
content 102. For example, the first content 102 may corre-
spond to webtoon content. The webtoon content may be a
cartoon in a digital content form that is provided through the
Internet over a wired/wireless network.

[0076] When the cuts C1, C2, ..., of the first content 102
are provided to the user terminal 100, the user may sequen-
tially view the cuts C1, C2, . . ., by scrolling a screen of the
user terminal 100.

[0077] When viewing the first content 102 through scroll-
ing, the controlled partial content 105 or the partial content
105 synthesized with the second content may be displayed
on the user terminal 100 at a point in time at which a cut C3
corresponding to the partial content 105 is displayed on the
screen of the user terminal 100. Here, the cut C3 may be a
predetermined (or, alternatively, desired) cut that allows
control or synthesizing of the second cut based on the
interaction of the user among the plurality of cuts C1, C2 .

[0078] For example, at a point in time at which the cut C3
corresponding to the partial content 105 is scrolled, the user
terminal 100 may receive a notification requesting a task
associated with the partial content 105 to be executed. In
response to the notification, the user of the user terminal 100
may input a desired interaction to the user terminal 100. The
partial content 105 controlled based on the input interaction
or the partial content 105 synthesized with the second
content may be displayed on the screen of the user terminal
100 at a point in time at which the partial content 105 should
be displayed on the user terminal 100, that is, at a location
at which the cut C3 is displayed on the user terminal 100.
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[0079] Accordingly, the user viewing the first content 102
corresponding to the webtoon content may also view content
controlled based on the interaction of the user or the content
synthesized with additional content when viewing a specific
cut, for example, the cut C3, of the webtoon content.
[0080] According to example embodiments, it is possible
to enhance interest of a user on webtoon content by con-
trolling content that includes a predetermined (or, alterna-
tively, desired) cut and by providing the synthesized or
controlled content. Through this, webtoon content person-
alized based on an interaction of the user may be provided
to the user and the user may participate in the story of the
webtoon content.

[0081] Herein, the term “first content” may be incomplete
webtoon content in that the first content may be provided to
the user as webtoon content to be completed based on the
interaction of the user.

[0082] A method of providing content by controlling the
content or creating composite content based on an interac-
tion of a user according to example embodiments is
described with reference to FIGS. 2 through 16.

[0083] FIG. 2 is a diagram illustrating a configuration of
a server and a user terminal used to provide content to a user
according to at least one example embodiment.

[0084] Hereinafter, a content providing server (content
providing system) 200 configured to provide the first content
102 of FIG. 1 to the user terminal 100 and the user terminal
100 configured to provide the first content 102 to a user by
displaying synthesized or controlled content are further
described with reference to FIG. 2.

[0085] Referring to FIG. 2, the content providing server
200 may be a service platform that provides webtoon
content corresponding to the first content 102 to the user
terminal 100 that is a client. The content providing server
200 may be configured to provide the first content 102 to the
user terminal 100 through communication with an applica-
tion installed on the user terminal 100, and may be included
in a service platform that provides a webtoon service in a
client-server environment.

[0086] A communicator 210 may be a device used for
communication between the content providing server 200
and another server or the user terminal 100. That is, the
communicator 210 may be a hardware module, such as a
network interface card, a network interface chip, and a
networking interface port of the content providing server
200, configured to transmit and/or receive data and/or infor-
mation to and/or from the other server or the user terminal
100, or may be a software module, such as a network device
driver or a networking program.

[0087] A controller 220 may manage components of the
content providing server 200, may execute a program or an
application to provide the first content 102 to the user
terminal 100, and may process an operation required for
executing the program or the application and processing
data. Also, the controller 220 may be configured to process
data received from the other server and the user terminal
100. The controller 220 may be at least one processor of the
content providing server 200 or at least one core in the
processor.

[0088] The user terminal 100 may refer to any type of
terminal devices capable of connecting to a website/mobile
site associated with the content providing server 200 and
installing and executing an application/program for receiv-
ing and viewing the first content 102, such as, for example,



US 2019/0182563 Al

a personal computer (PC), a laptop computer, a smartphone,
a tablet, a wearable device, etc. The user terminal 100 may
perform the overall service operations, for example, a ser-
vice screen configuration, a data input, a data transmission
and reception, and a data storage, under control of the
website/mobile site or a dedicated application/program.
[0089] The user terminal 100 may correspond to a content
providing device in that the user terminal 100 provides
contents to the user.

[0090] The user terminal 100 may include a communicator
110, a controller 120, a display 130, a camera 140, a storage
150 and an input unit 160.

[0091] The communicator 110 may be a device used for
communication between the user terminal 100 and the server
200 or another user terminal. That is, the communicator 110
may be a hardware module, such as a network interface card,
a network interface chip, and a networking interface port of
the user terminal 100, configured to transmit/receive data
and/or information to/from the server 200 or the other user
terminal, or may be a software module, such as a network
device driver or a networking program. The communicator
110 may receive the first content 102 provided from the
content providing server 200.

[0092] The controller 120 may manage components of the
user terminal 100 and may execute a program or an appli-
cation used by the user terminal 100. For example, the
controller 120 may install and execute the application/
program for receiving and viewing the first content 102
provided from the content providing server 200, and may
process an operation required for executing the program or
the application and processing data. The controller 120 may
be at least one processor of the user terminal 100 or may be
at least one core in the processor.

[0093] The controller 120 may include a content creator/
controller 125 configured to control the partial content 105
based on the interaction of the user through the user terminal
100 or to synthesize second content created based on the
interaction of the user with the partial content 105 in
response to the partial content 105 of the first content 102
being provided from the content providing server 200 to the
user terminal 100. The content creator/controller 125 may be
implemented in a processor (or in association with the
processor) as a software module and/or hardware module.
[0094] A function and an operation of the content creator/
controller 125 are further described with reference to FIGS.
3 through 16. The content creator/controller 125 may be
configured within at least one processor and thus, a function
and an operation of the content creator/controller 125 may
be executed by at least one processor.

[0095] The display 130 may output the first content 102
received from the content providing server 200 and the
synthesized/controlled content 105. Also, the display 130
may output data input from the user through the input unit
160. The display 130 may include a touchscreen. In this
case, the display 130 may include a function of an input
device (not shown) configured to receive the interaction of
the user, for example, a touch input and a gesture input.
[0096] For example, the user may view the first content
102 corresponding to the webtoon content by touching a
portion on which a scroll is displayed on the display 130 or
through swiping (scrolling). When the partial content 105 of
the first content 102 is displayed, that is, at a point in time/at
a location at which the partial content 105 is displayed on the
display 130, the user may input the interaction of the user on
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a portion of the display 130. Accordingly, the controlled
partial content 105 or the partial content 105 synthesized
with the second content may be displayed on the display
130.

[0097] Also, guide information about a task associated
with the partial content 105 or guide information about the
interaction of the user to be input may be displayed on the
display 130.

[0098] The camera 140 may be a device configure to
capture an image of the user or other objects. The camera
140 may include an image sensor. The content creator/
controller 125 may create an image, for example, a picture
and/or a moving picture, of the user or other objects through
the camera 140, and may process the created image and may
synthesize the created image with the partial content 105 as
the second content.

[0099] Also, although not illustrated here, the user termi-
nal 100 may include a storage 150 configured to store data
or information. The storage 150 may include any type of
memory or storage devices. A program or an application
executed by the controller 120 and information associated
with the program or the application may be stored in the
storage 150. For example, the storage 150 may store at least
a portion of the partial content 105 controlled based on the
interaction of the user or composite content in which the
second content is synthesized with the partial content 105.
At least a portion of the controlled partial content 105 or the
composite content may be stored in the content providing
server 200 or an external server.

[0100] Although not illustrated here, the user terminal 100
may include a sensing device configured to detect a physical
manipulation, for example, a tilt, a shake, and a rotate, on the
user terminal 100 as the interaction of the user. The sensing
device may include various types of sensors configured to
detect the interaction of the user, for example, an accelera-
tion sensor, a gyro sensor, a global positioning system (GPS)
sensor, a proximate sensor, and the like.

[0101] Although it is described that the content creator/
controller 125 performs controlling of the partial content
105 and data processing and operation for synthesizing the
second content with the partial content 105, it is provided as
an example only. At least a portion of the data processing
and operation may be performed by the content providing
server 200. For example, the content creator/controller 125
(or its corresponding components) may be implemented in
the sever 200. Even in this case, the aforementioned descrip-
tion may be applied.

[0102] Also, the data processing and the operation for
synthesizing the second content with the partial content 105
may be performed by the application/program installed on
the user terminal 100 to provide contents.

[0103] The aforementioned description related to techni-
cal features of FIG. 1 may be applicable to FIG. 2 and thus,
a further description is omitted here.

[0104] FIG. 3 is a flowchart illustrating an example of a
method of providing content controlled or synthesized based
on an interaction of a user according to one example
embodiment.

[0105] Referring to FIGS. 1 through 3, in operation 310,
the content creator/controller 125 may receive the first
content 102 from the content providing server 200 through
the communicator 110. The first content 102 may include a
plurality of cuts C1, C2, . . ., having a semantic correlation
when the plurality of cuts C1, C2, . . . , are sequentially
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displayed. For example, the first content 102 may be webt-
oon content. The plurality of contents C1, C2, . . ., may be
sequentially displayed through scrolling performed on the
display 130 of the user terminal 100. Each of the plurality of
cuts C1, C2, . . ., may include at least one layer. A layer
included in a cut may correspond to a layer of a background
of the corresponding cut, a character included therein, or a
text, for example, a speech balloon or lines, included therein.
The character may be a personage or a thing included in the
webtoon content as a virtual character.

[0106] In operation 320, the content creator/controller 125
may control the partial content 105 based on the interaction
of the user through the user terminal 100 or may synthesize
second content created based on the interaction of the user
with the partial content 105 when the user views the first
content 102 and the partial content 105 of the first content
102 is provided to the user terminal 100.

[0107] Further, operation 320 may include operations 322
through 326.
[0108] In operation 322, the content creator/controller 125

may detect a point in time at which the partial content 105
is provided. The point in time at which the partial content
105 is provided may be a point in time at which the partial
content 105 starts being displayed on the display 130. For
example, a point in time at which the partial content 105 is
provided to the user terminal 100 may refer to a point in time
at which a predetermined (or, alternatively, desired) cut, for
example, the cut C3 corresponding to the partial content 105
starts being displayed at a lower end of the display 130 of the
user terminal 100 when the plurality of cuts C1, C2, . . .,
included in the first content 102 is sequentially displayed
through scrolling on the user terminal 100.

[0109] For example, in response to detecting the point in
time at which the partial content 105 is provided, the content
creator/controller 125 may display the partial content 105 on
the display 130. For example, the partial content 105 may be
an image corresponding to a predetermined (or, alterna-
tively, desired) cut of the webtoon content determined by a
person who initially created the content (i.e., the author of
the content). Alternatively, the partial content 105 may
include a panoramic image or a 360-degree image. The
partial content 105 may be displayed as a full screen on the
display 130.

[0110] In operation 324, the content creator/controller 125
may detect the interaction of the user associated with the
displayed partial content 105. Here, guide information asso-
ciated with a type or an input location of the interaction of
the user to be input may be displayed on the display 130.
[0111] In operation 326, the content creator/controller 125
may control the displayed partial content 105 based on the
input interaction of the user. For example, the displayed
partial content 105 may be visually modified by controlling
a viewpoint of the displayed partial content 105, or by
adding, deleting, or replacing an object/layer with respect to
the displayed partial content 105 or the cut C3. A method of
controlling the displayed partial content 105 is further
described with reference to FIGS. 4 through 16.

[0112] Alternatively, as another example, in response to
detecting the point in time at which the partial content 105
is provided, the content creator/controller 125 may request
creation of the second content to be synthesized with the
partial content 105. For example, the content creator/con-
troller 125 may request creation/input of a text or a character
to be synthesized with the partial content 105 corresponding
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to the predetermined (or, alternatively, desired) cut, for
example, the cut C3, of the first content 102 or creation/input
of another image.

[0113] In operation 324, the content creator/controller 125
may detect the interaction of the user associated with the
creation of the second content to be synthesized with the
partial content 105.

[0114] In operation 326, the content creator/controller 125
may create the second content to be synthesized with the
partial content 105 in response to the input of the interaction
of the user and may synthesize the created second content
with the partial content 105. Here, before synthesizing, the
partial content 105 may include only a blank layer and may
include only content corresponding to a portion of the
intended cut C1 of the first content 102. That is, the cut C3
may be completed by synthesizing the second content with
the partial content 105. A method of creating the second
content and synthesizing the created second content with the
partial content 105 is further described with reference to
FIGS. 4 through 16.

[0115] In operation 330, the content creator/controller 125
may display, on the display 130, the controlled partial
content 105 or the composite content in which the second
content is synthesized with the partial content 105 through
operation 320. The controlled partial content 105 or the
composite content in which the second content is synthe-
sized with the partial content 105 may be displayed as a full
screen on the display 130.

[0116] The aforementioned interaction of the user may be,
for example, at least one of an input of a text associated with
the partial content 105, an input of a touch or a gesture
associated with the partial content 105, a voice input asso-
ciated with the partial content 105, capturing of an image or
an input of the image, and a physical manipulation (e.g., a
tilt, a shake, and a rotate) on the user terminal 100. Also, the
interaction of the user may refer to any type of input of the
user terminal 100, either through the input unit 160 or the
display 130, for controlling the partial content 105 and
creating/synthesizing the second content for the partial con-
tent 105.

[0117] Once the cut C3 of'the first content 102 is displayed
on the display 130 in operation 330, a subsequent cut may
be displayed on the display 130. For example, after the
controlled partial content 105 or the composite content in
which the second content is synthesized corresponding to
the cut C3 is displayed, a subsequent cut of the first content
102 may be displayed from an upper end of the display 130.
That is, the subsequent cut may be displayed from an upper
end of the screen instead of displaying the previous cut C3
on the screen. Accordingly, viewing the predetermined (or,
alternatively, desired) cut, for example, the cut C3 may not
be interrupted when the user is viewing the subsequent cut
and the user may view the subsequent cut under an optimal
condition.

[0118] The subsequent cut may include content that is
semantically associated with performing a task of, for
example, controlling the partial content 105 or synthesizing
the second content, in the previous cut C3.

[0119] By providing content, such as the webtoon content,
to the user through operations 310 through 330, it is possible
to enhance interest of the user on the content and to provide
content that is personalized and enables the user to partici-
pate in the story of the content, instead of unilaterally
providing the content to the user.
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[0120] The aforementioned description related to techni-
cal features of FIGS. 1 and 2 may be applicable to FIG. 3 and
thus, a further description is omitted here.

[0121] FIG. 4 is a flowchart illustrating an example of a
method of controlling predetermined (or, alternatively,
desired) partial content of first content or synthesizing
second content with the partial content based on an inter-
action of a user according to one example embodiment.

[0122] Operation 320 of FIG. 3 is further described with
reference to FIG. 4.

[0123] For example, the partial content 105 may include a
panoramic image or a 360-degree image. The panoramic
image or the 360-degree image may be an image corre-
sponding to the cut C3 of the first content 102. In operation
410-1, the content creator/controller 125 may control a
viewpoint at which the panoramic image or the 360-degree
image is displayed on the display 130 of the user terminal
100 based on the interaction of the user. For example, the
user may display a view of the panoramic image or the
360-degree image captured at a different viewpoint on the
display 130 by tilting or rotating the user terminal 100.
Accordingly, the user may have a sense of space as if the
user is present within the cut C3 of the first content 102.

[0124] As another example, the interaction of the user may
be an input of a text associated with the partial content 105.
In operation 410-2, the content creator/controller 125 may
synthesize the text with the partial content 105 as the second
content based on the interaction of the user. The content
creator/controller 125 may synthesize the input text as at
least a portion of the text within the cut C3 of the first
content 102 corresponding to the partial content 105. For
example, if a text input from the user is a “name” of a
specific character, the text input from the user may be
synthesized with a portion of lines/script corresponding to
the name of the specific character with respect to the
plurality of cuts C1, C2, . . ., of the first content 102.
Accordingly, the user may have a feeling as if the user
actually participates into a story of the webtoon content or
is a character of the webtoon.

[0125] As another example, the interaction of the user may
be an input of a touch or a gesture. In operation 410-3, the
content creator/controller 125 may detect the input of the
touch or the gesture on a portion of an image displayed in
correspondence with the partial content 105, and may visu-
ally modify the portion of the image on which the input of
the touch or the gesture is detected. For example, the
displayed partial content 105 or the partial content 105
displayed by adding, deleting, or changing an object/layer
with respect to the cut C3 may be visually modified.
Accordingly, the user may substantially participate into the
story of the webtoon content.

[0126] Controlling of the partial content 105 or synthesiz-
ing of the second content through operations 410-1 through
410-3 may be performed in response to a task associated
with the partial content 105 or the cut C3 of the first content
102. Prior to performing operations 410-1 through 410-3,
the content creator/controller 125 may provide guide infor-
mation about the task to be performed or the interaction of
the user to be performed in operation 420. The guide
information may be provided in a form corresponding to one
of a text, an image, and a symbol, and may be displayed on
the display 130 through a pop-up window or in an overlap-
ping form with the displayed partial content 105. The guide
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information may have a desired level of transparency when
the guide information overlaps the partial content 105.
[0127] Examples of operations 410-1 through 410-3 are
further described with reference to FIGS. 9 through 16.
[0128] The aforementioned description related to techni-
cal features of FIGS. 1 through 3 may be applicable to FIG.
4 and thus, a further description is omitted here.
[0129] FIG. 5 is a flowchart illustrating an example of
creating, as second content, a character corresponding to a
user in predetermined (or, alternatively, desired) partial
content of first content and synthesizing the created charac-
ter with the first content based on an interaction of the user
according to at least one example embodiment.
[0130] Operation 320 is further described with reference
to FIG. 5. Operation 320 may include operations 510
through 530 of FIG. 5.
[0131] Referring to FIG. 5, the interaction of the user may
be capturing of an image or an input of the image. In
operation 510, the content creator/controller 125 may cap-
ture an image of the user using the camera 140 of the user
terminal 100 or may receive the image of the user from the
user terminal 100.
[0132] In operation 520, the content creator/controller 125
may detect a face from the captured or received image of the
user and may create a character corresponding to the face.
For example, the character may be created using a candidate
that is selected to be similar to a facial portion of the user
from among a plurality of candidates of each of portions
constituting the detected face. Also, the created character
may have a style similar to that of another character included
in the first content 102. That is, the created character
corresponding to the face of the user may be depicted as a
style of painting or drawing same as or similar to that of
other characters included in the first content 102 that is the
webtoon content.
[0133] An artificial intelligence technique, such as a
machine learning or a deep learning, may be used to create
a character corresponding to the user based on the image of
the user. For example, a character recognizable to be same
as or similar to a style of painting of a corresponding writer
of the first content 102 may be created by applying, to the
image of the user, results of the machine learning or deep
learning performed on images of the writer of the first
content 102. As another example, if a created character has
ears, eyes, mouth, and/or nose with similar (or the same)
feature of the original characters drawn by the author, the
created character can be recognized as if it had been drawn
by that author. The character generated to have same fea-
tures of the original character may be recognized naturally
without the sense of difference to the original characters.
[0134] At least a portion of data processing or operation to
detect the face of the user and to create the character may be
performed not by the user terminal 100 but the content
providing server 200 or another external server.
[0135] In operation 530, the content creator/controller 125
may synthesize the created character with the partial content
105 or at least a portion of the first content 102. For example,
the created character may constitute a single layer and the
layer including the created character may overlap or syn-
thesize with a layer included in a predetermined (or, alter-
natively, desired) cut, for example, the cut C3 corresponding
to the partial content 105 or at least a portion of cuts C1, C2,
., included in the first content 102. Since the created
character is configured as the layer, the character may be
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naturally or smoothly synthesized with the cut C3 or the cuts
C1, C2, . . ., included in the first content 102.

[0136] Through such character synthesis, the user may
have a feeling as if the user substantially participates in the
story of the webtoon content or a character of the webtoon.
Since a style of painting of the character of the user is the
same as or at least similar to that of other characters, the user
may not have a sense of difference.

[0137] Creating and synthesizing the character through
operations 510 through 530 may be performed in response
to the task associated with the partial content 105 or the cut
C3. Prior to performing operations 510 through 530, the
content creator/controller 125 may provide guide informa-
tion associated with the task to be performed or the inter-
action of the user to be input.

[0138] The aforementioned description related to techni-
cal features of FIGS. 1 through 4 may be applicable to FIG.
5 and thus, a further description is omitted here.

[0139] FIG. 6 is a flowchart illustrating an example of
synthesizing a captured image with predetermined (or, alter-
natively, desired) partial content of first content and con-
trolling the partial content synthesized with the captured
image or synthesizing new content, for example, second
content with the partial content synthesized with the cap-
tured image based on an interaction of a user according to at
least one example embodiment.

[0140] Operation 320 is further described with reference
to FIG. 6. Operation 320 may include operations 610
through 640. Hereinafter, a method of providing the partial
content 105 in an augmented reality (AR)/virtual reality
(VR) environment is described with reference to operations
610 through 640.

[0141] The partial content 105 may include a character.
Here, the character may correspond to a character that
appears in the webtoon content and may be widely under-
stood as a meaning that includes a specific thing.

[0142] Referring to FIG. 6, in operation 610, the content
creator/controller 125 may synthesize an image captured by
the camera 140 of the user terminal 100 as a background of
a character included in the partial content 105. Accordingly,
an AR/VR environment may be built in the user terminal 100
as if the character is present in an actual environment in
which the user is present. Alternatively, the content creator/
controller 125 may synthesize an image captured in real time
and an image stored in the user terminal 100 as a background
of the character included in the partial content 105.

[0143] In operation 620, the content creator/controller 125
may control a viewpoint at which the synthesized back-
ground and character are displayed on the display 130 of the
user terminal 100 based on the interaction of the user. For
example, only a portion of the background and/or the
character may be displayed on the display 130 of the user
terminal 100 and the displayed portion of the background or
the character may be modified based on the interaction of the
user.

[0144] For example, the content creator/controller 125
may detect a direction in which the user tilts or rotates the
user terminal 100 and may modify the portion of the
synthesized background and character displayed on the
display 130 in the detected direction. For example, the user
may change a background to be displayed on the display 130
by changing a viewpoint of the camera 140 and may observe
the character at various locations.
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[0145] In operation 630, the content creator/controller 125
may capture an image of at least a portion of the user and the
background and the character that are synthesized in opera-
tion 610 using the camera 140.

[0146] In operation 640, the content creator/controller 125
may create a composite image by replacing the background
of'the captured image with a background associated with the
first content 102 and by replacing the user with a character
corresponding to the user. The character corresponding to
the user may be the character created in operation 520 of
FIG. 5. The background associated with the first content 102
may be a background of the cut C3 corresponding to the
partial content 105. Alternatively, the background associated
with the first content 102 may be created by replacing the
background of the captured image with a background of a
style of painting same as or similar to that of the background
of the first content 102 that is webtoon content. Here, the
technical feature related to creating the character described
with operation 520 may be applied and thus, a further
description is omitted here.

[0147] Through operations 630 and 640, the user may
have a feeling as if the user takes a selfie with the character
included in the first content 102. Also, the user may have a
feeling as if the user participates into the story of the
webtoon content by replacing the user with the character of
the user corresponding to the first content 102 and by
replacing an actual background with the background asso-
ciated with the first content 102.

[0148] Operations 630 and 640 may be performed if a
specific condition is met in operation 620. For example,
operations 630 and 640 may be performed if a specific
portion of the character is displayed on the display 130 by
controlling the viewpoint in operation 620 or if the specific
portion of the character is displayed on the display 130
during a desired period of time or more.

[0149] Synthesizing the background and creating the com-
posite image in which the character corresponding to the
user is synthesized through operations 610 through 640 may
be performed in response to the task associated with the
partial content 105 or the cut C3. Although not illustrated
herein, the content creator/controller 125 may provide on the
display 130 guide information associated with the task to be
performed or the interaction of the user to be performed
prior to performing each of operations 610 through 640.
[0150] The aforementioned description related to techni-
cal features of FIGS. 1 through 5 may be applicable to FIG.
6 and thus, a further description is omitted here.

[0151] FIG. 7 is a flowchart illustrating an example of a
method of notifying an insufficiency in an interaction of a
user in response to the interaction of the user being insuf-
ficient to control predetermined (or, alternatively, desired)
partial content of first content or to synthesize second
content with the partial content according to at least one
example embodiment.

[0152] Operation 320 may include operations 710 through
730.
[0153] Referring to FIG. 7, in operation 710, the content

creator/controller 125 may detect an interaction of a user for
controlling the partial content 105 of the first content 102 or
synthesizing second content with the partial content 105. In
operation 720, the content creator/controller 125 may verify
whether the interaction of the user is sufficient to control the
partial content 105 or to create the second content. e.g., the
size and/or duration of the interaction. In operation 730,



US 2019/0182563 Al

when the interaction of the user is verified to be insufficient
to control the partial content 105 or to create the second
content, the content creator/controller 125 may notify the
user of the insufficiency. The notification may be imple-
mented by displaying the insufficiency on the display 130.
The notification may be provided to the user in a form of a
pop-up window displayed on the display 130, and may
include a character included in the first content 102.
[0154] The aforementioned description related to techni-
cal features of FIGS. 1 through 6 may be applicable to FIG.
7 and thus, a further description is omitted here.

[0155] FIG. 8 is a flowchart illustrating an example of a
method of controlling a viewpoint of a panoramic image or
a 360-degree image as predetermined (or, alternatively,
desired) partial content of first content based on an interac-
tion of a user and providing the viewpoint-controlled content
according to at least one example embodiment.

[0156] The example embodiments of FIGS. 3 through 7
are further described with reference to FIGS. 810 through
830 of FIG. 8.

[0157] Referring to FIG. 8, in operation 810, in response
to providing the partial content 105 of the first content 102
to the user terminal 100 through scrolling on the first content
102 provided from the content providing server 200, the
content creator/controller 125 may display at least a portion
of'a panoramic image or a 360-degree image included in the
partial content 105 as a full screen on the display 130 of the
user terminal 100.

[0158] In operation 820, the content creator/controller 125
may control a viewpoint at which the panoramic image or
the 360-degree image is displayed on the display 130 of the
user 100 based on the interaction of the user through the user
terminal 100.

[0159] In operation 830, the content creator/controller 125
may display the viewpoint-controlled panoramic image or
360-degree image as a full screen on the display 130 of the
user terminal 100. For example, the user may display a view
of the panoramic image or the 360-degree image captured at
a different viewpoint on the display 130 through an inter-
action of tilting or rotating the user terminal 100. Accord-
ingly, the user may have a sense of space as if the user is
substantially present within the cut C3 of the webtoon
content.

[0160] The aforementioned description related to techni-
cal features of FIGS. 1 through 7 may be applicable to FIG.
8 and thus, a further description is omitted here.

[0161] FIGS. 9 through 16 illustrate examples of provid-
ing controlled or synthesized content by controlling prede-
termined (or, alternatively, desired) partial content of first
content or synthesizing new content with the partial content
based on an interaction of a user according to at least one
example embodiment.

[0162] Hereinafter, the example embodiments of FIGS. 4
through 8 are further described with reference to FIGS. 9
through 16.

[0163] FIG. 9 illustrates an example in which the partial
content 105 includes a panoramic image or a 360-degree
image as described above with reference to FIGS. 4 through
8.

[0164] Referring to FIG. 9, the partial content 105 may
include a panoramic image 900. The panoramic image 900
may be an image included in a cut associated with the partial
content 105. When the user, while viewing the first content
(webtoon content) 102 through scrolling, reaches a desired
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task start point, that is, when the partial content 105 starts at
a lower end of the display (screen) 130, a portion of the
panoramic image 900 may be displayed as a full screen on
the display 130. Here, in response to an input of a touch or
a swipe or an interaction of tilting or rotating the user
terminal 100, the content creator/controller 125 may display,
on the display 130, another portion of the panoramic image
900 different from the current displaying portion thereof.
[0165] Viewing of the partial content 105 may be termi-
nated, if the user terminates viewing the panoramic image
900 by pressing a mark “X” provided on the display 103 or
if a desired task is accomplished. The desired task may
indicate that a desired period of time has elapsed after
starting to view the panoramic image 900 or that a specific
portion of the panoramic image 900 is displayed on the
display 130.

[0166] Once viewing of the partial content 105 is termi-
nated, the subsequent cut of the cut corresponding to the
partial content 105 may be displayed on the display 130.
Here, an upper end of the subsequent cut may be displayed
at an upper end of the display (screen) 130. Accordingly,
viewing of the partial content 105 may not interrupt the user
viewing the subsequent cut and the user may view the
subsequent cut under the optimal condition.

[0167] The aforementioned description related to techni-
cal features of FIGS. 1 through 8 may be applicable to FIG.
9 and thus, a further description is omitted here

[0168] FIG. 10 illustrates an example in which a text is
synthesized as second content with the partial content 105 as
described above with reference to FIG. 4.

[0169] Referring to FIG. 10, when the user, while viewing
the first content (webtoon content) 102 through scrolling,
reaches a desired task start point, that is, when the partial
content 105 starts at a lower end of the display (screen) 130,
the user may be requested to input a text corresponding to a
“name”. If the user inputs the text “Hong Gildong™ as the
name, a message verifying whether the name of the user is
“Hong Gildong” may be displayed on the display 130 as
shown FIG. 10. When “Hong Gildong” is verified as the
name of the user, second content 1000 including “Hong
Gildong” corresponding to the name of the user may be
synthesized with the partial content 105 and may be dis-
played on the display 130. Here, the name input from the
user may correspond to a “name” of a specific character
included in the first content 102. Accordingly, “Hong Gil-
dong (or (Gildong) depending on lines)” may be synthesized
with a portion of lines/script that includes the name of the
specific character with respect to other cuts included in the
first content 102 as well as the cut of the partial content 105.
Accordingly, the user may have a feeling as if the user
substantially participates into a story of the webtoon content
or a character appearing in the webtoon.

[0170] FIGS. 11 and 12 illustrate examples of controlling
the partial content 105 in response to an input of a touch or
a gesture as an interaction of a user as described above with
reference to FIG. 4.

[0171] Referring to FIG. 12, when the user, while viewing
the first content (webtoon content) 102 through scrolling,
reaches a desired task start point, that is, when the partial
content 105 starts at a lower end of the display (screen) 130,
guide information may be displayed on the display 130. The
guide information may include information about a task to
be performed and an interaction of the user to be input.
Referring to FIG. 11A, a task of removing dust from a head
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of a character starts, FIG. 11B shows that the dust may be
removed from the character by touching the dust and swip-
ing and pushing off the dust, and FIG. 11C shows that
viewing of the partial content 105 is terminated when the
dust is all removed. A subsequent cut may be displayed on
the display 130. Removing of dust may refer to deleting an
object corresponding to the dust or deleting a layer including
the object corresponding to the dust in a cut corresponding
to the partial content 105.

[0172] The partial content 105 included in FIG. 11A
through FIG. 11C may include a predetermined (or, alter-
natively, desired) animation effect. Alternatively, the anima-
tion effect may occur in response to the interaction of the
user.

[0173] Various examples of visually representing a char-
acter included in the partial content 105 may be configured
in a similar manner by inputting a drag, a multi-touch, or a
gesture as the interaction of the user.

[0174] The character included in the partial content 105
may also be visually represented by inputting a voice as the
interaction of the user through a microphone of the user
terminal 100. Even in this case, the technical features same
as or similar to the aforementioned example may be applied
and thus, a further description is omitted.

[0175] In addition to the example of FIG. 11, the guide
information of FIG. 12 may be displayed on the display 130
in a similar manner, for example, through another task and
interaction of the user in other examples.

[0176] FIGS. 13A-13C illustrate an example of creating a
character similar to a face of the user and synthesizing the
created character with the first content 102 or the partial
content 105 as described above with reference to FIG. 5.

[0177] When the user, while viewing the first content
(webtoon content) 102 through scrolling, reaches a desired
task start point, that is, when the partial content 105 starts at
a lower end of the display (screen) 130, the user may be
requested to capture an image of a face of the user. FIG. 13A
shows that the user captures the image of the face of the user.
In this case, the face may be recognized from the captured
image. FIG. 13B shows that a character 1300 corresponding
to the recognized face of the user is created. The created
character may be represented in a style of painting or
drawing same as or similar to that of other characters
included in the first content 102. FIG. 13C shows that the
created character corresponding to the face of the user may
be synthesized with the partial content 105. The created
character may be synthesized with other cuts of the first
content 102 in which the created character appears. Refer-
ring to FIG. 13B, if the user does not like the created
character, the user may capture again the image of the face
of the user to recreate the character.

[0178] In response to the request of the user, the created
character may be stored in the user terminal 100 or an
external server or the content providing server 200.

[0179] By synthesizing the character as above, the user
may have a feeling as if the user substantially participates
into a story of the webtoon content or as if the user is an
actual character that appears in the webtoon. Further, since
the style of painting or drawing corresponding to the char-
acter of the user is the same as or similar to that of other
existing characters, the character of the user synthesizes
seamlessly into the webtoon content.
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[0180] FIGS. 14 through 16 illustrate examples of provid-
ing the partial content 105 in an AR/VR environment as
described above with reference to FIG. 6.

[0181] When the user, while viewing the first content
(webtoon content) 102, reaches a desired task start point,
that is, when the partial content 105 starts at a lower end of
the display (screen) 130, the user may be requested to start
to take a photo using the camera 140. Referring to FIG. 14A,
in response to driving the camera 140, a (real-time) image
captured using the camera 140 may be synthesized as a
background of a character included in the partial content
105. FIG. 14B shows that, when the background is synthe-
sized, a portion of the character included in the partial
content 105 and a portion of the background may be
displayed. The content creator/controller 125 may detect a
direction in which the user tilts or rotates the user terminal
100 and may change a portion of the synthesized back-
ground and character displayed on the display 130 based on
the detected direction. For example, the user may change a
background displayed on the display 130 by changing a
viewpoint of the camera 140 and accordingly, may observe
the character at various locations. That is, the user may
freely observe the character within a character-and-back-
ground range 1400. FIG. 14C shows that, if a condition A is
met, an animation effect associated with the character may
be played. The condition A may include a case in which at
least a preset % of the character is displayed on the display
130, a case in which a specific portion of the character is
displayed, or a case in which the specific portion of the
character is displayed during at least a specific period of
time. FIG. 14D shows that, if a condition B is met, the user
may be requested to take a selfie with the character, for
example, to perform a selfie task. The condition B may be
different from or identical to the condition A. Alternatively,
the condition A may need to be initially met in order to
satisfy the condition B.

[0182] Hereinafter, a method of displaying a text associ-
ated with a character in response to a change in a camera
viewpoint as shown in FIG. 14B is described with reference
to FIG. 15. A display location of a text, for example, a speech
balloon, associated with the character may be changed based
on the interaction of the user. A display location of a text
associated with the character corresponding to the user may
be maintained without being changed. Referring to FIGS.
15A, 15B and 15C, display locations of texts 1500-1,
1500-2, and 1500-3 associated with the character corre-
sponding to the user may be maintained at a lower end of the
display 130. A text of a character not corresponding to the
user may be displayed on the display 130 so that the word
end or tail of a speech balloon may face a head location of
the corresponding character. For example, if the character is
located at a right upper end outside the display 130, the text
associated with the character may be displayed at a right
upper end of the display 130 and the word end or tail may
be displayed toward the right upper end of the display 130.
[0183] The selfie task shown in FIG. 14D is described with
reference to FIG. 16. FIG. 16A shows that the user may
capture an image that includes the user and the background
and character, using the camera 140. The content creator/
controller 125 may replace a background of the captured
image with a background corresponding to the webtoon
content as shown in FIG. 16B, and may replace a face of the
user of the captured image with a character associated with
the webtoon content as shown in FIG. 16C. Replacing the



US 2019/0182563 Al

background and the character is described above with ref-
erence to FIG. 6 and thus, a further description is omitted.
If the selfie is taken as shown in FIG. 16C, the completed
selfie may be stored in the user terminal 100 or the external
server or the content providing server 200 in response to a
request of the user.

[0184] In the aforementioned example embodiments, a
right to access an album or use the camera 140 may need to
be allowed to input an image or take a photo. Otherwise, the
content creator/controller 125 may request the user to be
granted with the right by displaying, for example, a pop-up
window on the display 130.

[0185] The aforementioned description related to techni-
cal features of FIGS. 1 through 8 may be applicable to FIGS.
9 through 16 and thus, a further description is omitted here.
[0186] The apparatuses and/or devices described herein
may be implemented using hardware components and/or a
combination of hardware components and software compo-
nents. For example, a processing device may be imple-
mented using one or more general-purpose or special pur-
pose computers, such as, for example, a processor, a
controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable array, a
programmable logic unit, a microprocessor or any other
device capable of responding to and executing instructions
in a defined manner. The processing device may run an
operating system (OS) and one or more software applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data in
response to execution of the software. For purpose of
simplicity, the description of a processing device is used as
singular; however, one skilled in the art will appreciate that
a processing device may include multiple processing ele-
ments and multiple types of processing elements. For
example, a processing device may include multiple proces-
sors or a processor and a controller. In addition, different
processing configurations are possible, such as parallel pro-
Cessors.

[0187] The software may include a computer program, a
piece of code, an instruction, or some combination thereof,
for independently or collectively instructing or configuring
the processing device to operate as desired. Software and
data may be embodied permanently or temporarily in any
type of machine, component, physical or virtual equipment,
computer storage medium or device, or in a propagated
signal wave capable of providing instructions or data to or
being interpreted by the processing device. The software
also may be distributed over network coupled computer
systems so that the software is stored and executed in a
distributed fashion. In particular, the software and data may
be stored by one or more computer readable recording
mediums.

[0188] The example embodiments may be recorded in
non-transitory computer-readable media including program
instructions to implement various operations embodied by a
computer. The media may also include, alone or in combi-
nation with the program instructions, data files, data struc-
tures, and the like. The media and program instructions may
be those specially designed and constructed for the pur-
poses, or they may be of the kind well-known and available
to those having skill in the computer software arts. Examples
of non-transitory computer-readable media include mag-
netic media such as hard disks, floppy disks, and magnetic
tape; optical media such as CD ROM disks and DVD;
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magneto-optical media such as floptical disks; and hardware
devices that are specially to store and perform program
instructions, such as read-only memory (ROM, random
access memory (RAM, flash memory, and the like.
Examples of program instructions include both machine
code, such as produced by a compiler, and files containing
higher level code that may be executed by the computer
using an interpreter. The described hardware devices may be
to act as one or more software modules in order to perform
the operations of the above-described embodiments.
[0189] The foregoing description has been provided for
purposes of illustration and description. It is not intended to
be exhaustive or to limit the disclosure. Individual elements
or features of a particular example embodiment are gener-
ally not limited to that particular embodiment, but, where
applicable, are interchangeable and can be used in a selected
embodiment, even if not specifically shown or described.
The same may also be varied in many ways. Such variations
are not to be regarded as a departure from the disclosure, and
all such modifications are intended to be included within the
scope of the disclosure.

What is claimed is:

1. A content providing method of a user terminal, the
method comprising:

controlling, by a processor, partial content of first content
displayed on a screen of the user terminal based on an
interaction of a user through the user terminal, or
synthesizing second content created based on the inter-
action of the user with the partial content, in response
to providing the partial content of the first content on
the screen of the user terminal, the first content being
provided from a content providing server; and

displaying the controlled partial content or composite
content in which the second content is synthesized.

2. The method of claim 1, wherein the first content is
content that includes a plurality of cuts having a semantic
correlation when the plurality of cuts is sequentially dis-
played on the screen and each of the plurality of cuts
includes at least one layer, and

the partial content is a predetermined cut in the first
content that allows control of the partial content by a
user or synthesizing of the second content with the
partial content based on the interaction of the user
among the plurality of cuts.

3. The method of claim 2, wherein the plurality of cuts is
sequentially displayed on the screen through scrolling of the
user terminal,

a point in time at which the partial content is provided to
the user terminal is a point in time at which the
predetermined cut starts to be displayed at a lower end
of the screen of the user terminal, and

a subsequent cut of the first content is displayed from an
upper end of the screen after the controlled partial
content or the composite content in which the second
content is synthesized corresponding to the predeter-
mined cut is displayed.

4. The method of claim 1, wherein the controlled partial
content or the composite content in which the second
content is synthesized is displayed as a full screen on the
screen of the user terminal.

5. The method of claim 1, wherein at least a portion of the
controlled partial content or the composite content is stored
in the user terminal or the content providing server.
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6. The method of claim 1, wherein the partial content
includes a panoramic image or a 360-degree image, and

the controlling of the partial content or the synthesizing of

the second content comprises controlling a viewpoint at
which the panoramic image or the 360-degree image is
displayed on the screen of the user terminal, based on
the interaction of the user.

7. The method of claim 2, wherein the interaction of the
user includes at least one of an input of a text associated with
the partial content, an input of a touch or a gesture, a voice
input, capturing of an image or an input of the image, and a
physical manipulation on the user terminal.

8. The method of claim 7, wherein the interaction of the
user is the input of the text associated with the partial
content, and

the controlling of the partial content or the synthesizing of

the second content comprises synthesizing the input
text with the partial content as at least a portion of a text
within the predetermined cut.

9. The method of claim 7, wherein the interaction of the
user is the input of the touch or the gesture, and

the controlling of the partial content or the synthesizing of

the second content comprises:

detecting the input of the touch or the gesture on a portion

of an image displayed in correspondence with the
partial content, in response to a task associated with the
predetermined cut; and

visually modifying the portion of the image on which the

input of the touch or the gesture is detected.

10. The method of claim 9, wherein the controlling of the
partial content or the synthesizing of the second content
further comprises providing guide information about the
task or the interaction of the user to be input.

11. The method of claim 7, wherein the interaction of the
user is capturing of the image or the input of the image, and

the controlling of the partial content or the synthesizing of

the second content comprises:

capturing an image of the user using a camera of the user

terminal or receiving the image of the user from the
user terminal;

detecting a face from the captured or received image of

the user and creating a character corresponding to the
face; and

synthesizing the created character with the partial content

or at least a portion of the first content.

12. The method of claim 11, wherein the character is
created using a candidate that is selected to be similar to a
facial portion of the user from among a plurality of candi-
dates for each of portions constituting the face, and has a
style similar to that of another character included in the first
content.

13. The method of claim 11, wherein the created character
constitutes a single layer and is overlapped or synthesized
with a layer included in the predetermined cut.

14. The method of claim 1, wherein the partial content
includes a character, and

the controlling of the partial content or the synthesizing of

the second content comprises synthesizing an image
captured using a camera of the user terminal as a
background of the character.
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15. The method of claim 14, wherein the controlling of the
partial content or the synthesizing of the second content
further comprises controlling a viewpoint at which the
background and the character are displayed on the screen of
the user terminal based on the interaction of the user, and

a portion of at least one of the background and the
character is displayed on the screen of the user termi-
nal,

the displayed portion of the background or the character
is modified based on the interaction of the user, and

a display location of a text associated with the character
is changed based on the interaction of the user and a
display location of a text associated with a character
corresponding to the user is maintained.

16. The method of claim 14, wherein the controlling of the
partial content or the synthesizing of the second content
comprises:

capturing an image of at least a portion of the user, the
background, and the character using the camera of the
user terminal; and

creating a composite image by replacing the background
of the captured image with a background associated
with the first content and by replacing the user with a
character corresponding to the user.

17. The method of claim 1, further comprising:

notifying an insufficiency in the interaction of the user in
response to the interaction of the user being insufficient
to control the partial content or to create the second
content.

18. A content providing apparatus for displaying content,

comprising:

a communicator configured to receive first content pro-
vided from a content providing server;

a processor in communication with the communicator and
including a content creator/controller function config-
ured to control partial content of the first content based
on an interaction of a user through a user input device
or to synthesize second content created based on the
interaction of the user with the partial content, in
response to providing the partial content of the first
content to the user; and

a display configured to display the controlled partial
content or composite content in which the second
content is synthesized.

19. A content providing method of a user terminal, the

method comprising:

displaying on a screen of the user terminal at least a
portion of a panoramic image or a 360-degree image
included in partial content of first content in response to
providing the partial content of the first content to the
user terminal through scrolling, the first content being
provided from a content providing server;

controlling a viewpoint of the panoramic image or the
360-degree image based on the interaction of the user
through the user terminal; and

displaying the viewpoint-controlled panoramic image or
360-degree image as a full screen on the screen of the
user terminal.



