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The present disclosure relates to a touch recognition method
and device having a lidar sensor, and an objective of the
present disclosure is to recognize a touch and determine the
motion of a touch by using the lidar sensor. In order to
accomplish the objective, the present disclosure comprises
the steps of: (a) extracting, on the basis of sensing informa-
tion about at least one object sensed through a lidar sensor,
coordinates of the object; (b) performing clustering on the
coordinates of the object extracted from a first frame so as
to calculate a first touch object of the first frame and first
coordinates of the first touch object; (c) determining the state
of'the first touch object by using the first touch object and the
first coordinates; (d) converting the first coordinates to real
coordinates so as to determine whether the first coordinates
are located in a preset effective area; and (e) displaying the
first touch object at the real coordinates if it is determined
that the first touch object is located in the effective area.
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TOUCH RECOGNITION METHOD AND
DEVICE HAVING LIDAR SENSOR

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation application of
U.S. application Ser. No. 17/801,043, filed on Aug. 19, 2022,
which is a National Stage Entry of PCT/KR2021/001945,
filed on Feb. 16, 2021, which claims priority from Korean
Patent Application No. 10-2020-0020301, filed on Feb. 19,
2020, in the Korean Intellectual Property Office, the disclo-
sures of which are incorporated herein in their entirety by
reference.

TECHNICAL FIELD

[0002] The present disclosure relates to a touch recogni-
tion method and device having a LiDAR sensor, more
specifically, to a method and device for recognizing a touch
object using sensing information collected through a LiDAR
sensor.

BACKGROUND ART

[0003] Conventionally, in order to recognize motion such
as a touch, a method of using a piezoelectric sensor and a
method of using 3D image information using a device such
as Microsoft’s Kinect and Intel’s Real Sense were mainly
used.

[0004] The method of using the piezoelectric sensor is
similar to that of a DDR pump machine found in a video
arcade, and the sensor has to be installed below the location
where a touch actually occurs. Therefore, there are problems
in that it is difficult to recognize the touch in the vicinity of
the sensor and a failure of the sensor due to the touch easily
occurs.

[0005] On the other hand, the method of using 3D image
information can acquire various information such as the
location of touch moment, distance of touch moment, etc.,
but there is a technical difficulty in that it is required to
recognize and track a person in an image in order to
recognize a touch in the image information.

DISCLOSURE

Technical Problem

[0006] The present disclosure is intended to solve the
problems described above, and an objective thereof is to
recognize a touch using a LiDAR sensor.

[0007] Inaddition, an objective of the present disclosure is
to grasp a user’s movement by determining the state of a
touch object by using sensing information obtained from a
LiDAR sensor.

Technical Solution

[0008] In order to accomplish the objectives, the present
disclosure is characterized by being a method for recogniz-
ing a touch of an object by a server, the method comprising
the steps of (a) extracting, on the basis of sensing informa-
tion about at least one object sensed through a LiDAR
sensor, coordinates of the object, (b) performing clustering
on the coordinates of the object extracted from a first frame
so as to calculate a first touch object of the first frame and
first coordinates of the first touch object, (¢) determining a
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state of the first touch object by using the first touch object
and the first coordinates, (d) converting the first coordinates
to real coordinates so as to determine whether the first
coordinates are located in a preset effective area, and (e)
displaying the first touch object at the real coordinates if it
is determined that the first touch object is located in the
effective area.

[0009] In addition, the present disclosure is characterized
by being a device for recognizing a touch of an object, the
device comprising a sensor unit that detects at least one
object through a LiDAR sensor so as to generate sensing
information, a coordinate extraction unit that extracts coor-
dinates of the object on the basis of the sensing information,
a data management unit that performs clustering on the
coordinates of the object extracted from a first frame so as
to extract a first touch object of the first frame and first
coordinates of the first touch object, a state determination
unit that determines the state of the first touch object by
using the first touch object and the first coordinates, a
conversion unit that converts the first coordinates to real
coordinates so as to determine whether the first touch object
is located in a preset effective area, and a display unit that
displays the first touch object at the real coordinates if the
first touch object is located in the effective area.

Advantageous Effects

[0010] According to the present disclosure as described
above, a touch can be recognized using the LiDAR sensor,
and the touch can be recognized only by installing a small
sensor without a large device. Accordingly, a space configu-
ration can be made efficiently.

[0011] In addition, the present disclosure can grasp the
user’s movement by determining the state of the touch
object by using the sensing information obtained from the
LiDAR sensor.

[0012] In addition, the present disclosure can provide a
sense of reality to the user who uses content by providing a
high accuracy touch recognition technology in technologies
related to body motion recognition such as AR and VR
content.

DESCRIPTION OF DRAWINGS

[0013] FIG. 1 is a diagram showing a configuration of a
touch recognition device according to an embodiment of the
present disclosure.

[0014] FIG. 2 is a diagram for explaining a method for
recognizing a touch object according to an embodiment of
the present disclosure.

[0015] FIG. 3 is a diagram for explaining the state of the
touch object according to an embodiment of the present
disclosure.

[0016] FIG. 4 is a diagram for explaining a touch recog-
nition method according to an embodiment of the present
disclosure.

MODE FOR INVENTION

[0017] The objects, features, and advantages described
above will be described in detail below with reference to the
accompanying drawings, and accordingly, those skilled in
the art to which the present disclosure pertains will be able
to easily implement the technical idea of the present disclo-
sure. In describing the present disclosure, if it is determined
that a detailed description of a known technology related to
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the present disclosure may unnecessarily obscure the gist of
the present disclosure, the detailed description thereof will
be omitted.

[0018] The same reference numerals in the drawings are
used to refer to the same or similar constitutional elements,
and all combinations thereof described in the specification
and claims may be combined in any manner. Unless other-
wise specified, it should be understood that a reference to a
singular may include one or more, and a reference to a
singular expression may also include a plural expression.

[0019] The terms used in the present specification have the
purpose of describing specific exemplary embodiments only
and are not intended to be limiting. Singular expressions as
used herein may also be intended to include plural meanings
unless clearly indicated differently in the corresponding
sentence. The terms “and/or” include all combinations of
items listed in association therewith and any one of them.
The terms “includes™, “comprises”, “comprising”, “pro-
vided with”, “having”, etc. have an implicit meaning, and
accordingly, these terms specify the features, integers, steps,
actions, elements, and/or components described and do not
preclude the presence or addition of one or more other
features, integers, steps, actions, elements, components,
and/or groups thereof. The steps, processes, and actions of
the method described herein should not be construed as
necessarily performing their performance in such a specific
order discussed or illustrated, unless the order of perfor-
mance thereof is specifically determined. It should also be
understood that additional or alternative steps may be used.

[0020] In addition, each of the constitutional elements
may be implemented as a hardware processor, the above
constitutional elements may be integrated and implemented
as a single hardware processor, or the above constitutional
elements may be combined with each other and imple-
mented as a plurality of hardware processors.

[0021] Hereinafter, preferred embodiments according to
the present disclosure will be described in detail with
reference to the accompanying drawings.

[0022] FIG. 1 is a schematic configuration diagram of a
touch recognition device according to an embodiment of the
present disclosure. Referring to FIG. 1, the touch recogni-
tion device may include a sensor unit 100, a coordinate
extraction unit 200, a data management unit 300, a state
determination unit 400, a conversion unit 500, a motion
recognition unit 600, and a display unit 700.

[0023] The sensor unit 100 may detect at least one object
through a LiDAR sensor so as to generate sensing informa-
tion for each object. A LiDAR sensor is a technology that
calculates a distance based on the time it takes for light to
return by recognizing light reflecting back from an object
after emitting light. The LiDAR sensor is being used in
various fields such as autonomous vehicle driving field,
construction field, and aerial survey field. The LiDAR
sensor may acquire relatively accurate distance information
compared to other distance sensors.

[0024] The sensing information generated through the
sensor unit 100 may include at least one of a distance to an
object, a direction, a speed, a temperature, a material dis-
tribution and concentration characteristic, or 3D image
information.

[0025] The sensor unit 100 may recognize a motion of a
user touching a floor in a sensable area by sensing the floor
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at a distance of about 4.6 m at an angle of 180 degrees
forward. The sensable area may depend on the performance
of the LiDAR sensor used.

[0026] The coordinate extraction unit 200 may extract
coordinates of the object based on sensing information for
all frames received from the sensor unit 100. The coordinate
extraction unit 200 will extract coordinates only for a
recognized touch object within a preset angle range.
[0027] The coordinate extraction unit 200 may extract the
coordinates of the object by using the distance and direction
included in the sensing information. The coordinates of the
object extracted by the coordinate extraction unit 200 mean
not coordinates corresponding to a real area, but coordinates
corresponding to a two-dimensional distance map having the
location where the sensor unit 100 is installed as the origin.
[0028] The coordinate extraction unit 200 may display the
object for each frame in a planar coordinate system, that is
the two-dimensional distance map, according to the coordi-
nates. The coordinate extraction unit 200 may display an
object included in a first frame at corresponding coordinates
of a first planar coordinate system, and may display an
object included in a second frame at corresponding coordi-
nates of a second planar coordinate system. As such, the
coordinate extraction unit 200 will allocate the planar coor-
dinate system for each frame.

[0029] The data management unit 300 may perform clus-
tering on at least one object displayed in the planar coordi-
nate system so as to extract a touch object and coordinates
thereof from each frame. The data management unit 300
may extract a first touch object of the first frame and first
coordinates of the first touch object by using the planar
coordinate system in which objects belonging to the first
frame are displayed.

[0030] The data management unit 300 calculates a first
distance between coordinates of the object extracted from
the first frame so as to perform clustering to form a cluster
according to the distance. The data management unit 300
sets the cluster, generated by performing clustering by
comparing the first distance with a preset first distance
threshold, as the first touch object.

[0031] Referring to FIG. 2, the data management unit 300
may regard at least one object included in the cluster, in
which the distance between the objects extracted from the
first frame is less than or equal to a first distance threshold
value, as the first touch object. If there are a plurality of
clusters in the first frame, the data management unit 300 may
also set a plurality of first touch objects. The data manage-
ment unit 300 may form at least one cluster in the first frame
with the coordinates according to the sensing information as
a reference.

[0032] When the data management unit 300 sets the first
touch object, the data management unit 300 will extract the
first coordinates of the first touch object. In this case, the first
coordinates may be a point or an area. In this case, a touch
object list may include the first touch object, the first
coordinates of the first touch object, and the number of
objects belonging to the first touch object.

[0033] Meanwhile, the data management unit 300 deter-
mines noise in the first touch object included in the touch
object list by using the number of objects included in the first
touch object. The data management unit 300 may determine
the first touch object as noise if the number of objects
included in the first touch object is less than a predetermined
level. In this case, the predetermined level may be different
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according to the setting of an administrator. The data man-
agement unit 300 will remove the first touch object deter-
mined as noise from the touch object list.

[0034] A process of removing the first touch object deter-
mined as noise from the touch object list may be performed
before or after adding information about the first touch
object to the touch object list.

[0035] The state determination unit 400 will determine the
state of the first touch object by using the first touch object
of the first frame and the first coordinates, which included in
the touch object list and extracted from the data management
unit 300. Referring to FIG. 4, in order to determine the state
of'the first touch object, the state determination unit 400 may
consider a second frame that is a previous frame continuous
with the first frame and a third frame that is a next frame
continuous with the first frame.

[0036] The state determination unit 400 will check
whether a second touch object exists in the second frame.
According to (1) of FIG. 4, if the second touch object does
not exist in the second frame, the state determination unit
400 may determine the first touch object as an enter state.
This means that a new touch object is sensed with no sensing
information in the previous frame, and the new touch object
is recognized. The enter state is similar to the state of
pressing the mouse button.

[0037] If the second touch object exists in the second
frame, the state determination unit 400 may calculate a
second distance between the first coordinates and second
coordinates of the second touch object in the second frame.
According to (2) of FIG. 4, the state determination unit 400
may compare the second distance with a preset second
distance threshold value, and determine the first touch object
as the enter state if the second distance is greater than the
second distance threshold value. Since the first touch object
is located in a different area from the second touch object,
the state determination unit 400 may determine that a new
touch object is recognized.

[0038] According to (3) of FIG. 4, if the first coordinate
and the second coordinate are the same, the state determi-
nation unit 400 may determine the first touch object as a stay
state. The stay state may provide information that a touch
object for which sensing information is already present
continues to exist.

[0039] According to (4) of FIG. 4, if the first coordinates
and the second coordinates are not the same and the second
distance is less than the second distance threshold, the state
determination unit 400 may determine the first touch object
as a move state.

[0040] This means that, although sensing information
exists in the second frame, sensing is made at a different
location and not at the same location in the first frame, and
that the touch object has moved. The move state is similar
to the state of dragging the mouse button.

[0041] According to (5) of FIG. 4, if a third touch object
does not exist in the third frame, the state determination unit
400 may determine the first touch object as an exit state. This
means that the first touch object no longer exists in the third
frame, and the exit state is similar to the state of releasing the
mouse button.

[0042] Although not separately shown in FIG. 4, if the
third touch object exists in the third frame, the state deter-
mination unit 400 may calculate a third distance between the
first coordinates and third coordinates of the third touch
object in the third frame. The state determination unit 400
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may compare the third distance with a preset second dis-
tance threshold value and determine the first touch object as
an exit state if the third distance is greater than the second
distance threshold value. Since the first touch object and the
third touch object are located in different areas, the state
determination unit 400 may determine that the first touch
object disappeared and a new third touch object is recog-
nized.

[0043] If the third distance is less than the second distance
threshold value, the state determination unit 400 may deter-
mine the first touch object as a stay state or a move state. In
determining the first touch object, the state determination
unit 400 may determine the state of the first touch object in
consideration of the number of various cases as at least one
touch object exists for each frame.

[0044] The conversion unit 500 may convert the first
coordinates into real coordinates so as to determine whether
the first touch object is located in a preset effective area. The
effective area may be an entire sensing area or an area
obtained by dividing the entire sensing area. In the touch
recognition method according to an embodiment of the
present disclosure, by setting the effective area, it may be
checked whether the touch object enters a specific area or
whether the touch object is recognized at a specific location.
[0045] The motion recognition unit 600 may grasp the
movement of the touch object located in the effective area.
The motion recognition unit 600 may measure the speed of
a user’s footsteps based on the touch object located in the
effective area or measure the motion of moving in an area
sequentially or the time spent in a specific area by analyzing
information of the touch object recognized in the effective
area. The motion recognition unit 600 will use the real
coordinates of the touch object and the time at which the
touch object is recognized in order to grasp the movement of
the touch object described above.

[0046] For example, if a touch object is first recognized at
12:24:31.44 in the effective area and last recognized at
12:25:41.53, the motion recognition unit 600 will determine
that the recognized touch object stayed in the effective area
for 1 minute and 10.09 seconds.

[0047] The motion recognition unit 600 may measure a
touch count such as a jump within the effective area. The
motion recognition unit 600 may measure the number of
jumps by determining that the user is jumping if the first
touch object repeatedly appears at the same first coordinates
in several consecutive frames.

[0048] The motion recognition unit 600 may track a user
movement by using the first recognized touch object, the last
recognized touch object, and a touch object existing ther-
ebetween in the effective area. In addition, the motion
recognition unit 600 may also track a motion of lifting or
dragging an object located at a specific location.

[0049] According to another embodiment of the present
disclosure, the touch recognition device may further include
a camera module including a depth camera and/or a 3D
camera to simultaneously photograph the same area together
with the sensor unit 100. The motion recognition unit 600
may grasp not only the movement of the touch object, but
also the user’s entire movement from an image photo-
graphed by the camera module. Since only the motion of
touching the floor can be grasped from the movement of the
touch object, the present disclosure can obtain information
on how the user is moving his or her body by further
including the camera module.



US 2024/0111382 Al

[0050] The display unit 700 may display the touch object
for the effective area. In this case, a beam projector may be
used as the display unit 700 so that a screen on which the
touch object is displayed can be displayed at a location
corresponding to the real coordinates, that is, in the effective
area of the sensor.

[0051] The display unit 700 may induce the user to touch
the target location by not only displaying the touch object,
but also displaying a target location where the touch object
should be located. In this case, the target location will be
displayed differently according to the user’s body informa-
tion.

[0052] When the entire sensing area is divided into a
specific number of areas and used, the display unit 700 may
induce the user to multi-touch by setting the same effective
area in each area. In addition, the display unit 700 may
induce the user to touch a specific section reciprocally.
[0053] As such, the display unit 700 may induce the user’s
movement by displaying the target location. Due to these
characteristics, the touch recognition device of the present
disclosure may be used to guide an appropriate exercise
posture to the user. The user may correct the exercise posture
by checking the target location displayed on the display unit
700 and touching the target location with his or her hand
and/or foot.

[0054] Hereinafter, the touch recognition method will be
described with reference to FIG. 2. In the description of the
touch recognition method, a detailed embodiment overlap-
ping with the touch recognition device described above may
be omitted. The touch recognition device may be imple-
mented as a server, and hereinafter, it is referred to as a
server.

[0055] In step 100, the server may detect at least one
object from the LiDAR sensor so as to generate sensing
information for each object. The sensing information may
include at least one of a distance from the sensor to the
object, a direction, a speed, a temperature, a material dis-
tribution and concentration characteristic, or 3D image
information. The LiDAR sensor may recognize a motion of
the user touching the floor by sensing the floor.

[0056] In step 200, the server may extract the coordinates
of'the object based on all sensing information collected from
the LiDAR sensor. The server may extract coordinates only
for the touch object recognized within the preset angle
range. More specifically, the server may extract the coordi-
nates of the object by using the distance and direction
included in the sensing information. In this case, the coor-
dinates of the object mean coordinates corresponding to a
two-dimensional distance map having the location where the
sensor is installed as the origin. The server may display the
extracted coordinates of the object in a planar coordinate
system.

[0057] In step 300, the server may perform clustering on
at least one object displayed in the planar coordinate system
s0 as to extract the first touch object of the first frame and
the first coordinates of the first touch object. The server
calculates a first distance between coordinates of each object
in the planar coordinate system in which the objects for the
first frame is displayed so as to perform clustering to form
a cluster according to the distance.

[0058] The server may regard at least one object included
in the cluster, in which the first distance is equal to or less
than the first distance threshold, as the first touch object. In
this case, if a plurality of clusters are formed in the first
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frame, a plurality of first touch objects may also be formed.
In this case, sensing information of an object not included in
the first touch object will be deleted.

[0059] If the server sets the first touch object, the server
may extract the first coordinates of the first touch object. In
this case, the first coordinates may be a point or an area.
[0060] In step 400, the server will determine the state of
the first touch object by using the first touch object and the
first coordinates thereof. In order to determine the state of
the first touch object, the server may consider a previous
frame (second frame) and a next frame (third frame) that are
continuous with the first frame.

[0061] In the process of determining the state of the first
touch object by the server,

[0062] (1) If the second touch object does not exist in the
second frame and the first touch object exists in the first
frame, the server may determine the first touch object as an
enter state.

[0063] (2) If the second touch object exists in the second
frame and the first touch object exists in the first frame, the
server may calculate a second distance between the first
coordinates and the second coordinates of the second touch
object. In this case, if the second distance is greater than the
second distance threshold value, the server may determine
the first touch object as an enter state.

[0064] (3) If the second distance is less than the second
distance threshold value and the first coordinates and the
second coordinates are the same, the server may determine
the first touch object as a stay state, and if the first coordi-
nates and the second coordinates are not the same, the server
may determine the first touch object as a move state.
[0065] (4) If the first touch object exists in the first frame
and the third touch object does not exist in the third frame,
the server may determine the first touch object as an exit
state.

[0066] (5) If the first touch object exists in the first frame
and the third touch object exists in the third frame, the server
may calculate a third distance between the first coordinates
and the third coordinates of the third touch object. In this
case, if the third distance is greater than the third distance
threshold value, the server may determine the first touch
object as the exit state, otherwise the server may determine
the first touch object as the stay state or the move state.
[0067] In step 500, it may be determined, by converting
the first coordinates into real coordinates, whether the first
touch object exists within the preset effective area. The
effective area may be the entire sensing area or an area
obtained by dividing the entire sensing area.

[0068] Instep 600, if the first touch object exists within the
effective area, the server will display the first touch object on
the display unit. A beam projector may be used as the display
unit such that a screen on which the touch object is displayed
can be displayed at a position corresponding to real coor-
dinates, that is, at a position corresponding to a sensing
region.

[0069] The embodiments of the present disclosure dis-
closed in the present specification and drawings are merely
provided for specific examples in order to easily explain the
technical contents of the present disclosure and help the
understanding of the present disclosure, and are not intended
to limit the scope of the present disclosure. It will be obvious
to those of ordinary skill in the art to which the present
disclosure pertains that other modifications based on the
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technical spirit of the present disclosure can be implemented
in addition to the embodiments disclosed herein.

1. A method for recognizing a touch of an object by a

server, the method comprising the steps of:

(a) extracting, on the basis of sensing information about
a plurality of objects sensed through a LiDAR sensor,
coordinates of the plurality of objects for a plurality of
frames including a first frame and a second frame that
is a previous frame continuous with the first frame;

(b) calculating a first distance between coordinates of the
plurality of first objects extracted from the first frame;

(c) performing clustering by comparing the first distance
with a preset first distance threshold value;

(d) setting a first cluster generated by performing clus-
tering as a first touch object of the first frame and
calculating first coordinates of the first touch object;

(e) generating a touch object list by using the first touch
object, the first coordinates of the first touch object, and
the number of the plurality of first objects included in
the first touch object;

(f) removing the first touch object from the touch object
list based on the number of the plurality of first objects
being equal to or less than a preset number;

(g) determining a state of the first touch object by using
the first touch object and the first coordinates;

(h) converting the first coordinates to real coordinates to
determine whether the first coordinates are located in a
preset effective area; and

(1) displaying the first touch object at the real coordinates
if it is determined that the first touch object is located
in the effective area,

wherein the step (g) comprises:

(g-1) determining whether a second touch object exists in
the second frame,

(g-2) based on the second touch object existing in the
second frame, calculating a second distance between
the first coordinates of the first touch object in the first
frame and second coordinates of the second touch
object in the second frame,

(g-3) based on at least one of a result of determining
whether the second touch object exists in the second
frame and the calculated second distance, determining
a state of the first touch object as one of a first enter
state, a second enter state, a stay state, and a move state,

wherein the first enter state indicates that no sensing
information is in the second frame and a new touch
object is recognized in the first frame,

wherein the second enter state indicates that the first touch
object is located in a different area from the second
touch object and a new touch object corresponding to
the first touch object is recognized,

wherein the stay state indicates that a touch object for
which sensing information is present continues to exist
on a same area,

wherein the move state indicates that the first touch object
has moved from an area on which the second touch
object is located to an area on which the first touch
object is located.

2. The method according to claim 1, wherein

the step of (a) comprises a step of displaying the coordi-
nates of the plurality of objects in a planar coordinate
system for each frame of the plurality of frames, the
coordinates of the plurality of objects being two-di-
mensional coordinates.
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3. The method according to claim 1, wherein

the step of (g-3) comprises the steps of:

based on the second touch object not existing in the
second frame, determining the state of the first touch
object as the first enter state,

based on the second touch object existing in the second
frame and the second distance being greater than the
second distance threshold value, determining the stat of
the first touch object as the second enter state,

based on the first coordinate and the second coordinates
being the same with each other, determining the state of
the first touch object as the stay state,

based on the first coordinates and the second coordinates
not being the same with each other and the second
distance being less than the second distance threshold,
determining the state of the first touch object as the
move state.

4. The method according to claim 1, wherein the plurality

of frames include a third frame that is a next frame con-
tinuous with the first frame, and

wherein the step of (g) further comprises the steps of:

determining whether a third touch object exists in the
third frame that is the next frame continuous with the
first frame;

based on the third touch object not existing in the third
frame, determining the state of the first touch object as
an exit state, wherein the exit state indicates that the
first touch object no longer exists in the third frame,

based on the third touch object existing in the third frame,
calculating a third distance between the first coordi-
nates of the first touch object and third coordinates of
the third touch object; and

determining the state of the first touch object by comparing
the third distance with a preset third threshold value.

5. A device for recognizing a touch of an object, the

device comprising:

a sensor unit that detects a plurality of objects for a
plurality of frames through a LiDAR sensor to generate
sensing information, the plurality of frames including a
first frame and a second frame that is a previous frame
continuous with the first frame;

a display unit;

a processor;

a memory storing instructions executable by the proces-
sor;

wherein the processor is configured to:

extract coordinates of the plurality of objects on the basis
of the sensing information;

calculate a first distance between coordinates of the
plurality of first objects extracted from the first frame;

perform clustering by comparing the first distance with a
preset first distance threshold value;

set a first cluster generated by performing clustering as a
first touch object of the first frame and calculating first
coordinates of the first touch object;

generate a touch object list by using the first touch object,
the first coordinates of the first touch object, and the
number of the plurality of first objects included in the
first touch object;

remove the first touch object from the touch object list
based on the number of the plurality of first objects
being equal to or less than a preset number;

determine the state of the first touch object by using the
first touch object and the first coordinates;
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convert the first coordinates to real coordinates to deter-
mine whether the first touch object is located in a preset
effective area; and

control the display unit to display the first touch object at
the real coordinates if the first touch object is located in
the effective area,

wherein the processor is further configure to:

determine whether a second touch object exists in the
second frame,

based on the second touch object existing in the second
frame, calculate a second distance between the first
coordinates of the first touch object in the first frame
and second coordinates of the second touch object in
the second frame,

based on at least one of a result of determining whether
the second touch object exists in the second frame and
the calculated second distance, determine a state of the
first touch object as one of a first enter state, a second
enter state, a stay state, and a move state,

wherein the first enter state indicates that no sensing
information is in the second frame and a new touch
object is recognized in the first frame,

wherein the second enter state indicates that the first touch
object is located in a different area from the second
touch object and a new touch object corresponding to
the first touch object is recognized,

wherein the stay state indicates that a touch object for
which sensing information is present continues to exist
on a same area,

wherein the move state indicates that the first touch object
has moved from an area on which the second touch
object is located to an area on which the first touch
object is located.
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6. The device according to claim 7, wherein the processor
is further configured to

based on the second touch object not existing in the

second frame, determine the state of the first touch
object as the first enter state,

based on the second touch object existing in the second

frame and the second distance being greater than the
second distance threshold value, determine the stat of
the first touch object as the second enter state,

based on the first coordinate and the second coordinates

being the same with each other, determine the state of
the first touch object as the stay state,
based on the first coordinates and the second coordinates not
being the same with each other and the second distance
being less than the second distance threshold, determine the
state of the first touch object as the move state.

7. The device according to claim 5, wherein the plurality
of frames include a third frame that is a next frame con-
tinuous with the first frame, and

wherein the processor is further configured to:

determine whether a third touch object exists in the third

frame that is the next frame continuous with the first
frame,

based on the third touch object not existing in the third

frame, determine the first touch object as an exit state,
wherein the exit state indicates that the first touch
object no longer exists in the third frame, and

based on the third touch object existing in the third frame,

calculate a third distance between the first coordinates
of the first touch object and third coordinates of the
third touch object, and

determine the state of the first touch object by comparing

the third distance with a third distance threshold value.
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