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DATA SECURING DEVICE, RECORDING
MEDIUM, AND DATA SECURING METHOD

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application is based upon and claims the ben-
efit of priority of the prior Japanese Patent Application No.
2015-000556, filed on Jan. 5, 2015, the entire contents of
which are incorporated herein by reference.

FIELD

[0002] The embodiment discussed herein is directed to a
data securing device, a recording medium, and a data securing
method.

BACKGROUND

[0003] Individual data such as a table that stores the indi-
vidual’s information in each row (record) is converted so as to
remain a lot of information while consideration is given to
protection of the individual’s privacy, whereby it may some-
times be secondarily used for market analysis, or the like. One
of' the techniques for privacy protection during conversion of
the individual data is k-anonymization that achieves informa-
tion anonymization.
[0004] Patent Literature 1: Japanese Laid-open Patent Pub-
lication No. 2008-33411.
[0005] Patent Literature 2: U.S. Pat. No. 7,269,578.
[0006] Non-patent Literature 1: Ashwin Machanavajjhala,
Daniel Kifer, Johannes Gehrke, and Muthuramakrishnan
Venkitasubramaniam. L-diversity: Privacy beyond k-ano-
nymity. ACM Trans. Knowl. Discov. Data, Vol. 1, March
2007.
[0007] However, the above-described conventional tech-
nology has a problem in that consideration is not given to
protection of the presence so as not to determine whether
specific person’s information is included and therefore the
privacy protection is insufficient.
[0008] Forexample, an explanation is given of a case where
a company X collects individual data from customers, sells
the collected individual data to a company Y, and the company
Y uses the information that is obtained by analyzing the
individual data for market analysis, or the like.
[0009] For example, the individual data includes personal
information, such as an address, hobby, or disease, as well as
the identification data (ID) for identifying a customer.
[0010] When the company X sells the collected individual
data to the company Y, the company X takes into account
customers and would rather not provide a different company,
such as the company Y, with data that would infringe the
customer’s privacy. Meanwhile, the companyY does not need
the information on individual customers of the company X
but would like to acquire the statistical information as accu-
rately as possible.
[0011] Oneofthe conversion methods that satisfy the above
needs is the statistics on an attribute basis. For example, the
method converts the attribute of “hobby” in the individual
data into the information of a frequency distribution, such as
hobby={soccer: 5, petanque: 2}. The company Y may under-
stand the overall trend of hobbies although it does not know
who has which hobby by referring to the information of the
frequency distribution.
[0012] However, the statistics on an attribute basis do not
provide the relationship between attributes. For example, in a
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case where the company Y would like to analyze the correla-
tion between “address” and “hobby”, even if it acquires the
statistical data on “address” and “hobby” separately, the dif-
ficulty arises in analyzing the correlation between attributes.
Therefore, the company X conducts conversion that makes it
possible to analyze the relationship between attributes.
[0013] One of the conversion methods that allows analysis
of the relationship between attributes is removing personal
identification. FIG. 15 is an explanatory diagram that illus-
trates removal of personal identification, and it is an example
of removing personal identification from individual data. As
illustrated in FIG. 15, during removal of personal identifica-
tion, the attribute (“ID” in the illustrated example) such as the
identifier in a row that is included in the individual data is
deleted. The company Y may analyze the relationship
between attributes by using the individual data from which
personal identification has been removed.

[0014] However, in terms of privacy protection, only
removal of personal identification is sometimes insufficient.
For example, the following situation is considered.

[0015] The person with ID=P4 does not want other people
(the company Y) to know his/her disease.

[0016] The company Y knows the person with ID=P4 and
knows that only that person likes “petanque” in a city B.
[0017] If the above situation is given, the removal of per-
sonal identification illustrated in FIG. 15 does not provide
sufficient privacy protection. This is because the company Y
may identify the fourth row (the only row of (address, hobby)
=(city B, petanque)) as the data on the person with ID=P4, and
it may determine that “disease” of that person is “progeria”.
However, the information that may be obtained by the com-
panyY is the information that the person with ID=P4 does not
want to be known. Therefore, the company X conducts con-
version based on the assumption that the company Y has the
detailed information about people of less than k (>1).

[0018] As described above, one of the conversion methods
that allow analysis of the relationship between attributes on
the basis of the assumption that there is the detailed informa-
tion on people of less than k(>1) is k-anonymization for
achieving L-diversity (hereinafter, k-anonymization).

[0019] With the k-anonymization, quasi-identifier (QI),
sensitive-attribute (SA), or the like, is received as an input,
and the rows with a similar QI value are grouped (converted
into the same value, for example) so that the SA value in each
group has diversity. SA is a column of data that the individual
(row-information provider) does not want it to be known
without any good reason, and Ql is a set of columns (1 or more
columns) of data that may be easily known to the others.
Diversity is the property that may determine the frequency
distribution of SA values, for example, the property that may
determine that the frequency distribution is slightly biased.
[0020] FIG. 16 is an explanatory diagram that illustrates
k-anonymization. Specifically, in the example of FIG. 16,
anonymization is conducted on the individual data that is
illustrated in FIG. 15 such that QI={address, hobby},
SA=disease, and diversity “there are two or more types of
values”, k=2. As illustrated in FIG. 16, “address” is general-
ized so that it is divided into two groups with the same QI in
a horizontal direction. Furthermore, the SA values in both
groups satisfy diversity. That is, the frequency distribution of
the SA value in any group has two or more types of values.
[0021] Therefore, in the example of the k-anonymization,
the relationship between attributes may be analyzed, while
consideration is given to privacy protection. For example,
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although the company Y receives the k-anonymized indi-
vidual data, it is difficult to specify the row of the person with
ID=P4, either one of {4, 5} rows; therefore, it is difficult to
specify the disease, either one of {progeria, allotriophagy}.
As described above, k-anonymization is a conversion method
that allows analysis of the relationship between attributes as
well as consideration on the privacy protection.

[0022] However, as k-anonymization uses an algorithm
that does not consider protection of the presence, the privacy
protection is insufficient in some cases. Here, the protection
of'the presence means that it is difficult to determine whether
specific person’s information (row) is included in the table.
For example, if the company Y knows a person who lives in a
government-designated city and who likes petanque, it may
determine that the person is not included in the example of
FIG. 16. Thus, in the example of FIG. 16, protection of the
presence is not provided.

[0023] For example, if the table of FIG. 16 has the data on
“the resident who receives medical care and makes equal to or
less than 5 million yen a year”, and if it is determined that the
person who may be known by the company Y is not included
in the table, it may be determined that the person makes much
money that is more than 5 million yen a year. Therefore, if the
presence is not protected, it can be said that the privacy
protection is insufficient.

SUMMARY

[0024] According to an aspect of an embodiment, a data
securing device includes a processor that executes a process
including: receiving individual data and a parameter for ano-
nymization, using the parameter to suppress data that does not
satisfy k-anonymity among data that is included in various
attributes of records in the individual data, and suppressing
data that is extracted from the data at random; outputting
individual data in which data is suppressed at the receiving.
[0025] The object and advantages of the invention will be
realized and attained by means of the elements and combina-
tions particularly pointed out in the claims.

[0026] Itisto beunderstood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

[0027] FIG. 1 is a block diagram that illustrates a configu-
ration of a data securing device according to an embodiment;
[0028] FIG. 2 is an explanatory diagram that illustrates
individual data;

[0029] FIG. 3 is an explanatory diagram that illustrates a
conversion rule;

[0030] FIG. 4 is an explanatory diagram that illustrates a
conversion result;

[0031] FIG. 5 is a flowchart that illustrates an operation
example of a data securing device;

[0032] FIG. 6 is a flowchart that illustrates an example of a
k-anonymization operation;

[0033] FIG. 7 is a flowchart that illustrates an example of a
recursive operation;

[0034] FIG. 8 is an explanatory diagram that illustrates an
example of table data;

[0035] FIG. 9 is an explanatory diagram that illustrates an
example of the table data;
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[0036] FIG. 10 is an explanatory diagram that illustrates an
example of the table data;

[0037] FIG. 11 is an explanatory diagram that illustrates an
example of the table data;

[0038] FIG. 12 is an explanatory diagram that illustrates an
example of a conversion rule;

[0039] FIG. 13 is an explanatory diagram that illustrates an
example of the conversion rule;

[0040] FIG. 14 is an explanatory diagram that illustrates an
example of a computer that executes a data securing program;
[0041] FIG. 15 is an explanatory diagram that illustrates
removal of personal identification; and

[0042] FIG. 16 is an explanatory diagram that illustrates
k-anonymization.

DESCRIPTION OF EMBODIMENT

[0043] Preferred embodiments of the present invention will
be explained with reference to accompanying drawings. The
same reference numeral is applied to the components that
have the same functionality according to an embodiment, and
duplicated explanations are omitted. Furthermore, the data
securing device, the data securing program, and the data
securing method that are explained in the following embodi-
ments are only examples, and they are not limitations on the
embodiments. Moreover, the following embodiments may be
combined as appropriate to the degree such that there is no
contradiction.

[0044] FIG. 1 is a block diagram that illustrates a configu-
ration of a data securing device 1 according to an embodi-
ment. As illustrated in FIG. 1, the data securing device 1 is an
information processing apparatus, such as a personal com-
puter (PC), and it includes a control unit 10 and a storage unit
20.

[0045] The control unit 10 includes an internal memory that
stores programs that define various procedures, or the like,
and needed data, and it performs various operations by using
them. The control unit 10 includes an anonymizing unit 11
and an output unit 12.

[0046] Theanonymizing unit 11 receives individual data 21
and a parameter for anonymization and uses the received
parameter to suppress data that does not satisfy k-anonymity
among the data that is included in each attribute of a record of
the individual data 21. Furthermore, the anonymizing unit 11
suppresses the data that is extracted from the data that is
included in each attribute of a record of the individual data 21
irregularly (for example, at random). Specifically, the anony-
mizing unit 11 generates a conversion rule 22 for suppressing
data in the individual data 21 and outputs it.

[0047] As described above, the anonymizing unit 11 sup-
presses the data that does not satisfy k-anonymity among the
data that is included in each attribute of a record in the indi-
vidual data 21 and suppresses the data that is extracted from
the data that is included in each attribute of a record in the
individual data irregularly (for example, at random). Thus,
after data is suppressed by the anonymizing unit 11, the data
that is extracted from the individual data 21 at random is
suppressed, whereby it is uncertain to estimate whether a
specific person is not included, and the presence of the indi-
vidual may be secured.

[0048] The output unit 12 outputs the individual data in
which data has been suppressed by the anonymizing unit 11.
Specifically, the output unit applies the conversion rule 22,
which is generated by the anonymizing unit 11, to the indi-
vidual data 21 so as to output the individual data in which data
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has been suppressed. Furthermore, outputs from the output
unit 12 may be outputs by using files, or otherwise presenta-
tions to a display (not illustrated), communications to differ-
ent devices that are connected via a communication device
(not illustrated), or the like.

[0049] The storage unit 20 stores data and programs that are
needed for various operations by the control unit 10. For
example, the storage unit 20 stores the individual data 21 and
the conversion rule 22.

[0050] Theindividual data 21 is the table data that stores the
individual’s information in each row (record). FIG. 2 is an
explanatory diagram that illustrates the individual data 21. As
illustrated in FIG. 2, each row of the individual data 21 stores
the value that indicates an attribute with regard to attributes
(columns), such as an address, a hobby, and a disease as well
as the ID for identifying a person.

[0051] The conversion rule 22 is the information that
defines a rule for conversion of the individual data 21. Spe-
cifically, the conversion rule 22 (F) is mapping (F:T—Ty)
from the individual data 21 (T) into different individual data
(Tz), and it is a collection of rules (f) for converting a row that
has a specific value into a different value.

[0052] FIG. 3 is an explanatory diagram that illustrates the
conversion rule 22. As illustrated in FIG. 3, the rule (f) of the
conversion rule 22 is described for each row. The rule (1) is
represented as, e.g., “pre-conversion value—>post-conversion
value”. For example, it is {address: city A, hobby: soccer,
disease: cold} —{address: * hobby: soccer, disease: cold}, or
the like. Here, “*” is the attribute value that means that the
value is uncertain. The number of elements in each rule indi-
cates the number of times that the rule is applied. Further-
more, the description of the rule (f) in FIG. 3 is an example,
and any description that indicates mapping (F:T—T) may be
used.

[0053] During the conversion that uses the conversion rule
22 illustrated in FIG. 3, with respect to each row of the
individual data 21 (T), if the conversion rule 22 contains a row
that has the same pre-conversion value, the row of the con-
version rule 22 is f. Then, with regard to the row that has the
same pre-conversion value as fin T, it is converted into the
post-conversion value of f, and the number of f is decreased
by one. Then, the row is deleted if the number of elements in
the conversion rule 22 becomes zero. Furthermore, with
respect to each row of the individual data 21 (T), if the
conversion rule 22 does not contain the row that has the same
pre-conversion value, the row in T is not converted.

[0054] FIG. 4 is an explanatory diagram that illustrates a
conversion result 23. As illustrated in FIG. 4, the conversion
result 23 is the result (Tz) of the conversion of the individual
data 21 (T) that is illustrated in FIG. 2 by using the conversion
rule 22 (F) that is illustrated in FIG. 3.

[0055] Next, an explanation is given of the details of an
anonymization operation by the anonymizing unit 11. FIG. §
is a flowchart that illustrates an operation example of the data
securing device 1.

[0056] As illustrated in FIG. 5, after the anonymization
operation is started by the anonymizing unit 11, the anony-
mizing unit 11 receives inputs of the table data that is intended
for anonymization, a missing value in each column, column
order, anonymization parameter, suppression parameter, and
randomness parameter in each column (step S1).

[0057] Specifically, the anonymizing unit 11 reads the indi-
vidual data 21 that is stored in the storage unit 20 and receives
it as table data (T) that is intended for anonymization. Fur-
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thermore, the anonymizing unit 11 receives inputs of the
missing value in each column, the column order, the anony-
mization parameter, the suppression parameter, and the ran-
domness parameter in each column by reading a parameter
that is previously stored in the storage unit 20, an input opera-
tion on an input device (e.g., keyboard), or the like.

[0058] For a missing value (M) in each column, mapping
(M:c—m) is conducted from a column name (attribute name)
in the table data (T) into a missing value, for example, M
(address)=M (hobby)=M (disease)="*". The missing value is
the attribute value “*” that means that the value is uncertain.
Generating a certain attribute value as a missing value corre-
sponds to generalizing and suppressing the certain attribute
value.

[0059] A column order (C) is a list of column names (at-
tribute names) that are arranged in the order they are sub-
jected to an operation and, for example, C={address, hobby,
disease}. An anonymization parameter (k) is a parameter for
k-anonymization to obtain a state where there is equal to or
more than k individuals who have the same attribute and, for
example, k=2. A suppression parameter (s) is the number of
rows on which suppression is performed and, for example,
s=1.

[0060] For a randomness parameter (R) in each column,
mapping (R:c—r) is conducted from a column name (at-
tribute name) into a randomness parameter and, for example,
R (address)=R (hobby)=R (disease)=0.2. A randomness
parameter is a parameter in the range (0, 1) for giving the
degree of effect of a random number and, as the value
becomes larger (approaching 1), the effect of the random
number becomes higher.

[0061] For instance, in the example of the individual data
21 in FIG. 2, M(c)=* (c is arbitrary), C={address, hobby,
disease}, k=2, s=1, and R(c)=0.2.

[0062] Next, the anonymizing unit 11 selects the subse-
quent column (c) in the table data and acquires a missing
value (m) and a randomness parameter (r) (step S2). Specifi-
cally, it refers to the first element in C={address, hobby,
disease}, and c=address. Furthermore, based on the values
that are received at step S1, m=M(c)="*, r=R(c)=0.2.

[0063] Next, the anonymizing unit 11 performs a k-anony-
mization operation by using a random number with regard to
the column (c) that is selected at step S2 (step S3). The
k-anonymization operation is described later in detail. As a
result of the k-anonymization operation, the anonymizing
unit 11 obtains, with regard to the selected column (c), a
row-suppression row group (W) and a suppression row group
(X) of a row that does not satisfy k-anonymity and that is to be
suppressed and obtains a group (G) that satisfies k-anonym-
ity. Here, the row-suppression row group (W) is the group of
rows for which the row itself is suppressed, and the suppres-
sion row group (X) is the group of rows for which the value of
the selected column (c) is suppressed.

[0064] For example, the row-suppression row group W=[T
(7)], the suppression row group X=[T(4), T(5), T(6)], and the
group G that satisfies k-anonymity={[T(1), T(2), T(3)]} are
obtained. Here, T(n) is the data on the n (n=1) row in the table
data T. For instance, in the example of the individual data 21
(T) of FIG. 2, T(1)=T(2)={address: city A, hobby: soccer,
disease: gastroenteritis}. Here, if a rule is formed to generate
a missing value for the row-suppression row group W and the
suppression row group X that are obtained, k-anonymity may
be achieved in terms of the column (c) alone. Furthermore,
during the k-anonymization operation, the number of ele-
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ments of W is the value of s; however, there is a possibility that
the contents of the others are changed each time the k-ano-
nymization operation is invoked due to the effect of the ran-
dom number.

[0065] Next, the anonymizing unit 11 sequentially fetches
an element from the group (G) and performs a loop operation
at steps S4 to S7 with regard to each group that satisfies
k-anonymity, thereby recursively performing the k-anony-
mization operation. Specifically, as the group G={[T(1), T(2),
T(3)]}, table data (T") on which the k-anonymization opera-
tion is recursively performed is T'=[T(1), T(2), T(3)].

[0066] Next, the anonymizing unit 11 performs a recursive
operation (step S5) on a column (¢') that is subsequent to the
selected column (c), where a set (D) of columns to be sup-
pressed is null (D={ }). For example, if the elements of a
column are C={address, hobby, disease} and if the selected
column (c) is c=address, c'=hobby. The recursive operation is
described later in detail.

[0067] Asaresult ofthe recursive operation, the anonymiz-
ing unit 11 obtains the remaining row group (E:E=[T(3)]).
With the row group of T'-E that is obtained during the recur-
sive operation, it is possible to generate a rule for achieving
k-anonymity with regard to C. During the recursive opera-
tion, as [T(1), T(2)] is T(1)=T(2), they satisfy k-anonymity of
k=2 with regard to C from the beginning; therefore, a conver-
sion rule is not generated. Furthermore, there is a possibility
that the invocation result of the recursive operation is changed
each time itis invoked due to the effect of the random number.
[0068] Next, the anonymizing unit 11 adds the remaining
row group (E) to the suppression row group (X) (step S6). For
example, the suppression row group X=[T(4), T(5), T(6)]
and, if the remaining row group E=[T(3)], X=[T(3), T(4),
T(5), T(6)].

[0069] After the loop operation (steps S4 to S7), the ano-
nymizing unit 11 determines whether a size of the suppres-
sion row group is equal to or more than k (step S8) and, ifitis
equal to or more than k (step S8: YES), it proceeds to the
operation at step S9 and, if it is not equal to or more than k
(step S8: NO), it proceeds to the operation at step S10. For
example, if X=[T(3), T(4), T(5), T(6)], 1X|=4=k=2; therefore,
the anonymizing unit 11 proceeds to the operation at step S9.
[0070] At step S9, the anonymizing unit 11 performs a
recursive operation on the column (¢') that is subsequent to
the selected column (c), where the suppression row group is
T'. For example, if the elements of the column is C={address,
hobby, disease} and if the selected column (c) is c=address,
c'=hobby. Then, a recursive operation is performed by using
T', ¢', where T'=X, D={c}={address}.

[0071] Asaresult ofthe recursive operation, the anonymiz-
ing unit 11 obtains the remaining row group (E:E=[ ]). With
the row group of T'-E that is obtained during the recursive
operation, it is possible to generate a rule for achieving k-ano-
nymity with regard to C.

[0072] At step S10, the anonymizing unit 11 treats the
suppression row group (X) as the remaining row group (E).
[0073] After steps S9 and S10, the anonymizing unit adds
the remaining row group (E) to the row-suppression row
group (W) (step S11). In the example of the above-described
step S9, as the remaining row group E=[ |, W is not changed,
and W=[T(7)].

[0074] Next, the anonymizing unit 11 generates a conver-
sion rule for conducting row suppression by obtaining each
column as a missing value with regard to the row-suppression
row group (W) and adds it to the conversion rule 22 (F) (step
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S12). Next, the anonymizing unit 11 outputs the conversion
rule 22 (F) (step S13). That is, the anonymizing unit 11
outputs the conversion rule 22 that is illustrated in FIG. 3.

[0075] Here, the k-anonymization operation is explained in
detail. FIG. 6 is a flowchart that illustrates an example of the
k-anonymization operation.

[0076] As illustrated in FIG. 6, after the k-anonymization
operation is started, the anonymizing unit 11 receives inputs
of the table data (T) that is intended for anonymization, the
missing value (m), the column (¢), the anonymization param-
eter (k), the suppression parameter (s), and the randomness
parameter (r) in each column (step S101). For example, dur-
ing the k-anonymization operation after step S2, the values of
m=*, c=address, k=2, s=1, and r=0.2 are received with regard
to the column that is selected at step S2.

[0077] Next, the anonymizing unit 11 groups the rows with
respect to the selected column (element) and collects, as the
suppression row group (X) for which the value of the selected
column is to be suppressed, the rows that are less than k rows
and the rows that have a missing value (step S102). Specifi-
cally, in the example of the individual data 21 (T) of FIG. 2, if
grouping is conducted by using c=address, {city A: [T(1),
T(2), T(3)], city B: [T(4)], city C: [T(5)], city D: [T(6), T(7)]}
is obtained. Among them, the rows that are less than k=2 rows
are {city B, city C}, and there are no rows in which the value
is m=*; thus, X=[T(4), T(5)].

[0078] Next, the anonymizing unit 11 calculates a number
of rows to be suppressed (a) by using a<—ceil (log,u-1) (step
S103). Here, ceil is a ceiling function, and u is a uniform
random number in the range (0, 1). If the random number
u=0.1 is obtained, a=ceil(log, ,0.1-1)=1. Furthermore, any
method of calculating the number of rows to be suppressed (a)
may be used if it is such that the number of rows is larger, the
acquisition percentage is lower, and there is no particular
limitation.

[0079] Next, the anonymizing unit 11 determines whether
IXI<s (step S104) and, if IXI<s (step S104: YES), it proceeds
to the operation at step S105 and, if not IXI<s (step S104:
NO), it proceeds to the operation at step S106. In the example,
s=1 and X=[T(4), T(5)]. Therefore, IX|=2=s=1; thus, the con-
dition at step S104 is not satisfied, and the anonymizing unit
11 proceeds to the operation at step S106.

[0080] At step S105, the anonymizing unit 11 determines
that the number of rows to be suppressed (a) is a<—a+s-|XI
and proceeds to the operation at step S106. In the above-
described case, for example, if s=3, |XI<s; therefore, the
operation proceeds to step S105, and a=2.

[0081] At step S106, the anonymizing unit 11 deletes rows
of'equal to or more than the number of rows to be suppressed
from the groups of equal to or more than k rows (also deletes
the group ofless than k rows), and adds the deleted rows to the
suppression row group (X). For example, the groups of equal
to or more than k rows are {city A: [T(1), T(2), T(3)], city D:
[T(6), T(7)]}, and a=1 row is transferred to X therefrom.
Specifically, a value is first selected by using a random num-
ber so that the city D is selected. Next, a row of the city D is
selected by using a random number so that T(6) is selected.
Furthermore, if T(6) is deleted, the city D group has the
number of rows of less than k and, as a result, all the rows in
the group are transferred to the suppression row group (X).
Here, as the rows of equal to or more than a rows are trans-
ferred, no more rows are transferred. As a result, X=[T(4),
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T(5), T(6), T(7)]. Furthermore, the group that satisfies k-ano-
nymity is G={[T(1), T(2), T(3)]} that have the city A as their
elements.

[0082] Next, the anonymizing unit 11 deletes rows from the
suppression row group (X) by using a random number and
sets the deleted rows as the row-suppression row group (W)
(step S107). Specifically, s=1 row is selected by using a
random number so that T(7) is selected from X=[T(4), T(5),
T(6), T(7)]. In this case, X=[T(4), T(5), T(6)], and the row-
suppression row group W=[T(7)].

[0083] Next, the anonymizing unit 11 outputs the row-
suppression row group (W), the suppression row group (X),
and each group (G) that satisfies k-anonymity that are
obtained during the operation at steps S101 to S107 (step
S108). Specifically, in the above-described example, W=[T
(D1, X=[T@), T(5), T©)], and G={[T(1), T(2), T3]} are
output.

[0084] Next, the recursive operation is explained in detail.
FIG. 7 is a flowchart that illustrates an example of the recur-
sive operation.

[0085] Asillustrated in FIG. 7, after the recursive operation
is started by the anonymizing unit 11, the anonymizing unit
11 receives inputs of the table data that is the subject to be
processed, a missing value in each column, the column order,
a column, an anonymization parameter, a randomness param-
eter in each column, and a set (D) of columns to be suppressed
(step S201).

[0086] Next, the anonymizing unit 11 determine whether
the column (c) is present (step S202) and, if it is present (step
S202: YES), it proceeds to the operation at step S203 and, if
not (step S202: NO), it proceeds to the operation at step S213.
[0087] At step S203, the anonymizing unit 11 acquires the
missing value (m) and the randomness parameter (r) from the
values that are received at step S201.

[0088] Next, the anonymizing unit 11 invokes and executes
the k-anonymization operation by using s=0 (step S204).
Next, with regard to each group that satisfies k-anonymity, the
anonymizing unit 11 sequentially fetches an element from the
group (G) and performs a loop operation at steps S205 to
S208, thereby recursively performing the k-anonymization
operation.

[0089] During the loop operation, the anonymizing unit 11
performs the recursive operation on the column (c¢') that is
subsequent to the selected column (¢) (step S206) and obtains
the remaining row group (E). Next, the anonymizing unit 11
adds the remaining row group (E) to the suppression row
group (X) (step S207). Then, if the group (G) contains no
element, the anonymizing unit 11 terminates the loop opera-
tion at steps S205 to S208 and proceeds to the operation at
step S209.

[0090] At step S209, the anonymizing unit 11 determines
whether the suppression parameter is equal to or more than k
and, if it is equal to or more than k (step S209: YES), proceeds
to the operation at step S210 and, if it is not equal to or more
than k (step S209: NO), proceeds to the operation at step
S211.

[0091] At step S210, the anonymizing unit 11 sets the sup-
pression row group as T' with regard to the column (c¢') that is
subsequent to the selected column (c), adds the selected col-
umn (c) to the set (D) of columns to be suppressed so as to set
the new set (D) of columns, and performs a recursive opera-
tion. As a result of the recursive operation, the anonymizing
unit 11 obtains the remaining row group (E) and proceeds to
the operation at step S212.
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[0092] At step S211, the anonymizing unit 11 treats the
suppression row group (X) as the remaining row group (E)
and proceeds to the operation at step S212. At step S212, the
anonymizing unit 11 outputs the remaining row group (E) and
terminates the operation.

[0093] At step S213, the anonymizing unit 11 determines
whether the set (D) of columns is null and, if it is null (step
S213: YES), proceeds to the operation at step S215 and, if it
is not null (step S213: NO), proceeds to the operation at step
S214. At step S214, the anonymizing unit 11 generates a
conversion rule for suppressing a column that corresponds to
the set (D) of columns with regard to the table data and
proceeds to the operation at step S215. At step S215, the
anonymizing unit 11 outputs a null set ([ |) as the remaining
row group (E) and terminates the operation.

[0094] Here, a more specific explanation is given of the
recursive operation by illustrating some pieces of table data.
[0095] FIGS. 8 to 11 are explanatory diagrams that illus-
trate examples of the table data. At step S201, for example, the
table data (T") that is illustrated in FIG. 8 is received as the
subject to be processed. Furthermore, inputs of M(c)=* (c is
arbitrary), C={address, hobby, disease}, c=hobby, k=2, R(c)
=0.2 (c is arbitrary), and D={ } are received.

[0096] At step S202, as c=hobby, the operation proceeds to
step S203. At step S203, the anonymizing unit 11 acquires the
missing value (m) and the randomness parameter (r) from the
values that are received at step S201. Here, m=M(c)=*, =R
(c)=0.2.

[0097] Next, at step S204, the k-anonymization operation is
invoked, and the row-suppression row group W=[ |, the sup-
pression row group X=[ ], and the group G={[T(1), T(2),
T(3)]} that satisfies k-anonymity are obtained.

[0098] Next, during the loop operation at steps S205 to
S208, as the group G={[T(1), T(2), T(3)]}, the table data (T")
on which the k-anonymization operation is recursively per-
formed is T'=[T(1), T(2), T(3)].

[0099] During the recursive operation at step S206, as the
elements of the column are C={address, hobby, disease} and
c=hobby, c'=disease. As a result of the recursive operation,
the anonymizing unit 11 obtains the remaining row group
(E:E=[T(3)]). At step S207, as the remaining row group E=[T
(3)], X=[T(3)]. Furthermore, as the group (G) contains no
subsequent elements, the loop operation at steps S205 to S208
is terminated, and the operation proceeds to step S209.
[0100] At step S209, as IXI=[T(3)]=1<k=2, the operation
proceeds to step S211. Thus, after steps S211 and S212,
[T(3)] is output as the remaining row group.

[0101] Next, an explanation is given of a case where, at step
S201, the table data (T") that is illustrated in FIG. 8 is received
as the subject to be processed and the inputs of M(c)=* (c is
arbitrary), C={address, hobby, disease}, c=disease, k=2, R(c)
=0.2 (c is arbitrary), and D={ } are received.

[0102] Inthis case, at step S202, as c=disease, the operation
proceeds to step S203. At step S203, m=M(c)=*, r=R(c)=0.2
are obtained from the values that are received at step S201.
[0103] Next, at step S204, the k-anonymization operation is
invoked, and the row-suppression row group W=[ |, the sup-
pression row group X=[T(3)], and the group G={[T(1),
T(2)]} that satisfies k-anonymity are obtained.

[0104] Next, during the loop operation at steps S205 to
S208, as the group G={[T(1), T(2)]}, the table data (T") on
which the k-anonymization operation is recursively per-
formed is T'=[T(1), T(2)].
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[0105] During the recursive operation at step S206, as the
elements of the column is C={address, hobby, disease} and
c=disease, c'=(not available). As a result of the recursive
operation, the anonymizing unit 11 obtains the remaining row
group (E:E=[ ]). At step S207, as E=[ ] is added to X=[T(3)],
X=T(3)]. Furthermore, as the group (G) contains no subse-
quent elements, the loop operation at steps S205 to S208 is
terminated, and the operation proceeds to step S209.

[0106] At step S209, as IXI=[T(3)]=1<k=2, the operation
proceeds to step S211. Thus, after steps S211 and S212,
[T(3)] is output as the remaining row group.

[0107] Next, an explanation is given of a case where, at step
S201, the table data (T") that is illustrated in FIG. 9 is received
as the subject to be processed and the inputs of M(c)=* (c is
arbitrary), C={address, hobby, disease}, c=(not available),
k=2, R(c)=0.2 (c is arbitrary), and D={ } are received.
[0108] In this case, at step S202, as c=(not available), the
operation proceeds to step S213. At step S213, as D={ }, the
operation proceeds to step S215, and a null set ([ ]) is output
as the remaining row group (E).

[0109] Next, an explanation is given of an operation
example of a case where D is not null ({ }). Specifically, at
step S201, the table data (T') that is illustrated in FIG. 10 is
received as the subject to be processed, and the inputs of
M(c)=* (c is arbitrary), C={address, hobby, disease},
c=hobby, k=2, R(c)=0.2 (c is arbitrary), and D={address} are
received.

[0110] Inthis case, at step S202, as c=hobby, the operation
proceeds to step S203. At step S203, by using the values that
are received at step S201, m=M(c)=*, r=R(c)=0.2.

[0111] Next, atstep S204, the k-anonymization operation is
invoked by using s=0, and the row-suppression row group
W= ], the suppression row group X=[ ], and the group G={
[T(D), T@)], [T(2), T(3)]} that satisfy k-anonymity are
obtained.

[0112] Next, during the loop operation at steps S205 to
S208, as the group G={[T(1), T(4)], [T(2), T(3)]}, the table
data (T") on which the k-anonymization operation is recur-
sively performed is T'=[T(1), T(4)].

[0113] During the recursive operation at step S206, as the
elements of the column are C={address, hobby, disease} and
c=hobby, c'=disease. As a result of the recursive operation,
the anonymizing unit 11 obtains the remaining row group
(E:E=[ ]). At step S207, the remaining row group E=[ |, X=[
]. Furthermore, as the group (G) contains subsequent ele-
ments [T(2), T(3)], the operation returns to step S205, and the
table data (T') on which the k-anonymization operation is
recursively performed is T'=[T(2), T(3)].

[0114] During the recursive operation at step S206,
c'=disease and, as a result of the recursive operation, the
anonymizing unit 11 obtains the remaining row group E:E=[
1). At step S207, as the remaining row group E=[ ], X=[ ].
Furthermore, the group (G) contains no subsequent elements,
the loop operation at steps S205 to S208 is terminated, and the
operation proceeds to step S209.

[0115] At step S209, as IX|=[ |=0<k=2, the operation pro-
ceeds to step S211. Thus, after steps S211 and S212, is output
as the remaining row group.

[0116] Next, an explanation is given of a case where, at step
S201, the table data (T") that is illustrated in FIG. 11 is
received as the subject to be processed and the inputs of
M(c)=* (c is arbitrary), C={address, hobby, disease},
c=disease, k=2, R(c)=0.2 (c is arbitrary), and D={address}
are received.
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[0117] Inthis case, at step S202, as c=disease, the operation
proceeds to step S203. At step S203, by using the values that
are received at step S201, m=M(c)=*, r=R(c)=0.2.

[0118] Next, atstep S204, the k-anonymization operation is
invoked by using s=0, and the row-suppression row group
W= |, the suppression row group X=[T(1), T(2)], and the
group G={ } that satisfies k-anonymity are obtained.

[0119] During the loop operation at steps S205 to S208, as
the group (G) contains no element, the operation is termi-
nated, and the operation proceeds to step S209. At step S209,
as IXI=[T(1), T(2)]=2k=2, the operation proceeds to step
S210.

[0120] At step S210, the element that is subsequent to
c=disease is referred to from C, and c¢'=(not available). Then,
T'=X, D'=DU{c}={address, disease}, and the recursive
operation is performed by using T', ¢', D'. As a result of the
recursive operation, the anonymizing unit 11 obtains the
remaining row group (E:E=[ ]). At step S212, the remaining
row group E=[ ] is output.

[0121] Next, an explanation is given of a case where, at step
S201, the table data (T") that is illustrated in FIG. 11 is
received as the subject to be processed and the inputs of
M(c)=* (c is arbitrary), C={address, hobby, disease}, c=(not
available), k=2, R(c)=0.2 (c is arbitrary), and D={address,
disease} are received.

[0122] In this case, at step S202, as c=(not available), the
operation proceeds to step S213. At step S213, as
D={address, disease}, the operation proceeds to step S214.
At step S214, a conversion rule is generated to suppress the
column that corresponds to D={address, disease}. Suppres-
sion means generating the value of the column as a missing
value by using M. For example, with regard to T(1), a con-
version rule is generated such that {address: city B, hobby:
petanque, disease: progeria}—{address:*, hobby: petanque,
disease: *}.

[0123] FIGS. 12 and 13 are explanatory diagrams that illus-
trate examples of the conversion rule. In the example of FIG.
11, the conversion rule as in FIG. 12 is generated during the
above-described recursive operation. Similarly, in the
example of FIG. 10, the conversion rule as in FIG. 13 is
generated during the above-described recursive operation.
[0124] As described above, the operation (e.g., FIG. 5) on
principally the first column is different from the recursive
operation (e.g., FIG. 7) on the other columns in that row
suppression is conducted on equal to or more than s rows.
Specifically, row suppression on s rows is determined at step
S3, and row suppression on the rows that do not satisty
k-anonymity in its entirety is determined at step S11. There-
fore, as equal to or more than s rows are suppressed, it pro-
duces an advantage such that it is uncertain to estimate
whether a specific person is not included.

[0125] Furthermore, the operations at steps S4to S7 of FIG.
5 and at steps S205 to S208 of FIG. 7 are to attempt k-ano-
nymization on the rows with the column having been sup-
pressed in the group that satisfies k-anonymity with regard to
the column (c), instead of conducting row suppression again
on the rows that do not satisty k-anonymity in its entirety.
Thus, an advantage is produced to reduce the amount of
suppression.

[0126] Furthermore, as the number of rows to be sup-
pressed (a) is determined by using a random number at step
S103 of FIG. 6, it is difficult to estimate the previous value of
the suppressed value. For example, in the case of a conversion
using a definitive algorithm, the presence of the individual
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may be estimated. Specifically, if the company Y has the
information that the person whose “hobby” is petanque lives
only in a non-government-designated city, such as the city B
orthe city C, and sees the table of FIG. 17, it may estimate that
only the person whose “hobby” is petanque and whose
“address” is the city B is included in the table. However, like
the data securing device 1 that uses an algorithm that may
suppress data at random although k-anonymity is possessed
from the beginning, the estimation is uncertain.

[0127] Furthermore, in the data securing device 1, the num-
ber of rows to be suppressed (a) is calculated by using an
expression such as ceil(log,u—1) that, as a becomes larger, the
acquisition percentage becomes lower; thus, the amount of
suppression may be reduced. As a result, the degree of con-
version of the table may be reduced.

[0128] As described above, the anonymizing unit 11 of the
data securing device 1 receives the individual data 21 and a
parameter for anonymization and suppresses data that does
not satisfy k-anonymity by using the parameter among the
data that is included in each attribute of a record in the indi-
vidual data 21. Furthermore, the anonymizing unit 11 sup-
presses data that is extracted from data in the individual data
21 at random. The output unit 12 of the data securing device
1 outputs the individual data in which data has been sup-
pressed by the anonymizing unit 11. Thus, the output unit 12,
for which securement is made by the data securing device 1,
may make it uncertain to estimate whether a specific person is
not included and may secure the presence of the individual.
[0129] Furthermore, the anonymizing unit 11 performs a
operation to suppress data that does not satisfy k-anonymity
with regard to a certain attribute among the attributes and
suppresses data that is extracted from the data at random.
Then, in the operation, the anonymizing unit 11 suppresses
data that does not satisfy k-anonymity further with regard to
a different attribute and suppresses data that is extracted from
the data at random. And, the anonymizing unit 11 performs
the operation, recursively, thereby suppressing the data that is
included in each attribute. Thus, the anonymizing unit 11 may
reduce the amount of suppression.

[0130] Furthermore, the anonymizing unit 11 lowers the
percentage of random extraction in accordance with an
increase in the number of records, whereby the amount of
suppression may be reduced.

[0131] Furthermore, components of each unit illustrated do
not always need to be physically configured as illustrated in
the drawings.

[0132] Specifically, specific forms of separation and com-
bination of each unit are not limited to those depicted in the
drawings, and a configuration may be such that all or some of
them are functionally or physically separated or combined in
anarbitrary unit depending on various types of loads or usage.
For example, each of the anonymizing unit 11, the output unit
12, or the like, in the above-described embodiment may be
combined.

[0133] Furthermore, all or any part of various processing
functions performed by each device may be implemented by
a CPU (or a microcomputer such as an MPU or MCU (micro
controller unit)). Furthermore, it is self-evident that all or any
of the various processing functions may be implemented by
programs that are analyzed and executed by a CPU (or a
microcomputer such as an MPU or MCU) or by wired logic
hardware.

[0134] Furthermore, the various processes that are
described in the above embodiment may be performed if
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prepared programs are executed by a computer. Therefore, in
the following, an explanation is given of an example of a
computer that executes a program that has the same function-
ality as that in the above-described embodiment. FIG. 14 is an
explanatory diagram that illustrates an example of a computer
300 that executes a data securing program.

[0135] Asillustrated in FIG. 14, the computer 300 includes
a CPU 301 that performs various calculation operations, an
input device 302 that receives data input, and a monitor 303.
Furthermore, the computer 300 includes a medium reading
device 304 that reads a program, or the like, from a storage
medium, an interface device 305 for connecting to various
devices, and a communication device 306 for connecting to a
different device wired or wirelessly. Furthermore, the com-
puter 300 includes a RAM 307 that temporarily stores various
types of information and a hard disk device 308. Moreover,
each of the devices 301 to 308 are connected to a bus 309.
[0136] The hard disk device 308 stores the data securing
program that has the same functionality as each processing
unit that is described in the above-described embodiment.
Furthermore, the hard disk device 308 stores various types of
data for implementing the data securing program. The input
device 302 receives inputs from, for example, a user. The
monitor 303 displays an operation screen for receiving inputs
from a user or displays various types of information. The
interface device 305 is connected to, for example, a printing
device. The communication device 306 is connected to, for
example, an external device or a network.

[0137] The CPU 301 reads each program that is stored in
the hard disk device 308 and loads and executes it on the
RAM 307 so as to perform various operations. Furthermore,
these programs may cause the computer 300 to perform the
same functionality as each processing unit that is described in
the above embodiment.

[0138] Furthermore, the above-described data securing
program does not always need to be stored in the hard disk
device 308. For example, the computer 300 may read and
execute the program that is stored in a storage medium read-
able by the computer 300. The storage medium readable by
the computer 300 corresponds to a portable recording
medium, such as a CD-ROM, DVD disk, or universal serial
bus (USB) memory, a semiconductor memory such as a flash
memory, a hard disk drive, or the like. Furthermore, the data
securing program may be stored in a device that is connected
to a public network, the Internet, a LAN, or the like, and the
data securing program may be read from the above and be
executed by the computer 300.

[0139] According to an embodiment of the present inven-
tion, the presence of the individual may be secured.

[0140] All examples and conditional language recited
herein are intended for pedagogical purposes of aiding the
reader in understanding the invention and the concepts con-
tributed by the inventor to further the art, and are not to be
construed as limitations to such specifically recited examples
and conditions, nor does the organization of such examples in
the specification relate to a showing of the superiority and
inferiority of the invention. Although the embodiment of the
present invention has been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:

1. A data securing device comprising a processor that
executes a process comprising:
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receiving individual data and a parameter for anonymiza-
tion, using the parameter to suppress data that does not
satisfy k-anonymity among data that is included in vari-
ous attributes of records in the individual data, and sup-
pressing data that is extracted from the data at random;
and

outputting individual data in which data is suppressed at

the receiving.

2. The data securing device according to claim 1, wherein
a recursive operation is performed in the suppressing to sup-
press data that does not satisfy the k-anonymity with regard to
a first attribute among the attributes while suppressing data
that is extracted from the data at random, and to suppress data
that does not satisfy the k-anonymity further with regard to a
second attribute that is different from the first attribute while
suppressing data that is extracted from the data at random,
thereby suppressing data that is included in the various
attributes.

3. The data securing device according to claim 1, wherein
the suppressing lowers a percentage of the random extraction
in accordance with an increase in a number of the records.

4. A non-transitory computer-readable recording medium
having stored therein an information processing program that
causes a computer to execute a process comprising:

receiving individual data and a parameter for anonymiza-

tion, using the parameter to suppress data that does not
satisfy k-anonymity among data that is included in vari-
ous attributes of records in the individual data, and sup-
pressing data that is extracted from the data at random;
and

outputting the suppressed data.

5. The non-transitory computer-readable recording
medium according to claim 4, wherein a recursive operation
is performed in the suppressing to suppress data that does not
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satisty the k-anonymity with regard to a first attribute among
the attributes while suppressing data that is extracted from the
data at random, and to suppress data that does not satisfy the
k-anonymity further with regard to a second attribute that is
different from the first attribute while suppressing data that is
extracted from the data at random, thereby suppressing data
that is included in the various attributes.

6. The non-transitory computer-readable recording
medium according to claim 4, wherein the suppressing lowers
a percentage of the random extraction in accordance with an
increase in a number of the records.

7. A data securing method comprising:

receiving individual data and a parameter for anonymiza-

tion, using the parameter to suppress data that does not
satisfy k-anonymity among data that is included in vari-
ous attributes of records in the individual data, and sup-
pressing data that is extracted from the data at random,
using a processor; and

outputting the suppressed data, using the processor.

8. The data securing method according to claim 7, wherein
a recursive operation is performed in the suppressing to sup-
press data that does not satisfy the k-anonymity with regard to
a first attribute among the attributes while suppressing data
that is extracted from the data at random, and to suppress data
that does not satisfy the k-anonymity further with regard to a
second attribute that is different from the first attribute while
suppressing data that is extracted from the data at random,
thereby suppressing data that is included in the various
attributes.

9. The data securing method according to claim 7, wherein
the suppressing lowers a percentage of the random extraction
in accordance with an increase in a number of the records.
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